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ACOUSTICAL NEWS—USA
Elaine Moran
Acoustical Society of America, Suite 1NO1, 2 Huntington Quadrangle, Melville, NY 11747-4502

Editor’s Note: Readers of this Journal are encouraged to submit news items on awards, appointments, and other activities about
themselves or their colleagues. Deadline dates for news items and notices are 2 months prior to publication.

Catgut Acoustical Society joins the Violin
Society of America

The Violin Society of America and the Catgut Acoustical Society re-
cently announced that the Catgut Acoustical Society~CAS! will join the
Violin Society of America~VSA! as the CAS Forum and will continue its
distinguished research in musical acoustics.

The VSA is an international organization of more than 1500 members
whose mission is to advance the art and science of making stringed instru-
ments and bows. The CAS is an international organization of more than 500
members dedicated to acoustic research and its application to the construc-
tion of fine stringed instruments.

The two groups have shared goals and interests and have many mem-
bers in common. Recent VAS-CAS collaborative efforts have resulted in the
addition of a violin acoustic workshop to the VSA-Oberlin summer work-
shop program.

USA Meetings Calendar
Listed below is a summary of meetings related to acoustics to be held

in the U.S. in the near future. The month/year notation refers to the issue in
which a complete meeting announcement appeared.

2004
12–14 July Noise-Con 2004, Baltimore, MD@Institute of Noise

Control Engineering of the USA, Inc., INCE/USA Busi-
ness Office, 212 Marston Hall, Iowa State Univ., Ames,
IA 50011-2153; Tel.: 515-294-6142; Fax: 515-294-
3528; E-mail: ibo@inceusa.org; WWW: http://
www.inceusa.org/NoiseCon04call.pdf#.

3–7 Aug. 8th International Conference of Music Perception and
Cognition, Evanston, IL@School of Music, Northwest-
ern Univ., Evanston, IL 60201; WWW:
www.icmpc.org/conferences.html#.

16–18 Sept. Twelfth Annual Conference on the Management of the
Tinnitus Patient. For professionals and tinnitus patients.
The University of Iowa, Iowa City, Iowa.@Contact Rich
Tyler, ~319!356-2471, E-mail: rich-tyler@uiowa.edu,
WWW: www.uihealthcare.com/depts/med/
otolaryngology/conferences/index.html#.

20–24 Sept. ACTIVE 2004—The 2004 International Symposium on
Active Control of Sound and Vibration, Williamsburg,
VA @INCE Business Office, Iowa State Univ., 212
Marston Hall, IA 50011-2153; Fax: 515-294-3528;
E-mail: ibo@ince.org; WWW: inceusa.org#.

15–19 Nov. 148th Meeting of the Acoustical Society of America,
San Diego, CA@Acoustical Society of America, Suite
1NO1, 2 Huntington Quadrangle, Melville, NY 11747-
4502; Tel.: 516-576-2360; Fax: 516-576-2377; E-mail:
asa@aip.org; WWW: http://asa.aip.org#.

2005
16–19 May Society of Automotive Engineering Noise & Vibratin

Conference, Traverse City, MI@Patti Kreh, SAE Inter-
national, 755 W. Big Beaver Rd., Ste. 1600, Troy, MI
48084, Tel.: 248-273-2474; E-mail: pkreh@sae.org#.

Cumulative Indexes to the Journal of the
Acoustical Society of America

Ordering information: Orders must be paid by check or money order in
U.S. funds drawn on a U.S. bank or by Mastercard, Visa, or American

Express credit cards. Send orders to Circulation and Fulfillment Division,
American Institute of Physics, Suite 1NO1, 2 Huntington Quadrangle,
Melville, NY 11747-4502; Tel.: 516-576-2270. Non-U.S. orders add $11 per
index.

Some indexes are out of print as noted below.
Volumes 1–10, 1929–1938: JASA and Contemporary Literature, 1937–
1939. Classified by subject and indexed by author. Pp. 131. Price: ASA
members $5; Nonmembers $10.
Volumes 11–20, 1939–1948:JASA, Contemporary Literature, and Patents.
Classified by subject and indexed by author and inventor. Pp. 395. Out of
Print.
Volumes 21–30, 1949–1958:JASA, Contemporary Literature, and Patents.
Classified by subject and indexed by author and inventor. Pp. 952. Price:
ASA members $20; Nonmembers $75.
Volumes 31–35, 1959–1963:JASA, Contemporary Literature, and Patents.
Classified by subject and indexed by author and inventor. Pp. 1140. Price:
ASA members $20; Nonmembers $90.
Volumes 36–44, 1964–1968: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 485. Out of Print.
Volumes 36–44, 1964–1968: Contemporary Literature. Classified by sub-
ject and indexed by author. Pp. 1060. Out of Print.
Volumes 45–54, 1969–1973: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 540. Price: $20~paperbound!; ASA
members $25~clothbound!; Nonmembers $60~clothbound!.
Volumes 55–64, 1974–1978: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 816. Price: $20~paperbound!; ASA
members $25~clothbound!; Nonmembers $60~clothbound!.
Volumes 65–74, 1979–1983: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 624. Price: ASA members $25~paper-
bound!; Nonmembers $75~clothbound!.
Volumes 75–84, 1984–1988: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 625. Price: ASA members $30~paper-
bound!; Nonmembers $80~clothbound!.
Volumes 85–94, 1989–1993: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 736. Price: ASA members $30~paper-
bound!; Nonmembers $80~clothbound!.
Volumes 95–104, 1994–1998:JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 632. Price: ASA members $40~paper-
bound!; Nonmembers $90~clothbound!.
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Rathsam, Jonathan, Architectural Engineering, Univ. of Nebraska, 247 Peter

Kiewit Inst., Omaha, NE 68182-0681
Rosales, Paola, 61 Willowcrest Ln., Phillips Ranch, CA 91766
Rowland, Daniel C., 725 Riceville Rd., #13, Asheville, NC 28805
Saenz, Michael K., 829 N. Dodge St., Iowa City, IA 52245
Sagastegui, Maria M., 3429 Organdy Ln., Chino Hills, CA 91709
Saire, Javier A., Serrano 129, Dpt. 43, Santiago 56, Chile
Salameh, Amjad, 8415 Dynasty Dr., Boca Raton, FL 33433
Scarborough, Rebecca A., Linguistics Dept., UCLA, 3125 Campbell Hall,

Los Angeles, CA 90095
Scarpaci, Jacob W., Biomedical Engineering, Boston Univ., 44 Cummington

St., Boston, MA 02215
Schuepbach, Matthew R., 14310 Millchester Cir., Chesterfield, MO 63017
Shapiro, Peter J., 440 West Foster Ave., Apt. 6, State College, PA 16801
Shepherd, Paul D., 502 Elmwood Pl. #201, Austin, TX 78705
Silbert, Noah, 1208 S. Woodlawn Ave., Bloomington, IN 47401
Skovenborg, Esben, Kildegaarden 10, 1.th, Aarhus DK-8000 Denmark
Smolenski, Brett Y., 2433 Forest Ln., Schwenksville, PA 19473
So, Connie K., Simon Fraser Univ., Dept. of Linguistics, 8888 University

Dr., Burnaby, BC V5A 1S6, Canada
Sodnik, Jaka, Univ. of Ljubljana, Faculty of Electrical Eng., Trzaska 25,

Ljubljana, 1000 Slovenia
Son, Minjung, Linguistics, Yale Univ., 370 Temple, #204, New Haven, CT

06520
Songer, Jocelyn, Speech and Hearing Bioscience and Tech., MIT, Room

E25-303, 77 Massachusetts Ave., Cambridge, MA 02139
Spiewla, Jacek K., 218 Hubbell St., Apt. 3, Houghton, MI 49931
Steppat, Michael, Erlenweg 17, Nuthetal-Saarmund, Brandenburg 14558,

Germany
Sutor, Malinda, 289 Clara Dr., Baton Rouge, LA 70808
Swick, Andrew H., 11900 Hobby Horse Ct., Austin, TX 78758
Tillery, Candice, 2937 N. Dawson, Apt. 2, Chicago, IL 60618
Trenton, John, 975 Shady Ln., Somerset, PA 15501
Truett, Amanda A., Montgomery College, Biology, Takoma Park, MD

20912-4197
Utami, Sentagi S., Physics and Astronomy, Brigham Young Univ., Eyring

Science Ctr.~ESC!, Provo, UT 84602
Valentine, Louis W., 2001 Linglebach Ln., Bloomington, IN 47408
Vannoni, Elisabetta, Dept. of Animal Behavior, Univ. of Zurich, Winterthur-

estrasse 190, Zurich 8057, Switzerland
Vidal, Miguel A., 4012 Grant St., Hollywood, FL 33021
Wallace, Rik, 1028 Glenmere Rd., Vista, CA 92084
Walsh, Bridget M., 451 Littleton St., West Lafayette, IN 47906
Wang, Weifang, Rensselaer Polytechnic Inst., 110 8th St., Troy, NY 12180
Wang, Xin, 1900 East 10th St., Eigenmann Hall 1136, Bloomington, IN

47406-7512
Wang, Yong, Chiba Univ., Dept. of Info. & Image Sci., Hachiya Lab., 1-33

Yayoi-cho, Inage-ku, Chiba 263-8522, Japan
Warren, Laura J., 1684 Linden St., Des Plaines, IL 60018
Whitehouse, Andrew M., 45 Mount St., Derby, Derbyshire DE1 2HH,

United Kingdom
Wieberg, Kimberly M., Psychology, Univ. of Nevada, Las Vegas, 4505

Maryland Parkway, Las Vegas, NV 89154-5030
Wilcox, Mark A., Univ. of Hartford, Box 3632, 200 Bloomfield Ave., West

Hartford, CT 06117

Wise, Jason A., 720 Penn Ave., Apt. #3, Atlanta, GA 30308
Yang, Dan, Systems Science, Univ. of Ottawa, 115 Seraphin Marion St.,

Ottawa, ON K1N 6N5, Canada
Yang, Liyong, Engineering Mechanics, Univ. of Nebraska, W317.4 Ne-

braska Hall, Lincoln, NE 68588
Yun, Gwanhi, Univ. of Arizona, Dept. of Linguistics, P.O. Box 210028,

Tucson, AZ 85721-0028
Zeitler, Berndt, Technical Acustics, Technical Univ. of Berlin, Einsteinufer

25, Berlin 10587, Germany

New Electronic Associates

Acker-Mills, Barbara, 247 Green St., Auburn, AL 36830
Bal Kocyigit, Filiz, Kocyigit Bldg. Elect. Tur., Imrahor M. 42/b/Ilker, An-

kara 06700, Turkey
Beddoes, Michael P., Univ. of British Columbia, Electrical and Computer

Eng., 2356 Mail Mall. UBC., Vancouver, BC V6T 1Z4, Canada
Berkley, Terence J., Canadian Forces Maritime Test Ranges, P.O. Box 188,

Nanoose Bay, BC V9P 9J9, Canada
Brueckner, Raymond C., Ulmer Str. 14, Blaustein 89134, Germany
Burnett, Ian S., Academic SECTE/Informatics, Univ. of Wollongong, North-

fields Ave., Wollongong, NSW 2522, Australia
Busch, Christopher K., Busch Design Group, 2106 Woodland Ave., Raleigh,

NC 27608, Carroll, Raymond, 78A Lawrence Rd., Boxford, MA 01921
Carter, Samuel, Rannoch Corp., Airport Noise Monitoring, 1800 Diagonal

Rd., Ste. 430, Alexandria, VA 22314
Champagne, Claude, 10998 Waverly St., Montreal, QC H3L 2X1, Canada
Davison, Deborah S., Stanford Univ., Research Compliance, 1215A Welch

Rd., Mod. A MC 5401, Stanford, CA 94305
de Blok, Kees, Aster Thermoakoestische Systemen, Smeestraat 11, Veessen,

Gelderland, NL 8394 LG, the Netherlands
Dreini, Marco, Pro Soft Professional Software S.r.L., Via Privata O.T.O 3/5,

La Spezia, La Spezia, 19136, Italy
Drew, Teresa, Golder Associates Ltd., Calgary Air Group, 1000, 940 6th

Ave., SW, Calgary, AB T2Y 3T1, Canada
Edouard, Nesvijski G., 2335 Woodbridge, #255, Roseville, MN 55113
Gladden, Mark, Signature Sight and Sound, P.O. Box 23567, Charlotte, NC

29227
Heimann, Dietrich, DLR Institut fuer Physik der Atmosphaere,

Oberpfaffenhofen, Wessling, Bavaria D-82234, Germany
Ingram, Ian L. H., 22 Juniper Ridge Rd., Exeter, NH 03833
Ingrisano, Dennis, Manhattan Bioacoustics, LLC, 1607 Poyntz Ave., Ste. B,

Manhattan, KS 66502
Kim, Kang, Univ. of Michigan, Biomedical Engineering, 2200

Bonisteel Blvd., Ann Arbor, MI 48109-2099
Lane, Courtney C., ECE Dept., MS 380, Rice Univ., P.O. Box 1892, Hous-

ton, TX 77251-1892
Lang, Albert-Georg, Ludgerusstrasse 3, Duesseldorf, NRW 40225, Germany
Manning, Stephen, Cambridge Collaborative, 689 Concord Ave., Cam-

bridge, MA 02138-1002
Mather, Melissa L., Univ. of Nottingham, Electrical & Electronic Engineer-

ing, Rm. 1007 Tower Bldg., University Park, Nottingham NG7 2RD, En-
gland

McBride, Dennis K., Potomac Inst., 901 N. Stuart St., 200, Arlington, VA
22203

McPherson, Geoff R., Dept. of Primary Industries, Queensland Fisheries
Services, P.O. Box 5396, Queensland 4870, Australia

Moksnes, Knut, Dept. of Engineering, Nord-Trndelag Univ. College, Ros-
tad, Levanger N-7600, Norway

Molero Alonso, Adriana, IMS/IS, CTBTO, P.O. Box 1200, Vienna A-1400,
Austria

Nam, Yang-Hee, Div. of Digital Media, Ewha Womans Univ., 11-1
Daehyun-dong, Seodaemungu, Seoul 120-750, Korea

Nedwell, Jeremy, Subacoustech, Chase MIll, Winchester Rd., Bishops
Waltham, Southampton SO32 1AH, United Kingdom

Noon, Blake C., Eckel Industries of Canada, P.O. Box 776, 15 Allison Ave.,
Morrisburg, ON K0C 1X0, Canada

Oyarzun, Miguel F., Digital System Sciences, 184 John Clarke Rd., Middle-
town, RI 02842

Pietrzyk, John, Biomimetic Connections, Inc., 5066 Anaheim Loop, Union
City, CA 94587

Plain, Simon, 68A Allan St. West, Waterloo, ON N2L 1C8, Canada
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Quinn, Robert P., 25 Lake Concord Rd., Concord, NC 28025
Randolph, Patricia, Howard Univ. Hospital, 2041 Georgia Ave. NW 4B27,

Washington, DC 20060
Rogan, Marshall J., 12 Indian Hill Rd., Medfield, MA 02052
Sassaroli, Elisabetta, 31 Winslow Rd., Apt. #4, Brookline, MA 02446
Schmerr, Lester W., Ctr. for NDE, Iowa State Univ., 1915 Scholl Rd., Ames,

IA 50011
Schreiner, Christoph E., Otolaryngology, HSE 824, Univ. of California, San

Francisco, 513 Parnassus Ave., San Francisco, CA 94143-0732
Shropshire, David R., Shropshire Associates, LLC, 709 Stokes Rd., Med-

ford, NJ 08055
Soltis, Joseph M., Disney’s Animal Kingdom, P.O. Box 10000, Orlando, FL

32830
Spiegelberg, Scott C., School of Music, DePauw Univ., 600 S. Locust,

Greencastle, IN 46135
Strelioff, David, Head & Neck Surgery, UCLA School of Medicine, 10833

Le Conte Ave., Los Angeles, CA 90095
Suzuki, Mikio, MediLab, Technical Ctr., 3-41-16 Sengoku Bunkyo-ku, To-

kyo, 112-0011 Japan
Taylor, Lawrence S., Biomedical Engineering, Univ. of Rochester, P.O. Box

270168, Hopeman Hall 310, Rochester, NY 14627
Walker, Steven J., Audio Designs Multimedia, 13110 Ransom St., Holland,

MI 49424
William, Michaels L., Natl. Marine Fisheries Serv., U.S. Dept. Commerce,

166 Water St., Woods Hole, MA 02543
Yapura, Carlos L., G-Systems, Engineering, 860 Ave. F, Ste. 100,

Plano, TX 75074
Yegor, Sinelnikov D., Transurgical, Inc., 220 Belle Meade Rd.,

Setauket, NY 11733
Yin, Chuan, Apache Corporation, 2000 Post Oak Blvd., Ste. 100, Houston,

TX 77056
Zastoupil, Greg, 3734 Ashford Dunwood Rd., Apt. S, Atlanta, GA 30319
Zechmann, Edward L., 5535 Columbia Pike, #704, Arlington, VA 22204-

3189

New Corresponding Electronic Associates

Arslan, Burak R., Agah Efendi Sok Esen AP 3/5, Istanbul, Erenkoy, 81070
Turkey

Cutanda Henriquez, Vicente, Vibrations and Acoustics, Centro Nacional de
Metrologia, km 4.5

Carretera a los Cues, Municipio del Marques, Queretaro 76241, Mexico
Legorreta, Jaramillo, Armando Martin, Av. Ruiz 1812 e/18 y Ambar, Zona

Centro, Ensenada, Baja California, Mexico
Loske, Achim M., UNAM, Centro de Fisica Aplicada y Tecnologia Avan-

zada, A.P. 1-1010, Queretaro 76000, Mexico
Marzano, Eduardo L., Alameda dos Uapos 945, Sao Paulo, SP 04067-032,

Brazil
Pimentel, Jamie A., Juan N Frias 48, Queretaro 76147, Mexico
Shahin, Kimary N., Effat College of Al Faisal Univ. Language & Transla-

tion, P.O. Box 34689, Jeddah, Saudi Arabia, 21478
Smirnov, Nickolay A., Simeonovskaya-30, App. 14, Tver 170000, Russia

Reinstated

R. R. Gawtry, L. R. Moss, R. E. van Doeren, D. C. Walton—Members

A. G. DeLoach, W. K. Holliday, D. N. Honorof, S. Smith, P. H. Szeto—
Associates

X. Mou—Student

Deceased

W. S. Cramer, C. R. Moe, R. W. Morse, J. E. White—Fellows

E. V. Carlson, R. F. Dixon, T. L. Finch, W. J. Finney, H. Levinson, O. R.
Woods—Members
T. W. Dawson—Associate

Members Elected Fellows

A. Alwan, R. O. Cleveland, D. H. Chambers, G. J. Heald,, J. Kang, A. J.
Oxenham, D. Rouseff, D. K. Wilson, E. W. Wood

Associates Elected Fellows

A. de Cheveigne, L. Deng, C. J. Plack, C. L. Talmadge

Members to Electronic Associates

T. A. Holden, R. A. Hunt, A. H. Koenig, T. N. Lawrence

Students to Associates

P. Bonaventura, A. L. Butler, M. M. Brimer, B. A. Carter, T. Chi, M. Cleary,
J. L. Cooper, V. B. Deecke, E. L. Dugan, C. C. Dunn, B. R.
Dzikowicz, S. D. Frank, S. S. Goodman, H. A. Griffin, W. G. Hess, N. Iyer,
Y. E. Kim, I. E. Lampropoulos, J. P. Larue, D. Li, J. H. Lowenstein, C. T.
McLennan, A. B. Nagy, K. Nishi, J. J. O’Donovan, G. Petculescu, M.
Pouplier, J. S. Queen, J. R. Sanchez, N. O. Schiller, V. Shafiro, P. Torre III,
P. N. Vassilakis, R. S. Wakeland, X. Yang, X. Zhao, D. N. Zotkin

Students to Electronic Associates

T. L. Arbogast, R. M. Bello, D. Brown, F. J. Gallun, R. L. Hayes, A. Hojen,
S. E. Parks, M. Pierson, A. Protopapas

Associates to Students

P. D. Cohen, M. Gregan

Associates to Electronic Associates

T. Akamatsu, J. E. Ament, S. N. Backhaus, G. A. Barth, K. B. Christensen,
P. D. Corl, J. A. Dunne, M. Hankard, L. L. Holt, J. E. Lane, D. A. Lindwall,
M. D. Manning, J. D. McAuley, W. Metzner, J. L. Miller, A. Okalidou, T. J.
Plsek, M. T. Schiff, P. A. Stucky, M. M. Taiwo, E. J. Tucholski, M. Ya-
mashita, S. Dance, S. Oh, G. T. Silva

Electronic Associate to Associate

S. Kouzoupis

Resigned

H. E. Boemmel, G. Manley, B. H. Repp, G. Zweig—Fellows

A. A. Aburto, Jr., C. Bean, A. Bostrom, R. F. Coombs, W. J. Cunningham, D.
Fucci, T. C. Hundley, D. Y-J. Kim, E. E. Teal, D. Spain, N. Williams, M. S.
Vlaming—Members
I. J. Ballmann, P. Carkner, J. R. Fricke, J. D. Judege, J. B. Kreijger, M.
Markowitz, S. Maxwell, T. M. Nakra, J. M. Quinn, W. R. Rust, R. Schal-
lock, M. Stanzani, D. L. Stover, A. M. Szyhowski, K. Van de Rostyne, B.
Wallander, J. M. Flanders, M. Willatzen—Associates
I. Sow—Student

Fellows 897
Members 2372
Associates 2588
Students 821
Electronic Associates 258
Total 6936
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ACOUSTICAL NEWS—INTERNATIONAL

Walter G. Mayer
Physics Department, Georgetown University, Washington, DC 20057

International Meetings Calendar

Below are announcements of meetings and conferences to be held
abroad. Entries preceded by an* are new or updated listings.

June 2004
6–9 13th International Conference on Noise Control,

Gdynia, Poland~Web: www.ciop.pl/noiseI04!.
8–10 Joint Baltic –Nordic Acoustical Meeting, Mariehamn,

Åland, Finland ~Fax: 1358 09 460 224; e-mail:
asf@acoustics.hut.fi!.

8–10 Transport Noise and Vibration 2004, St. Petersburg,
Russia~Web: webcente.ru/;eeaa/tn04!.

July 2004
5–7 * International Conference on Modeling and Simula-

tion „MS’2004-France…, Lyon, France ~Web:
www.MS2004-france.org!.

5–8 7th European Conference on Underwater Acoustics
„ECUA 2004…, Delft, The Netherlands~Fax: 131 70
322 9901; web: www.ecua2004.tno.nl!.

5–8 11th International Congress on Sound and Vibration
„ICSV11…, St. Petersburg, Russia~Web: www.iiav.org!.

11–16 12th International Symposium on Acoustic Remote
Sensing„ISARS…, Cambridge, UK~Fax: 144 161 295
3815; web: www.isars.org.uk!.

August 2004
23–27 2004 IEEE International Ultrasonics, Ferroelectrics,

and Frequency Control 50th Anniversary Confer-
ence, Montréal, Canada~Fax: 11 978 927 4099; web:
www.ieee-uffc.org/index2-asp!.

22–25 Inter-noise 2004, Prague, Czech Republic~Web:
www.internoise2004.cz!.

30–1 Low Frequency 2004, Maastricht, The Netherlands
~G. Leventhall, 150 Craddlocks Avenue, Ashtead,
Surrey KT 21 1NL, UK; web:
www.lowfrequency2004.org.uk!.

September 2004
1–3 Subjective and Objective Assessment of Sound,

Poznan´, Poland ~Institute of Acoustics, Adam Mank-
iewicz University, Poznan´, Poland. Fax:148 61 8295
123; web: www.soas.amu.edu.pl/soas.html!.

6–10 51st Open Seminar on Acoustics; 9th School on
Acoustooptics and Applications; Ultrasound in
Biomeasurements, Gdańsk, Poland ~University of
Gdańsk, Institute of Experimental Physics, 80-952
Gdańsk, Poland; fax: 148 58 341 31 75; web:
univ.gda.pl/;osa!.

13–17 4th Iberoamerican Congress on Acoustics, 4th Ibe-
rian Congress on Acoustics, 35th Spanish Congress
on Acoustics, Guimarães, Portugal~Fax: 1351 21 844
3028; web: www.spacustica.pt/novidades.htm!.

14–16 International Conference on Sonar Signal Process-
ing and Symposium on Bio-Sonar Systems and Bioa-
coustics, Loughboro, UK@Fax:144 1509 22 7053~c/o
D. Gordon!; web: ioa2004.lboro.ac.uk#.

15–17 26th European Conference on Acoustic Emission
Testing, Berlin, Germany~DGZIP, Max-Planck-Str. 26,
12489 Berlin, Germany; web: www.ewgae2004.de!.

20–22 International Conference on Noise and Vibration

Engineering „ISMA2004…, Leuven, Belgium ~Fax:
132 16 32 29 87; web: www.isma-isaac.be/futIconf/
defaultIen.phtml!.

20–22 9th International Workshop ‘‘Speech and Com-
puter’’ „SPECOM’2004…, St. Petersburg, Russia~Web:
www.spiiras.nw.ru/speech!.

28–30 Autumn Meeting of the Acoustical Society of Japan,
Naha, Japan ~Fax: 181 3 5256 1022; web:
wwwsoc.nii.ac.jp/asj/index-e.html!.

October 2004
4–8 8th Conference on Spoken Language Processing

„Interspeech…, Jeju Island, Korea ~Web:
www.icslp2004.org!.

6–8 Acoustics Week in Canada, Ottawa, ON, Canada~J.
Bradley, NRC Institute for Research on Construction
@Acoustics Section#, Ottawa, Ontario, K1A 0R6; fax:
11 613 954 1495; web: caa-aca.ca/ottawa-2004.html!.

6–7 *Autumn Conference of the Institute of Acoustics,
Oxford, UK ~Web: www.ioa.org.uk!.

8–9 Reproduced Sound 20, Oxford, UK ~Web:
www.ioa.org.uk!.

November 2004
3–5 Australian Acoustical Society Conference—

Transportation Noise & Vibration , Surfers Paradise,
Queensland, Australia~Fax: 161 7 6217 0066; web:
www.acoustics.asn.au/conference/index.htm!.

4–5 Autumn Meeting of the Swiss Acoustical Society,
Rapperswil, Switzerland~Fax: 141 419 62 13; web:
www.sga-ssa.ch!.

15–18 *15th Meeting of the Russian Acoustical Society,
Nizhny Novgorod, Russia~Fax: 17 95 126 0100; web:
www.akin.ru!.

17–19 *7th National Congress of the Turkish Acoustical
Society, Nevsehir-Cappadocia, Turkey~Web: www.tak-
.der.org!.

April 2005
18–21 International Conference on Emerging Technologies

of Noise and Vibration Analysis and Control, Saint
Raphae¨l, France ~Fax: 133 4 72 43 87 12; e-mail:
goran.pavic@insa-lyon.fr!.

May 2005
16–20 149th Meeting of the Acoustical Society of America,

Vancouver, British Columbia, Canada~ASA, Suite
1NO1, 2 Huntington Quadrangle, Melville, NY 11747-
4502; fax:11 516 576 2377; web: asa.aip.org!.

June 2005
28–1 * International Conference on Underwater

Acoustic Measurements: Technologies and Results,
Heraklion, Crete, Greece ~Web:
UAmeasurements2005.iacm.forth.gr!.

July 2005
11–14 *12th International Congress on Sound and Vibra-

tion, Lisbon, Portugal~Web: www.iiav.org!.

August 2005
6–10 Inter-Noise, Rio de Janeiro, Brazil ~Web:

www.internoise2005.ufsc.br!.
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28–2 EAA Forum Acusticum Budapest 2005, Budapest,
Hungary~I. Bába, OPAKFI, Fo¨ u. 68, Budapest 1027,
Hungary; fax:136 1 202 0452; web: www.fa2005.org!.

September 2005
4–8 9th Eurospeech Conference„EUROSPEECH’2005…,

Lisbon, Portugal ~Fax: 1351 213145843; web:
www.interspeech2005.org!.

5–9 Boundary Influences in High Frequency, Shallow
Water Acoustics, Bath, UK ~Web:
acoustics2005.bath.ac.uk!.

11–15 *6th World Congress on Ultrasonics, Beijing, China
~Secretariat of WCU 2005, Institute of Acoustics, Chi-
nese Academy of Sciences, P.O. Box 2712 Beijing,
100080 China; fax: 186 10 62553898; web:
www.ioa.ac.cn/wcu2005!.

14–16 *Autumn Meeting of the Japanese Acoustical Soci-
ety, Sendai, Japan~Web: www.asj.gr.jp/index-en.html!.

October 2005
19–21 36th Spanish Congress on Acoustics Joint with 2005

Iberian Meeting on Acoustics, Terrassa~Barcelona!,
Spain ~Sociedad Espan˜ola de Acústica, Serrano 114,
28006 Madrid, Spain; fax:134 914 117 651; web:
www.ia.csic.es/sea/index.html!.

June 2006
26–28 9th Western Pacific Acoustics Conference„WESPAC

9…, Seoul, Korea ~Web: www.wespac8.com/
WespacIX.html!.

July 2007
9–12 *14th International Congress on Sound and Vibra-

tion „ICSV14…, Cairns, Australia ~E-mail:
n.kessissoglou@unsw.edu.au!.

September 2007
2–7 19th International Congress on Acoustics

„ICA2007…, Madrid, Spain~SEA, Serrano 144, 28006
Madrid, Spain; web: www.ia.csic.es/sea/index.html!.

Preliminary Announcement

June 2008
23–27 Joint Meeting of European Acoustical Association

„EAA …, Acoustical Society of America „ASA…, and
Acoustical Society of France„SFA…, Paris, France~de-
tails to be announced later!.
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BOOK REVIEWS

P. L. Marston
Physics Department, Washington State University, Pullman, Washington 99164

These reviews of books and other forms of information express the opinions of the individual reviewers
and are not necessarily endorsed by the Editorial Board of this Journal.

Editorial Policy: If there is a negative review, the author of the book will be given a chance to respond to
the review in this section of the Journal and the reviewer will be allowed to respond to the author’s
comments. [See ‘‘Book Reviews Editor’s Note,’’ J. Acoust. Soc. Am. 81, 1651 (May 1987).]

Specification Development, Vol. 5 of
Mechanical Vibration & Shock

Christian Lalanne

Taylor & Francis, New York, 2002.
Price: $150.00 (hardcover), ISBN: 1-56032-990-4.

During the past half century there has been increasing interest in the
detection, measurement, and analysis of sound generated by equipment and
systems. Principal purposes of the measurements included development of
required maintenance intervals and procedures, prediction of life, determi-
nation of effect of noises on people, and interference with electrical and
electronic systems. The earliest measurements used battery powered sound
level meters equipped probes. Broadband measurements were made of dis-
placement, velocity, and acceleration. Later developments initially included
proportional bandwidth analyzers, which permitted one-third octave band
analysis through the frequency range of interest. This was followed by the
use of very narrow band analyzers, fast Fourier transform~FFT! analyzers,
etc. Readings using the probe varied widely because of angles with respect
to the surface, hand tremors, and applied pressure. They were eventually
replaced by accelerometers attached to the machinery surface.

The above described measurement procedures were used by the Navy
to guide maintenance procedures for equipment and machinery systems used
on ships and submarines. The use of the probe was developed and taught by
R. Y. Chapman of the New London, Connecticut Submarine base. These
measurements were referred to as Chapman numbers. Concurrently studies
were conducted of machinery system generated airborne and structureborne
noise transmission aboard ships and submarines to determine acceptable
maximum acceleration levels. Those levels formed the basis of Military
Standard MIL-STD-740, which rather recently was slightly modified and
formed the basis for ANSI S2.26-2501, Vibration Testing Requirements and
Acceptance Criteria for Shipboard Equipment. During the same recent time
frame, there was started ISO Technical Committee 108, Condition Monitor-
ing and Diagnostics of Machines. Lelanne’s book provides a useful discus-
sion of relevant issues.

Lalanne in the introduction to his book notes that mechanical environ-
ment standards were taken directly from written standards developed many
years ago from measurements of equipment and systems of now obsolete
design. The instrumentation was long ago succeeded by modern analysis
instruments and procedures. With the development of solid state electronics,

more sophisticated analysis techniques with narrow measurement bands,
various rise times, and averaging times became available. Early standards
which are still in use are, by necessity, quite conservative, and resulted in
overly costly and complex designs.

Lalanne’s book is divided into two major parts. The first six chapters
deal with various spectra types including~1! extreme response spectra
~ERS! of sinusoidal vibration,~2! first passage at a given level of response
of a single-degree-of-freedom linear system to a random vibration,~3! the
ERS of a random vibration,~4! fatigue damage spectra~FDS! of sinusoidal
vibration, ~5! FDS of a random vibration, and~6! FDS of a shock.

The second section of the book actually deals with specification de-
velopment. Chapter 7 discusses specifications in general, and the several
uses of tests including evaluation and determination of equipment charac-
teristics, qualification and prequalification testing, etc. It also discusses deri-
vation of specifications derived from standards. There is also a brief descrip-
tion of the derivation of several presently used standards such as MIL-STD
810. In this chapter he discusses tailoring specifications to be more realistic.

Chapter 8 discusses the uncertainty or safety factor. It explains the
reasons such factors are needed: measurement errors, effects of real life
environments, variation of measurement locations, and equipment aging.
Effects of aging both due to system use and extended storage are discussed
in detail in Chap. 9 and aging factors are given. Lalanne points out that care
must be used to not use an aging factor if the equipment has undergone
accelerated usage prior to the testing.

Chapter 10 contains a discussion of qualification tests to demonstrate
that the equipment meets its requirements at the time of its design. Chapter
11, titled ‘‘Specification development,’’ explains tailoring, which is divided
into four main stages: analysis of life cycle profile, collection of data in real
environment, synopsis of data, and establishment of test program. Chapter
12 gives some other uses of ERS and FDS.

The book discusses and summarizes hundreds of studies on the subject
from this country and many European sources. The techniques should be
useful to both scientists and engineers in updating presently used standards
and specifications. They should result in greater precision in actual equip-
ment requirements and likely savings in equipment and system cost and
weight.

LOUIS A. HERSTEIN III
2722 Hanson Avenue
Baltimore, Maryland 21209-3911
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6,651,484

43.35.Zc DEVICE FOR MEASURING THE SPECIFIC
DENSITY OF A GASEOUS OR LIQUID MEDIUM

Klaus-Dieter Fiebelkorn and Alf Puettmer, assignors to Siemens
Aktiengesellschaft

25 November 2003„Class 73Õ32 A…; filed in Germany
23 September 1999

Cylindrical delay paths of different lengths, made of quartz glass, are
epoxied to the sides of a two-sided circular acoustic transducer. Cylindrical
containers are affixed to the sides of the delay paths that are remote from the
transducer. One of these containers holds a reference fluid, such as air, and
the other holds the test fluid. The density of the test fluid is determined by
comparing the round-trip time of a pulse in it to that of a pulse in the
reference fluid.—EEU

6,651,502

43.35.Zc METHOD FOR ACOUSTIC IMAGING OF A
TUBULAR SHAPE

William R. Davis, assignor to The United States of America as
represented by the Secretary of the Navy

25 November 2003„Class 73Õ606…; filed 3 April 2002

An ultrasound beam is directed through a focusing lens so that it
penetrates the outer surface of a tube being inspected. The beam is reflected
from the inner surface, passes back through the outer surface, and through
another lens to an imaging camera chip. This chip converts the beam into an
image of the inner surface, the outer surface, and the internal volume.—
EEU

6,658,376

43.38.Ar DETERMINATION OF VIBRATION
FREQUENCY CHARACTERISTICS OF
ELECTRODED CRYSTAL PLATE

Ji Wang et al., assignors to Seiko Epson Corporation
2 December 2003„Class 703Õ13…; filed 30 November 1999

This patent pertains to an analytical method for analyzing the vibration
characteristics of crystal plates with attached electrodes in the design stage.
The method is based on third-order Mindlin plate theory and applies correc-
tion factors to make the cutoff frequencies exact. The method is supposedly

able to determine, for example, the fundamental thickness-shear frequency,
coupling between the thickness-shear mode and other modes~such as a
flexural mode!, and coupling between the thickness-stretch mode and other
modes.—EEU

6,674,215

43.38.Ar ELASTIC WAVE DEVICE

Kenji Yoshida et al., assignors to Mitsubishi Denki Kabushiki
Kaisha

6 January 2004 „Class 310Õ313 R…; filed in Japan 16 November
1999

This patent relates to an apparatus for propagating acoustic waves,
used in circuits for communication equipment. The apparatus consists of a
piezoelectric substrate containing primarily lithium tantalate and an inter-
digital transducer formed on the substrate. The surface of the substrate is a
surface rotated a certain amount~34° to 41°! from the crystalY axis about
the crystalX axis. The ratio of the electrode finger thickness to the wave-
length of the surface acoustic wave is set between 0.01 and 0.05. The ratio
of the electrode finger width to the finger’s spatial period is set between 0.6
and a little less than 1.—EEU

6,669,644

43.38.Fx MICRO-MACHINED ULTRASONIC
TRANSDUCER „MUT… SUBSTRATE THAT LIMITS
THE LATERAL PROPAGATION OF ACOUSTIC
ENERGY

David G. Miller, assignor to Koninklijke Philips Electronics N.V.
30 December 2003„Class 600Õ459…; filed 31 July 2001

The device is a micro-machined ultrasonic transducer~MUT! substrate
that is designed to limit the lateral propagation of acoustic energy. The MUT
incorporates holes, usually referred to as vias, in the substrate and proximate
to a MUT element. These vias are said to reduce or eliminate the propaga-
tion of acoustic energy traveling laterally in the substrate. The vias may also
be doped to provide an electrical connection between the MUT element and
circuitry on the surface of an integrated circuit substrate to which the MUT
substrate is attached.—DRR
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6,668,062

43.38.Hz FFT-BASED TECHNIQUE FOR ADAPTIVE
DIRECTIONALITY OF DUAL MICROPHONES

Fa-Long Luo et al., assignors to GN ReSound AS
23 December 2003„Class 381Õ122…; filed 9 May 2000

The power of digital processing allows adaptively steered microphone
arrays to be used in mobile communications systems and even in hearing
aids. In practice, the array’s null zone is steered toward a source of un-
wanted noise while at the same time adequate sensitivity along the preferred
axis is maintained. This patent describes a different approach. There is no
preferred direction as such. Given two microphones located some distance
apart, the only additional requirements are that the preferred source and the
noise source lie in different directions and that the power response of the
noise source is greater than that of the preferred source. When these condi-
tions are met, a noise-attenuated signal can be realized by performing two
FFTs and one inverse FFT for each frame of data. In cases where the power
levels of the two sources are roughly equal, data can be gathered during
speech pauses and used to obtain necessary phase information about the
noise signal.—GLA

6,665,412

43.38.Ja SPEAKER DEVICE

Akio Mizoguchi, assignor to Sony Corporation
16 December 2003„Class 381Õ336…; filed 23 August 1999

This patent runs to almost 50 pages, includes 34 illustrations, and is
garnished with a sprinkling of math. Its basic premise seems to be that
two-channel stereo reproduction can be improved by using directional loud-
speakers~not a new idea! and that the most practical way to achieve the
desired directionality ‘‘down to ultra low frequencies’’ is through ‘‘a com-
bination of omnidirectionality and bidirectionality.’’ The latter phrase simply
defines a cardioid sound source, so it too is not a new idea. The implemen-

tation shown consists of loudspeaker22 in box 21 which has a ‘‘sound wave
radiation port’’23 covered with acoustic resistance material24. The radia-
tion port is located on one of the sides of the box rather than the rear panel.
This configuration was patented by LTV-Altec in 1973, so it can hardly be
considered new either. In fact, there is a substantial body of prior art, not
referenced in the patent, relating to gradient source loudspeakers and their
application to stereo reproduction.—GLA

6,654,475

43.38.Ja ELECTRICITY-TO-SOUND TRANSDUCER

Jiro Nakaso, assignor to Victor Company of Japan, Limited
25 November 2003„Class 381Õ396…; filed in Japan 29 September

2000

Tall, thin loudspeakers can be driven by elongated voice coils similar
to the illustration. The idea goes back at least 40 years and commercial
versions have appeared from time to time. This patent describes a design

that includes several improvements over prior art. The most significant fea-
ture is ‘‘reinforcing beam’’13, which is said to suppress unwanted vibra-
tional modes.—GLA

6,655,495

43.38.Ja LOUDSPEAKER DAMPER AND
LOUDSPEAKER

Mitsukazu Kuze et al., assignors to Matsushita Electric Industrial
Company, Limited

2 December 2003„Class 181Õ171…; filed in Japan 16 October 2001

In almost all conventional loudspeakers, while voice coil1a moves up
and down it is kept centered in magnetic gap9 by outer suspension4 and
centering spider3A. ~Japanese speaker manufacturers prefer to use the term

‘‘damper.’’! The spider usually takes the form of a corrugated disk. How-
ever, this patent argues that a central flat portion as shown improves linearity
and resists rocking modes.—GLA
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6,658,128

43.38.Ja HORN LOUDSPEAKER

Tsutomu Yoshioka et al., assignors to TOA Corporation
2 December 2003„Class 381Õ340…; filed in Japan 30 April 1998

A sectoral horn driven by a right-angle throat section can be designed
to produce relatively uniform coverage over a wide frequency range. The
horn described in this patent is, in a sense, a 180° variant of the original

Western Electric 31A, but its right-angle throat is quite different. Throat34
takes the form of a narrow wedge, terminating in a slot-shaped transition.
Multiple-driver variants are also described in the patent.—GLA

6,661,903

43.38.Ja LOUDSPEAKER

Kazuaki Tamura and Shoji Tanaka, assignors to Matsushita
Electric Industrial Company, Limited

9 December 2003„Class 381Õ423…; filed in Japan 28 April 1998

This high-frequency loudspeaker uses a shallow, clamped-edge cone to
minimize cavity resonances and thereby provide more accurate reproduc-
tion. The patent briefly describes more than a dozen preferred embodiments

covering almost every possible permutation and combination of features. It
also includes curves showing impressively smooth frequency response over
a range from about 1500 Hz to more than 20 kHz.—GLA

6,654,468

43.38.Kb APPARATUS AND METHOD FOR
MATCHING THE RESPONSE OF MICROPHONES IN
MAGNITUDE AND PHASE

Stephen C. Thompson, assignor to Knowles Electronics, LLC
25 November 2003„Class 381Õ92…; filed 16 November 1998

Although this invention is intended mainly for use with hearing aid
microphone arrays, it might well find other applications. For any kind of
transducer array to operate as intended the individual transducers must be
closely matched. In today’s high-tech world, electronic signal processing

may be more practical than selecting matched transducers. The three claims
of this short patent seem to cover the basic idea of electronically matching
the signals from two microphones by subtracting one signal from the other,
then using the resulting error signal to adjust the gain and response contour
of one microphone.—GLA

6,651,501

43.38.Lc ADAPTIVE EQUALIZER FOR VARIABLE
LENGTH SOUND TUBES UTILIZING AN
ELECTRICAL IMPEDANCE MEASUREMENT

Richard Lance Willis, assignor to Motorola, Incorporated
25 November 2003„Class 73Õ589…; filed 30 December 2002

In one common type of lightweight headset, sound is conducted from
a transducer to the ear through a tube. Standing waves in the tube produce
severe peaks and dips in response. If these peaks and dips are electrically
equalized, sound quality is improved and the threshold of feedback is raised.
However, some users prefer a short accessory tube while others use a longer
tube that partly enters the ear canal, requiring different equalization for
different combinations of equipment. A suitable adaptive equalizer might be
designed using measurement of acoustic response, delay, or electrical im-
pedance. The inventor has investigated all three methods. In each case, an
automated test procedure estimates the effective length of the tube, and this
information is used to create an inverse equalizer.—GLA

6,665,411

43.38.Lc DVE SYSTEM WITH INSTABILITY
DETECTION

Shawn K. Steenhagen, assignor to Digisonix LLC
16 December 2003„Class 381Õ93…; filed 21 February 2001

DVE stands for ‘‘digital voice enhancement’’ and the problem ad-
dressed is that of identifying incipient acoustic feedback, or howling. This is
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accomplished by continually modeling the signal at point38 as a second-
order all-pole filter and monitoring one of the filter coefficients. ‘‘Under
normal conditions, the variation of such a filter coefficient is large. At the
onset of feedback, the DVE output at38 becomes sinusoidal, and the varia-
tion of the filter coefficient becomes very small.’’ The patent explains this
process in some detail and is not difficult to follow.—GLA

6,584,182

43.38.Si METHOD AND APPARATUS FOR
COMMUNICATING DATA OVER A TELEPHONE
LINE USING AN ACOUSTIC MODEM

Donald E. Brodnick, assignor to GE Medical Systems Information
Technologies, Incorporated

24 June 2003„Class 379Õ93.37…; filed 27 August 2001

Although essentially obsolete for computer communications, acoustic
modems are still used in certain remote monitoring, doctor/patient situa-
tions, where a patient at home may wish to transmit certain data, such as
electrocardiogram readings, to the doctor. An elderly, sick, feeble, intimi-
dated, or confused patient may have to begin with a voice interaction, then
place the handset properly in a cradle, start the transmission, and then de-
termine somehow whether the data transmission has succeeded, when it is
complete, and when the phone may again be picked up. This device is
expected to help in that process by accepting the handset in either direction.
Both ends of the device include transducers suitable for coupling to either
the microphone or the earpiece of the handset.—DLR

6,661,901

43.38.Si EAR TERMINAL WITH MICROPHONE FOR
NATURAL VOICE RENDITION

Jarle Sveanet al., assignors to Nacre AS
9 December 2003„Class 381Õ328…; filed 1 September 2000

The invention described in this patent is a sophisticated in-the-ear
terminal for use in noisy environments. It is designed to provide hearing
protection and improved electronic communication, including natural
sounding sidetone to the user. Moreover, the device can be programmed to

act as an accurate noise exposure meter~dosimeter! and to verify that it has
been inserted correctly and is functioning properly. The terminal contains
two microphonesM1 and M2, a receiverSG, and elaborate digital audio
circuitry in component11.—GLA

6,668,065

43.38.Si BONE-CONDUCTION TRANSDUCER AND
BONE-CONDUCTION SPEAKER HEADSET
THEREWITH

Sang Chul Lee and Bon Youn Koo, assignors to Dowumitec
Corporation

23 December 2003„Class 381Õ380…; filed in the Republic of Korea
18 April 2000

Bone conduction transducers can be used under certain conditions
where headsets or in-the-ear receivers are not practical. However, it is dif-
ficult to design a small, lightweight, efficient, wide-range bone conduction
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transducer. This patent describes an improved design utilizing twin~fixed!
voice coils 11a and 11b, a magnet12 located between the coils, and a
diaphragm15 made of low magnetic resistance material. These are nested to
form a small, rectangular assembly.—GLA

6,651,513

43.40.Le VIBRATION METER AND METHOD OF
MEASURING A VISCOSITY OF A FLUID

Alfred Wenger et al., assignors to Endress & Hauser Flowtec AG
25 November 2003„Class 73Õ861.357…; filed in Germany 27 April

2000

This patent pertains to a means for measuring the mass flow rate,
density, and viscosity of a fluid. A flexible pipe element is excited at a
constant frequency in one plane perpendicular to the pipe, and the motion
that results in the orthogonal direction~due to the Coriolis effect! is mea-
sured. The mass flow rate is determined from this measurement. The pipe
element also is subjected to a vibratory torque about its axis and the result-
ing torsional motion is sensed. The ratio of the torque to the angular motion
is used to determine the viscosity of the liquid in the tube.—EEU

6,655,215

43.40.Tm INVERSE CORNER CUBE FOR NON-
INTRUSIVE THREE AXIS VIBRATION
MEASUREMENT

George D. Hadden, assignor to Honeywell International
Incorporated

2 December 2003„Class 73Õ657…; filed 15 June 2001

One face of a regular tetrahedron2 is attached to vibrating object1.
The other three faces have mirrored surfaces. A light beam14 is directed
onto the apex, so that a portion of it is reflected from each mirrored surface,

sending beams in three directions to three light sensors. The magnitude of
the vibrations in three orthogonal directions are determined by measuring
the difference in movements of position between the reflected beams and a
reference beam16.—EEU

6,655,668

43.40.Tm UNIVERSAL VIBRATION DAMPER

Paul J. Wakeen, Woodville and Larry W. Jacoby, Downing, both
of Wisconsin

2 December 2003„Class 267Õ195…; filed 4 September 2002

The dampers described in this patent make use of steel balls such as
are used in ball bearings. One layer of balls is supported on a flat surface
and constrained horizontally. A second layer of different sized balls is placed
atop the first, so that the balls of the second layer rest in depressions be-
tween adjacent balls of the first layer. Additional layers are added similarly
until the top layer consists of a single ball, and the whole arrangement is
enclosed in a housing. Typically, several of these assemblies are used to
protect an item; for example, the flat bases of the assemblies may be at-
tached to a vibrating surface and the item that is to be protected is supported
on the assemblies’ top balls.—EEU

6,669,309

43.40.Tm VIBRATION DAMPER FOR DAMPING
FLUID VIBRATIONS IN A HYDRAULIC SYSTEM

Georg Gierer et al., assignors to ZF Friedrichshafen AG
30 December 2003„Class 303Õ87…; filed in Germany 9 December

1998

An essentially cup-shaped elastomeric element is located within a cy-
lindrical cavity in a housing, whose top is closed off by a cover plate.
Hydraulic fluid communicates with the volume within the elastomeric cup
via a small opening in the cover plate. A second, smaller, elastomeric cup is
positioned between the first cup and a pressure release orifice at the bottom
of the aforementioned cavity in order to seal the release orifice in case of a
failure of the first cup, thus avoiding leaks in the hydraulic circuit.—EEU
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6,676,101

43.40.Tm VIBRATION ISOLATION SYSTEM

David L. Platus, assignor to Minus K. Technology, Incorporated
13 January 2004„Class 248Õ603…; filed 28 May 2002

This isolation system, intended to achieve low transmission in the
horizontal direction, in essence consists of two plates that are interconnected
by columns perpendicular to the plates. The columns are connected to each
plate by flexures, which permit the columns to rotate easily relative to the
planes of the plates, but which are stiff in the directions of the column
axes.—EEU

6,679,295

43.40.Tm VIBRATION ABSORBING RUBBER HOSE

Eiichi Daikai et al., assignors to Tokai Rubber Industries, Limited
20 January 2004„Class 138Õ126…; filed in Japan 9 August 2001

This hose, intended for use in automotive coolers or air conditioners,
consists of a lamination of an inner layer of butyl rubber, a reinforcing layer,
and an outer layer of an ethylene-propylene copolymer.—EEU

6,680,591

43.40.Vn APPARATUS FOR PHASE ANGLE
MONITORING OF A PLURALITY OF VIBRATING
MACHINES

Rusty Roger Knutson and Edward Charles Steffes, Jr., assignors
to General Kinematics Corporation

20 January 2004„Class 318Õ114…; filed 1 November 2002

This phase angle monitoring system for monitoring a vibratory system
consists of a controller36 that produces a phase angle control signal repre-
senting the lead or lag between the vibratory movement of two separate
vibrating masses. The phase angle control signal is relayed to at least one of

the vibrating masses to adjust the vibration of the mass to generate a desired
phase angle, e.g., 180°. An accelerometer30, 34 senses the vibratory move-
ment and generates a signal that is transmitted to a control that is capable of
modifying the amplitude or the frequency of the vibratory movement.—
DRR

6,661,737

43.40.Yq ACOUSTIC LOGGING TOOL HAVING
PROGRAMMABLE SOURCE WAVEFORMS

Laurence Wisniewski et al., assignors to Halliburton Energy
Services, Incorporated

9 December 2003„Class 367Õ25…; filed 2 January 2002

An oil well acoustic logging tool may include a combination of mono-
pole and crossed dipole transmitters plus an array of receivers. The trans-
mitters are fired in a predetermined sequence at each depth—every few
inches—and digitized waveforms are retrieved from the receivers and sent
to the surface for analysis. This patent discloses an improved dipole source
excitation mechanism which is ‘‘...fully programmable in all its aspects
including frequency, amplitude, emitted wave signature, and wave dura-
tion.’’ The patent describes eight improved logging methods made possible
by this feature.—GLA

6,668,234

43.40.Yq METHOD AND APPARATUS FOR
CALCULATING THE AMPLITUDE OF A COMPLEX
WAVEFORM ASSOCIATED WITH A ROTATING
MACHINE SHAFT AFTER REMOVING THE
RUNNING SPEED FREQUENCY

Anthony M. DiTommaso et al., assignors to ABB Incorporated
23 December 2003„Class 702Õ66…; filed 22 March 2002

What we have here is a set of computer flow charts showing how the
procedure set forth in the patent’s title can be implemented. The approach is
straightforward and the patent is easy to follow.—GLA

6,668,621

43.40.Yq VISCOSITY MEASUREMENT BY MEANS
OF DAMPED RESONANT VIBRATION
NORMAL TO AN APPROXIMATE RIGID PLATE

Hubert Arthur Wright, Winchester, Massachusetts
30 December 2003„Class 73Õ54.25…; filed 13 June 2002

A fixed flat surface is located near the tip of a cantilever reed so that
fluid in the small gap between that surface and the reed is subjected to shear
when the reed vibrates. The reed is made to oscillate by means of an elec-
tromagnet and then its vibration is permitted to decay freely. The viscosity
of the fluid is determined from the rate of decay of this vibration.—EEU

6,671,425

43.40.Yq METHOD AND SYSTEM FOR
ACOUSTICALLY TUNING A LIGHT SOURCE

Jacob B. Khurgin et al., assignors to CeLight
30 December 2003„Class 385Õ7…; filed 18 June 2002

The light sources to which this patent pertains apply to optical com-
munication systems. Light at a given frequency is transmitted from one
waveguide to another, but only light that satisfies a frequency-dependent
coupling condition is accepted by the second waveguide. The frequency of
the light reaching this waveguide is modified by subjecting the first wave-
guide to high-frequency longitudinal vibrations.—EEU
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6,674,030

43.40.Yq INTELLIGENT SURGICAL FOOTPEDAL
WITH LOW NOISE, LOW RESISTANCE
VIBRATION FEEDBACK

Jerry S. J. Chen and Dung Ma, assignors to Advanced Medical
Optics

6 January 2004„Class 200Õ86.5…; filed 19 September 2001

When a surgeon depresses this foot pedal by a specific amount, signals
are activated to control an associated surgical apparatus. A vibrator deployed
on the treadle vibrates the treadle at selected depression points. This pro-

vides a sensory warning to the user that further treadle depression will cause
a given event to occur. A bracket attaches the vibrator to the treadle and
causes resonant vibration of the treadle and vibrator.—DRR

6,675,653

43.40.Yq METHOD AND SYSTEM FOR DETECTING
DRIVE TRAIN VIBRATIONS

Liming Chen, assignor to Robert Bosch Corporation
13 January 2004„Class 73Õ650…; filed 17 August 2001

Data on the rotational behavior of the wheels of a vehicle are obtained
from wheel-mounted sensors. The data are processed to obtain a signal
corresponding to the rigid-body motions of the wheels and a superposed
signal related to the drive train vibrations.—EEU

6,659,223

43.50.Gf SOUND ATTENUATING MATERIAL FOR
USE WITHIN VEHICLES AND METHODS OF
MAKING SAME

Timothy J. Allison and Carroll Owenby, assignors to Collins &
Aikman Products Company

9 December 2003„Class 181Õ290…; filed 5 October 2001

Atop a layer of fiber batting or acoustic foam material there is fused a
thin layer of a thermoplastic material. Another layer of a thermoplastic is
fused atop the former and this second thermoplastic layer is topped by a
layer of woven or unwoven fibers. The four-layer assembly can be heated,
shaped, and compressed locally so as to obtain regions of modified acous-
tical impedance.—EEU

6,668,970

43.50.Gf ACOUSTIC ATTENUATOR

Peng Lee, assignor to Acoustic Horizons, Incorporated
30 December 2003„Class 181Õ224…; filed 6 June 2001

This device is intended for reducing noise in a heating and air-
conditioning system. The attenuator consists of intake air duct14 ~also
referred to as a return air duct! that connects to an outside environment and
an opening that leads to blower fan13. Air is sucked through the intake air

duct and conducted towards the fan. In one embodiment, the acoustic at-
tenuator18, consisting of a noise-reflecting panel or shield with an appro-
priate amount of acoustic absorptive padding, is installed in the duct by
attaching it directly under the lower section of the fan. It is asserted that
significant broad-band noise reduction will be achieved.—DRR

6,669,436

43.50.Gf GAS COMPRESSION APPARATUS AND
METHOD WITH NOISE ATTENUATION

Zheji Liu, assignor to Dresser–Rand Company
30 December 2003„Class 415Õ1…; filed 28 February 2002

An array of Helmholtz resonators is provided on the rotor, between
each pair of adjacent vanes. These resonators are made integral with the
rotor disc and communicate via small openings with the fluid that is being
compressed.—EEU

6,679,296

43.50.Gf DUCTING

Diane Gibson, assignor to Smiths Group PLC
20 January 2004„Class 138Õ131…; filed in the United Kingdom

15 March 2002

This sound-attenuating duct features an inner layer and an outer layer
formed by strips of a foamed thermoplastic rubber material. An inner helical
wire supports these layers. Axial and helical reinforcing yarns extend along
the duct between the layers. A manufacturing process is also described
whereby the two strips are fabricated by extrusion, the extrusion rate of the

inner strip being less than that of the outer strip so that the inner strip is
stretched to become the more porous structure of the two. The patent asserts
that the inner layer would be more efficient in absorbing orifice noise within
the duct and the outer layer would be more efficacious in containing radiated
noise.—DRR
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6,678,897

43.50.Hg HEARING PROTECTION DEVICE

Mats Lindgren, assignor to Ab Kompositprodukter
Vikmanshyttan

20 January 2004„Class 2Õ209…; filed in Sweden 15 February 2000

While hearing protector design does not evolve, there are a myriad of
different headband designs. This patent describes a one-piece headband de-

sign that permits the protector to be folded into a pocket. It also includes
integral clips9 to permit storing the device on one’s belt.—JE

6,658,117

43.55.Lb SOUND FIELD EFFECT CONTROL
APPARATUS AND METHOD

Kiyoshi Hasebe, assignor to Yamaha Corporation
2 December 2003„Class 381Õ61…; filed in Japan 12 November 1998

Creating electronic reverberation that sounds natural continues to be a
major field of endeavor in musical engineering. By accurately modeling
early reflections in addition to later reverberant decay, the acoustical char-
acteristics of specific halls can be convincingly reproduced by contemporary

reverberation generators. This patent points out that by utilizing the capa-
bilities of multi-channel playback~surround sound!, an even more realistic
illusion can be created if early reflections are localized as they would be
heard from a sound source at a given location in a given acoustic
environment.—GLA

6,669,553

43.55.Ti NOISE SUPPRESSION AND SOUND
PROOF CHAMBER

Albert G. Adams, Mississauga, Canada
30 December 2003„Class 454Õ237…; filed 18 December 2002

This sound-proof chamber is pieced together from prefabricated pan-
els. There is a sealed cavity within all walls, roof, and optionally even the

floor, that is kept under a partial vacuum to improve noise isolation
capabilities.—CJR

6,668,980

43.55.Vj ELEVATOR CAR ISOLATION SYSTEM
AND METHOD

Rory Smith, assignor to Thyssen Elevator Capital Corporation
30 December 2003„Class 187Õ401…; filed 6 July 2001

This method of supporting an elevator platform within a sling includes
suspending the cab with tension elements made of aramid fibers~e.g., Kev-
lar rope! that improve low frequency isolation.—CJR

6,672,165

43.58.Kr REAL-TIME THREE DIMENSIONAL
ACOUSTOELECTRONIC IMAGING AND
CHARACTERIZATION OF OBJECTS

John D. G. Rather et al., assignors to Barbara Ann Karmanos
Cancer Center

6 January 2004„Class 73Õ603…; filed 25 February 2002

The object to be imaged is insonified and the acoustic signals scattered
from the object are collected and digitized. The resulting digital data are
used in both direct imaging and holographic methods to produce a three-
dimensional representation of the object from which images and character-
izations can be generated.—EEU
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6,675,140

43.60.Lq MELLIN-TRANSFORM INFORMATION
EXTRACTOR FOR VIBRATION SOURCES

Toshio Irino and Roy D. Patterson, assignors to Seiko Epson
Corporation

6 January 2004„Class 704Õ203…; filed in Japan 28 January 1999

This patent relates to time-sequential data analysis and is said to be
applicable to tone recognition, speech and speaker recognition, as well as
signal analysis, encoding, and enhancement of voice or music. The method
described in the patent provides a means of extracting a signal feature in-
variant regardless of the size and periodicity of the signal source or reduc-
tion or expansion of the time axis. The Mellin transform is a type of integral
transform. It has the property that the absolute value of the profile obtained
by the transform is invariant~except for a multiplicative constant! as the
response of a signal is expanded or contracted in time. The patent realizes
corresponding signal processing, for example, to allow speech recognition
regardless of differences in spectral structures and pitch periods.—EEU

6,655,212

43.60.Qv SOUND FIELD MEASURING APPARATUS
AND METHOD

Yoshiki Ohta, assignor to Pioneer Corporation
2 December 2003„Class 73Õ586…; filed in Japan 23 October 2000

Consider the plight of a solo listener whose favorite chair is located
some distance away from the centerline between his stereo loudspeakers.
Prior art suggests that electronic delay can be used to synchronize the sig-

nals from the two speakers. However, to set the delay properly, the relative
arrival times of the two signals must be measured. An exponential pulse
generator, a threshold detector, and a little digital processing can be com-
bined to perform the chore automatically.—GLA

6,542,857

43.60.Uv SYSTEM AND METHOD FOR
CHARACTERIZING SYNTHESIZING AND ÕOR
CANCELING OUT ACOUSTIC SIGNALS FROM
INANIMATE SOUND SOURCES

John F. Holzrichter et al., assignors to The Regents of the
University of California

1 April 2003 „Class 703Õ2…; filed 2 December 1998

This patent essentially argues that sounds from inanimate objects, in-
cluding most musical instruments, as well as ‘‘windowpanes, automobile
road noise,@and# air duct noise,’’ can be anaylzed for description, synthesis,
or cancellation more accurately than previously possible by applying the
source/filter model to such sounds. The patent also maintains that such mod-
els have not been so applied in the past. The ‘‘filter’’ model applied here is
essentially a sum-of-sinusoids model, accounting for phase and amplitude

changes on a frequent frame-to-frame basis. Several prior-art analysis meth-
ods are discussed. In many cases, a separate electromagnetic pickup at-
tached to a source object would be able to pick up source excitations inde-
pendently from later filtering effects.—DLR

6,542,869

43.60.Uv METHOD FOR AUTOMATIC ANALYSIS
OF AUDIO INCLUDING MUSIC AND SPEECH

Jonathan Foote, assignor to Fuji Xerox Company, Limited
1 April 2003 „Class 704Õ500…; filed 11 May 2000

This is a method for automatically finding points of significant change
over a wide range of time scales in a recording of speech or music. The
method begins with a standard frame analysis, such as FFT, cepstrum, or
linear prediction. Measures of self-similarity and cross-similarity are then
computed for each frame based on frames in both the past and future of the
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frame at hand. Analysis parameters between frames are compared using any
of several methods, including Euclidean distance, dot product, or various
normalized or windowed versions of those. The figures compare two analy-
ses of Bach’s Prelude No. 1 as performed by Glenn Gould~upper figure! and
the same piece in a MIDI realization~lower figure!.—DLR

6,676,489

43.64.Ri SOUND ENHANCED LAPPING
APPARATUS

Bettina M. Fitzgerald et al., assignors to SEH America,
Incorporated

13 January 2004„Class 451Õ41…; filed 25 February 2002

The preparation of semiconductor devices made from silicon, gallium-
arsenide, and the like begins with growing a monocrystalline boule. The
boule is sliced into thin disks called wafers, which are then circumferentially
ground, lapped, chemically etched, polished, and cleaned. Improvements in
the lapping step are offered here. Sounds generated during the lapping pro-
cess are transmitted to a receiver, allowing the operator to discern problems
in the lap processes. The disclosed apparatus includes a microphone and
transmitter placed within the confines of the safety shield and oriented in
such a manner so as to capture and transmit sounds generated within the
lapping machine. A receiver placed outside the shield picks up the sounds
generated by the lapping machine. An amplifier and filter may be included to
allow the operator to selectively screen for particular sounds. It is apparent
that some training and experience on the part of the operator may be re-
quired to correctly interpret these sounds.—DRR

6,671,559

43.66.Ts TRANSCANAL, TRANSTYMPANIC
COCHLEAR IMPLANT SYSTEM FOR THE
REHABILITATION OF DEAFNESS AND TINNITUS

Miles Manning Goldsmith and Byron Lee Boylston, assignors to
Microphonics, Incorporated

30 December 2003„Class 607Õ57…; filed 22 January 2002

A single-electrode receiver device is advocated for reasons of simplic-
ity, cost, good performance, and safety over a multi-electrode approach for a
transcanal, transtympanic cochlear implant system. An external sound pro-
cessor with at least one microphone and transmitting coil, located in a
molded insert conforming to the ear canal, couples via electromagnetic or rf
energy to an implanted component in the middle ear that contains an insu-
lated receiver coil and electrode. The electrode carries electrical signals
through the round window into the cochlea.—DAP

6,671,643

43.66.Ts METHOD FOR TESTING A HEARING AID,
AND HEARING AID OPERABLE ACCORDING
TO THE METHOD

Manfred Kachler and Fred Zoels, assignors to Siemens
Audiologische Technik GmbH

30 December 2003„Class 702Õ116…; filed in Germany 18 September
2000

Described is a method for performing a self-test on a hearing aid
without need for the traditional hearing aid analyzer and test chamber. The

electrical path of the hearing aid is broken and a test signal, which may be
stored in the hearing aid, is injected. The acoustic output of the hearing aid
is coupled to the hearing aid microphone inlet.—DAP

6,674,867

43.66.Ts NEUROFUZZY BASED DEVICE FOR
PROGRAMMABLE HEARING AIDS

Stavros Photios Basseas, assignor to Belltone Electronics
Corporation

6 January 2004„Class 381Õ314…; filed 13 October 1998

A method for programming hearing aids using a neural net and fuzzy
logic is said to be independent of the specific hearing aid circuitry utilized.
Target frequency responses as a function of input sound level are stored

a priori with fuzzy rules. A fine tuning process is implemented with known
stimuli using comments from the hearing aid wearer to train the system.—
DAP

6,678,385

43.66.Ts COMPACT MODULAR IN-THE-EAR
HEARING AID

Jørgen Mejner Olsen, assignor to Widex AÕS
13 January 2004„Class 381Õ322…; filed in Denmark 15 April 1997

To facilitate repair or replacement of the hearing aid electronics, a
modular design allows nondestructive removal of an electronic module from
a custom hearing aid without adding significantly to the faceplate size. A

SOUNDINGS

2698 J. Acoust. Soc. Am., Vol. 115, No. 6, June 2004 Reviews of Acoustical Patents



recess in the faceplate has an opening for the battery compartment. A second
region located below the battery compartment within the hearing aid con-
tains a socket that the electronics module plugs into. The electronics module
may be removed when the battery compartment is removed.—DAP

6,584,440

43.66.Yw METHOD AND SYSTEM FOR RAPID AND
RELIABLE TESTING OF SPEECH INTELLIGIBILITY
IN CHILDREN

Ruth Y. Litovsky, assignor to Wisconsin Alumni Research
Foundation

24 June 2003„Class 704Õ271…; filed 4 February 2002

This is a device for testing whether a child can perceive speech intel-
ligibly in a variety of competing acoustic situations. Various objects and
situations are presented visually, on a computer screen, and a word is pre-
sented audibly, while competing sounds, speech, speech-shaped noise, time-
reversed speech, etc., are played over speakers at various locations around
the subject. The child is to point to one of several pictures associated with
the word. A set of rules determines repetitions, playback volume, and pro-
gression through the sequence based on the analysis of the child’s responses.
A goal of the system is to make a rapid analysis before the child’s attention
wanders.—DLR

6,585,517

43.66.Yw PHONOLOGICAL AWARENESS,
PHONOLOGICAL PROCESSING, AND READING
SKILL TRAINING SYSTEM AND METHOD

Janet M. Wasowicz, assignor to Cognitive Concepts, Incorporated
1 July 2003„Class 434Õ167…; filed 20 July 2001

This is an interactive game device designed to test one or more of an
individual’s auditory processing, phonological awareness, phonological pro-
cessing, and reading skills. Several different games are available, con-
structed in such a way that crucial items or situations may be auditorily

confusible. Formant patterns are then manipulated by the device during the
play, to test the perceptual limits of the subject. The patent places a heavy
emphasis on the levels of difficulty of the various tests and how the results
are affected by those factors.—DLR

6,675,144

43.72.Gy AUDIO CODING SYSTEMS AND
METHODS

Roger Cecil Ferry Tucker et al., assignors to Hewlett–Packard
Development Company, L.P.

6 January 2004„Class 704Õ264…; filed in the European Patent Of-
fice 15 May 1997

A system is described for encoding and decoding an audio signal uti-
lizing lower and upper subbands over a bandwidth of 5.5 kHz with a bit rate
less than 4.8 kbits/s. The lower subband may contain a mechanism for

making a voicing decision. A source filter model is used to encode the
nonperiodic components of the upper subband into one or more second-
order LPC coefficients. An excitation containing synthesized noise is used
for decoding the upper subband.—DAP
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6,539,354

43.72.Ja METHODS AND DEVICES FOR
PRODUCING AND USING SYNTHETIC VISUAL
SPEECH BASED ON NATURAL COARTICULATION

Stephen Sutton and Pieter Vermeulen, assignors to Fluent Speech
Technologies, Incorporated

25 March 2003„Class 704Õ260…; filed 24 March 2000

This is a method for creating synthetic video talking heads to go with
synthesized speech. The process of producing the video display, as proposed
here, would have a great deal in common with current concatenative meth-
ods of speech synthesis. Segments of facial display features, known as

visemes, are concatenated much as are the speech segments, diphones, tri-
phones, etc. These segments are then joined together using video morphing
technology to produce a smooth video sequence showing the talking face.—
DLR

6,542,867

43.72.Ja SPEECH DURATION PROCESSING
METHOD AND APPARATUS FOR CHINESE
TEXT-TO-SPEECH SYSTEM

Shih Chang Sun and Chin Yun Hsieh, assignors to Matsushita
Electric Industrial Company, Limited

1 April 2003 „Class 704Õ260…; filed 28 March 2000

A new model for Chinese syllable durations is described. Intrinsic
durations are stored for each of 408 distinct syllable types. These durations
are then modified according to the tone, phrase construction, location of the
syllable in the phrase, location of the phrase in the sentence, and the classes
of connected phonemes. Formulas are given in the patent for the computa-
tion of durations using multiplicative and weighted additive adjustments.
Weights and parameters for the model are based on the collection and analy-
sis of ‘‘a large amount’’ of natural speech.—DLR

6,546,366

43.72.Ja TEXT-TO-SPEECH CONVERTER

David Randall Ronca and Stephen Francis Ruhl, assignors to
Mitel, Incorporated

8 April 2003 „Class 704Õ260…; filed 26 February 1999

Speech synthesis can be performed using a wide variety of hardware,
ranging from a single, small CPU to a more elaborate DSP-based system,
with resulting differences in the speed of the synthesis. This patent is con-
cerned entirely with a buffering technique which can be used in a message
retrieval system so as to minimize the delays caused by the smaller and
cheaper synthesis hardware.—DLR

6,546,367

43.72.Ja SYNTHESIZING PHONEME STRING OF
PREDETERMINED DURATION BY ADJUSTING
INITIAL PHONEME DURATION ON VALUES FROM
MULTIPLE REGRESSION BY ADDING
VALUES BASED ON THEIR STANDARD
DEVIATIONS

Mitsuru Otsuka, assignor to Canon Kabushiki Kaisha
8 April 2003 „Class 704Õ260…; filed in Japan 10 March 1998

This is a model of phoneme durations for the synthesis of Japanese
speech, with the specific goal of being able to adjust the overall rate of
speaking while maintaining a natural pattern of phoneme durations. The
model is based entirely on statistical data in that all durations are initially set
to be a fixed fraction of the desired overall utterance duration and are then
adjusted according to the averages, variances, and minima observed for each
phoneme type from the analysis of natural speech. Formulas are given for
the application of the observed statistics to the duration adjustments. Addi-
tional factors, such as syntactic or semantic context, are not mentioned.—
DLR

6,546,369

43.72.Ja TEXT-BASED SPEECH SYNTHESIS
METHOD CONTAINING SYNTHETIC SPEECH
COMPARISONS AND UPDATES

Peter Buth and Frank Dufhues, assignors to Nokia Corporation
8 April 2003 „Class 704Õ275…; filed in Germany 5 May 1999

This speech synthesis system, described using a few examples of Ger-
man city names, is intended to handle irregular pronunciations without re-
sorting to the method of inserting a human-spoken recording of the variant
item into the synthetic speech stream. Phrases to be synthesized, such as
train destinations, are originally spoken into the system and reduced to a
phonetic respresentation. At the same time, a resynthesis is attempted and
the result is compared with the original human version of the phrase. If a
significant difference is detected between the natural and synthetic versions,
then the system will generate a sequence of variations in the phonetic spell-
ing of the differing item. After resynthesis of the generated variations, the
best matching phonetic form is stored in the phonetic sequence to be used
for synthesis.—DLR

6,553,343

43.72.Ja SPEECH SYNTHESIS METHOD

Takehiko Kagoshima and Masami Akamine, assignors to
Kabushiki Kaisha Toshiba

22 April 2003 „Class 704Õ262…; filed in Japan 4 December 1995

This patent describes a method of speech analysis to obtain parameters
for speech synthesis. A body of natural speech is inverse filtered through a
linear prediction filter and, during voiced portions, the exact moments of the
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quasiperiodic excitation are recovered from the residual signal. From this
point, the emphasis is on the resonant spectral charactistics of the filter, with
no further mention of the periodicity structure of the residual signal. Most of
the discussion is concerned with producing the intended spectral shape as
the synthesis pitch is varied. All of this is expanded into 23 embodiments
and then captured in a single, short claim.—DLR

6,553,344

43.72.Ja METHOD AND APPARATUS FOR
IMPROVED DURATION MODELING OF PHONEMES

Jerome R. Bellegarda and Kim Silverman, assignors to Apple
Computer, Incorporated

22 April 2003 „Class 704Õ267…; filed 22 February 2002

A system is described for modeling phoneme durations for use in a
speech synthesizer. The basic duration model is described as a sum-of-
products model, that is, a sum of weighted factors. However, this basic idea
is modified in that the resulting sum is transformed by a cosine-based func-
tional, such as shown in the figure. From the analysis of a large body of
natural speech, a number of contributing factors are considered. The raw

duration measurements are inverse transformed through the functional be-
fore the weights are determined by using a standard procedure, such as
regression. The functional parameters, alpha and beta, allow compression to
be applied at various parts of the scale, either at the center or toward the
limits, which are set based on the observed factor’s minima and maxima.
Different functional parameters may be used with each factor, if enough data
is available to justify the fit of such a model.—DLR

6,556,972

43.72.Ne METHOD AND APPARATUS FOR TIME-
SYNCHRONIZED TRANSLATION AND
SYNTHESIS OF NATURAL-LANGUAGE SPEECH

Raimo Bakis et al., assignors to International Business Machines
Corporation

29 April 2003 „Class 704Õ277…; filed 16 March 2000

This ambitious patent describes a system supposedly able to perform
simultaneous, realtime translation of spoken input into a number of target
languages. On the input side, a recognizer would identify phrases based on
a limited number of specific reference phrases. In a template embodiment,
the recognized phrases are immediately passed to a translation unit. An
understanding embodiment allows an extra step, wherein the meaning of a
phrase is identified and used to select one of a set of formal, language-
independent meanings. These are passed to the translation unit to be synthe-
sized in various target languages. Throughout the description of this improb-
able system, there is a curious emphasis on an ability to synchronize the
output translations with certain external events, perhaps referred to in the
original input. The last sentence of the abstract meekly admits that the
success of the system may depend upon application to a limited subject
domain—DLR

6,567,778

43.72.Ne NATURAL LANGUAGE SPEECH
RECOGNITION USING SLOT SEMANTIC
CONFIDENCE SCORES RELATED TO THEIR
WORD RECOGNITION CONFIDENCE SCORES

Eric I. Chao Chang and Eric G. Jackson, assignors to Nuance
Communications

20 May 2003„Class 704Õ257…; filed 23 June 1999

This is a description of a speech recognizer organized around a slot
grammar for a specific target domain, for example, an airline flight reserva-
tion system. As words in the input speech stream are recognized, they are
identified with specific slots in the grammar and assigned a confidence score
that the word correctly fits the identified slot. Based on the resulting scores,
the system may ask for a repeat of specific information, avoiding the need to
request that the entire input be repeated. The patent includes a discussion of
the relationship between the confidence scores and the semantic content in a
specific application domain.—DLR

6,671,226

43.80.Gx ULTRASONIC PATH GUIDANCE FOR
VISUALLY IMPAIRED

Joel L. Finkel and Jiping He, assignors to Arizona Board of
Regents

30 December 2003„Class 367Õ116…; filed 31 May 2002

This system emits ultrasound pulses and detects obstacles in the path
of the visually impaired. An array of directionally-aimed ultrasound trans-
mitters is positioned on the torso of the individual user. One or more receiv-
ers detect echoes from obstacles upon which the emitted ultrasound im-
pinges. An audible tone is generated each time an echo is received. The

tone’s frequency depends on which transducer emitted the original ultra-
sound pulse that resulted in the detected echo. This yields an indication of
the location of the detected obstacle~s!, and the elapsed time from emission
of the ultrasound to reception of its echo indicates the distance to the
obstacle.—DRR
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6,669,636

43.80.Qf ULTRASOUND TRANSMITTER AND ÕOR
RECEIVER SYSTEM

Jeroen Martin van Klooster, assignor to Krohne A.G.
30 December 2003„Class 600Õ437…; filed in Germany 14 September

2001

The objective of this apparatus is to provide an ultrasound transmitting
and receiving system in which undesirable cross coupling or crosstalk can
be largely avoided. This is purportedly achieved by introducing an imped-
ance step between the ultrasound transducer and the side of its jacket facing
away from the transducer. In one embodiment the jacket is positioned at a
distance from the transducer, with the result that an air gap is created next to
the end of the jacket facing the transducer. The gap is filled with a material
that has an acoustic impedance different from that of the jacket and of the
transducer.—DRR

6,671,550

43.80.Qf SYSTEM AND METHOD FOR
DETERMINING LOCATION AND TISSUE CONTACT
OF AN IMPLANTABLE MEDICAL DEVICE
WITHIN A BODY

Paul A. Iaizzo and Timothy G. Laske, assignors to Medtronic,
Incorporated

30 December 2003„Class 607Õ27…; filed 14 September 2001

This is a system for monitoring the status of an implantable medical
device ~IMD ! within a body. The IMD can be a lead, guidewire, stylet,
catheter, or other IMD device which contains a microphone for detecting
acoustic signals in the body. The IMD connects to an amplifier that gener-
ates an audible signal indicating the status of the IMD, such as its location
and pertinent tissue-contact data. A processing circuit may be included to
assist in the analysis of the data.—DRR

6,673,018

43.80.Qf ULTRASONIC MONITORING SYSTEM AND
METHOD

Zvi M. Friedman, assignor to GE Medical Systems Global
Technology Company LLC

6 January 2004„Class 600Õ440…; filed 28 June 2002

This ultrasound diagnostic system provides a multi-window display for
live ultrasound images. One window displays live ultrasound images and a
second window displays a reference cine image that was captured prior to

the currently displayed live images. The images of these two windows are
synchronized by ECG gating. This system may be employed to monitor the
heart and to detect subtle changes in heart condition from the time the
reference image was captured.—DRR

6,673,019

43.80.Qf DIAGNOSTIC ULTRASOUND IMAGING
BASED ON RATE SUBTRACTION IMAGING „RSI…

Naohisa Kamiyama, assignor to Kabushiki Kaisha Toshiba
6 January 2004„Class 600Õ443…; filed in Japan 31 January 2000

This is apparently a diagnostic ultrasound imaging system that is based
on a contrast echo technique for an object into which a contrast agent is
administered. The main constituent of the contrast agent is microbubbles.
The diagnostic imaging uses rate subtraction imaging~RSI! to detect tran-
sient signals caused by the microbubbles, thereby distinguishing minute
blood flows from tissue surrounding those flows. In the procedure, an ultra-
sound pulse is sent two times in each of the rasters on a region undergoing

the scanning. Subtraction between echo signals is conducted for each time
of transmission to yield a difference signal. One of the echo signals and one
of the difference signals are converted into individual tomographic images,
independently of each other. The resulting individual tomographic images
are displayed in a superimposed fashion or on a side-by-side basis. This
contrast echo imaging, based on the RSI technique, thus permits blood flows
to be discerned from the surrounding tissue in the region.—DRR

6,673,020

43.80.Qf ULTRASONIC DIAGNOSTIC APPARATUS

Takashi Okada and Akimitsu Harada, assignors to Aloka
Company, Limited

6 January 2004„Class 600Õ454…; filed in Japan 10 February 2000

Intended for measuring blood flow diameter, blood flow velocity, or
the like, this apparatus transmits an ultrasonic pulse and obtains echo data
for measurements of displacement of a blood vessel wall and of the blood
velocity, respectively. A tomogram of a blood vessel results from the echo
data and a measurement line relative to the vessel axis is automatically or
manually set in the tomogram. When the position of a vessel wall on the
measurement line is specified, that position is tracked in order to calculate
displacement of the vessel wall. Using the measurement line as reference, a
sample gate is set within the blood vessel to extract Doppler information
from the echo data. The speed of blood stream flow in the sample gate is
calculated, then an evaluation value is computed on the basis of the dis-
placement of the blood vessel wall and the blood velocity.—DRR

6,676,600

43.80.Qf SMART PHYSIOLOGIC PARAMETER
SENSOR AND METHOD

Ronald S. Conero and Stuart L. Gallant, assignors to Tensys
Medical, Incorporated

13 January 2004„Class 600Õ438…; filed 31 August 2000

A sensor assembly is provided for measurement of one or more physi-
ological parameters of a living subject. In a preferred embodiment, the sen-
sor assembly consists of a disposable combined pressure and ultrasonic
sensor that incorporates an electronically erasable programmable read-only
memory ~EEPROM!. The assembly is used for the noninvasive measure-
ment of arterial blood pressure. The sensor EEPROM contains a variety of

SOUNDINGS

2702 J. Acoust. Soc. Am., Vol. 115, No. 6, June 2004 Reviews of Acoustical Patents



information relating to the manufacture, run time, calibration, and operation
of the sensor, in addition to application-specific data such as patient or
health care facility identification. Portions of the data are encrypted to pre-
vent tampering. In another embodiment, one or more additional EEPROMs
are included within the host system to allow the storage of system data and
to accommodate a variety of different sensors. In a third embodiment, one or
more of the individual transducer elements within the assembly are made
detachable and disposable, thereby allowing for replacement of certain com-
ponents that may degrade or become contaminated.—DRR

6,676,605

43.80.Qf BLADDER WALL THICKNESS
MEASUREMENT SYSTEM AND METHODS

Bill Barnard and Stephen Dudycha, assignors to Diagnostic
Ultrasound

13 January 2004„Class 600Õ449…; filed 7 June 2002

The device incorporates a three-dimensional ultrasound transceiver to
scan a patient’s bladder. Data collected in the ultrasound scan are analyzed
to calculate the bladder mass. Bladder mass information is then used to
assess bladder dysfunction. In the preferred embodiment of the device, a
microprocessor-based ultrasound transceiver placed on the exterior of the
patient’s bladder scans the bladder in multiple planes, receives echoes along
each plane, and transforms the echoes to analog signals which are then
digitized and downloaded to a computer system.—DRR

6,676,606

43.80.Qf ULTRASONIC DIAGNOSTIC MICRO-
VASCULAR IMAGING

David Hope Simpsonet al., assignors to Koninklijke Philips
Electronics N.V.

13 January 2004„Class 600Õ458…; filed 11 June 2002

Contrast agents are used in this ultrasonic imaging system for imaging
microvascular systems. The microbubbles in the contrast agent serve as a
beacon to their location as they move through blood vessels. These images
are temporally processed to distinguish the moving microbubbles and then
persistence processed to present images that display the tracks generated by
the microbubbles through the blood vessels.—DRR

6,669,643

43.80.Sh METHOD AND APPARATUS FOR
SONOGRAPHIC EXAMINATION, BIOPSY, AND
EXCISION

Theodore J. Dubinsky, Seattle, Washington
30 December 2003„Class 600Õ459…; filed 13 October 2000

This device relates particularly to sonographic examination, biopsy,
and excision within multi-chambered cavities of human and other bodies. In
one embodiment, the apparatus consists of a sonographic transducer for
examination and incorporates a substantially tubular catheter and any one of
a wide variety of biopsy devices for performing biopsies within a vaginal or
uterine chamber. In another embodiment, sonographic or fluoroscopic imag-
ing is used in combination with an apparatus for examining the cavities
under study and for guiding the apparatus during a biopsy procedure.—DRR

6,669,690

43.80.Sh ULTRASOUND TREATMENT SYSTEM

Mitsumasa Okada et al., assignors to Olympus Optical Company,
Limited

30 December 2003„Class 606Õ40…; filed in Japan 6 April 1995

The objects of this system are~a! an ultrasonic treatment that can
provide endoscopic observation or the like with good maneuverability, treat-
ment through ultrasonic vibrations, and/or a high-frequency current with
safety, preventing a treatment member from touching normal tissue unnec-
essarily and~b! a means via ultrasound of incising and coagulating tissue
and evacuating the crushed tissue out of the body using ultrasonic coagula-
tion and incision. A handpiece incorporates an ultrasonic transducer and
serves as an operation unit. A probe connected to the transducer serves to
transmit vibrations to a distal member. The operation unit can be manipu-
lated to clamp the tissue with the clamping member and to free the tissue
therefrom. A suction end is formed at the back of the handpiece and com-
municates through a hole bored through the center axis of the probe and the
transducer. The perfusion base is formed on the outer surface of the hand-
piece and communicates with the lumen of the sheath.—DRR

6,676,601

43.80.Sh APPARATUS AND METHOD FOR
LOCATION AND TREATMENT USING
ULTRASOUND

Francois Lacoste and Dominique Cathignol, assignors to
Technomed Medical Systems, S.A.; Institut National de la Sante
et de la Recherche Medicale„Inserm…

13 January 2004„Class 600Õ439…; filed in France 26 May 1999

Apparatus is disclosed for the location and focused ultrasound treat-
ment of myoma or other types of tumor having a pedicle. The device con-
sists of a probe that accesses myomas by a vaginal route. The probe delivers
focused ultrasound and Doppler echography locates the region to be treated.
The therapeutic operational modes may include sweeping the myoma with
the focused spot of the therapy probe in order to provoke necrosis of the
myoma or coagulate the mass of myoma and/or sweeping the myoma
pedicle with the focused spot of the therapy probe in order to provoke
necrosis or coagulation of blood vessels composing it. In this latter case,
tissue mass necrosis proceeds by ischemia. Small myomas are exposed
spontaneously. In other cases, it may be necessary to remove the myoma
mass. As this is coagulated tissue, the operation is facilitated with no bleed-
ing occurring and the amount of mass to be removed has been reduced.—
DRR
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6,676,607

43.80.Sh INTRAOPERATIVE MICROSURGICAL
ULTRASONIC DEVICE AND METHODS RELATED
THERETO

Eugene de Juan, Jr. and Patrick S. Jensen, assignors to The Johns
Hopkins University

13 January 2004„Class 600Õ461…; filed 3 January 2001

This device provides mechanisms for imaging structure and/or tissue
at a surgical site during and after microsurgical~mainly ophthalmic! proce-
dures. A high-frequency ultrasonic imaging mechanism is deployed in close
proximity to the surgical site of interest so that the surgeon obtains high-
quality and high-resolution images. A typical embodiment of the intraopera-
tive imaging device includes a probe member having a specific length and

an ultrasonic signal transmitting and receiving transducer secured to the
probe member. The specific length is established to facilitate the placement
of the probe in the proximity of the surgical site and the frequency of the
ultrasonic signals is chosen to provide the desired amount of imaging
detail.—DRR

6,679,855

43.80.Sh METHOD AND APPARATUS FOR THE
CORRECTION OF PRESBYOPIA USING
HIGH INTENSITY FOCUSED ULTRASOUND

Gerald Horn, Deerfield, Illinois and Gene Zdenek, West Hills,
California

20 January 2004„Class 601Õ2…; filed 29 May 2001

The device, intended for correcting vision, applies laser energy or
ultrasound to treat presbyopia, hyperopia, primary open angle glaucoma,
and ocular hypertension. Energy in the form of high-intensity focused ultra-
sound~HIFU! is directed at the eye so as to generate discrete heating within
the eye. This results in a contraction of the impacted area and increases the
tension on components connected to the lens, thereby correcting or prevent-
ing presbyopia.—DRR

6,679,899

43.80.Sh METHOD FOR DETECTING TRANSVERSE
VIBRATIONS IN AN ULTRASONIC HAND
PIECE

Eitan T. Wiener and William T. Donofrio, assignors to Ethicon
Endo-Surgery, Incorporated

20 January 2004„Class 606Õ169…; filed 14 September 2001

One of the problems with surgical ultrasonic cutting instruments is
uncontrolled or undamped vibrations and the resultant heat and material
fatigue. A method for detecting transverse mode vibrations in an ultrasonic
handpiece/blade is provided by monitoring the power delivered to the hand-
piece. If the measured power exceeds an established pass/fail threshold
level, a determination is made that the handpiece manifests transverse mode

behavior. If such is the case, operation of the generator is inhibited and a
‘‘Transverse Mode Vibrations Present’’ error message is displayed on a liq-
uid crystal display on the generator console. The transverse vibration is also
detected if an extraordinary power increase occurs as the drive frequency is
shifted upward or downward from a primary resonant operating
frequency.—DRR

6,669,633

43.80.Vj UNITARY OPERATOR CONTROL FOR
ULTRASONIC IMAGING GRAPHICAL USER
INTERFACE

Michael Brodsky et al., assignors to TeraTech Corporation
30 December 2003„Class 600Õ437…; filed 30 March 2001

An ultrasonic imaging operation is selected with one control and then
a parameter is selected using another control. The selected operation and
parameter are used for imaging. The selections can be made using one hand
while the other hand can be used to position the ultrasonic imaging system
probe.—RCW

6,669,635

43.80.Vj NAVIGATION INFORMATION OVERLAY
ONTO ULTRASOUND IMAGERY

Paul Kessmanet al., assignors to Surgical Navigation
Technologies, Incorporated

30 December 2003„Class 600Õ437…; filed 14 January 2002

The tip of a surgical instrument and the trajectory of the tip are repre-
sented by an icon, which is overlaid on a real-time ultrasound image. The
format of the instrument trajectory is changed when the surgical instrument
crosses the plane of the image.—RCW

SOUNDINGS
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6,669,637

43.80.Vj PARAMETRIC TRANSMIT WAVEFORM
GENERATOR FOR MEDICAL ULTRASOUND
IMAGING SYSTEM

Albert Gee, assignor to Acuson Corporation
30 December 2003„Class 600Õ437…; filed 6 January 2003

Stored parameters are used to produce a transmit waveform. Sets of
the parameters define envelope and modulation functions that are combined

in a piecewise fashion. Separate transmit waveforms can also be combined
before being applied to transducer elements.—RCW

6,669,640

43.80.Vj ULTRASOUND IMAGING SYSTEM USING
MULTI-STAGE PULSE COMPRESSION

Moo Ho Bae, assignor to Medison Company, Limited
30 December 2003„Class 600Õ447…; filed in the Republic of Korea

5 September 2001

Groups of transducer array elements are formed and signals from the

groups are processed hierarchically using multiple stages of pulse compres-
sion and time delay to produce a receive focus.—RCW

6,669,638

43.80.Vj IMAGING ULTRASOUND TRANSDUCER
TEMPERATURE CONTROL SYSTEM AND
METHOD

David Miller et al., assignors to Koninklijke Philips Electronics
N.V.

30 December 2003„Class 600Õ438…; filed 10 October 2002

The temperature of a transducer is controlled by changing the opera-
tion of an ultrasonic imaging system to which the probe is connected. In one
mode of operation, feedback from temperature sensors in the transducer is
used to switch from high- to low-power imaging. In other modes of opera-
tion, the system switches from high- to low-power imaging after a predeter-
mined period of time, or the system cycles rapidly between imaging power
settings.—RCW

6,669,641

43.80.Vj METHOD OF AND SYSTEM FOR
ULTRASOUND IMAGING

McKee Dunn Poland et al., assignors to Koninklijke Philips
Electronics N.V.

30 December 2003„Class 600Õ447…; filed 10 October 2002

A volume is visualized using biplane images. One of the biplane im-
ages has a fixed orientation relative to the transducer. The plane of the other
biplane image can be varied relative to the fixed image. Together with the
two biplane images, an image orientation icon is displayed to depict the
relative orientation of the two planar images.—RCW

6,673,016

43.80.Vj ULTRASOUND SELECTABLE FREQUENCY
RESPONSE SYSTEM AND METHOD FOR
MULTI-LAYER TRANSDUCERS

Mirsaid Bolorforosh et al., assignors to Siemens Medical Solutions
USA, Incorporated

6 January 2004„Class 600Õ437…; filed 14 February 2002

Piezoelectric layers are stacked to form a transducer. Signals from
each of the layers are processed independently during a transmit event, a
receive event, and both transmit and receive events. Signals from the trans-
ducer are filtered to isolate harmonics for imaging. The configuration has a
wide bandwidth for harmonic imaging and also avoids a low response often
associated with the second harmonic of a fundamental frequency.—RCW

6,673,017

43.80.Vj TEMPORAL RESOLUTION METHOD AND
SYSTEMS FOR ULTRASOUND IMAGING

John I. Jackson, assignor to Acuson Corporation
6 January 2004„Class 600Õ437…; filed 28 August 2002

Temporal indicators are used to interleave frames from ECG cycles.
The interleaved frames result in a higher effective frame rate with improved
temporal resolution. Average velocity waveforms calculated from frames in
each of the cycles are fit together.—RCW

SOUNDINGS
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6,673,021

43.80.Vj ULTRASOUND PROBE FOR ULTRASOUND
EXAMINATION SYSTEM

Hiromu Itoi, assignor to Fuji Photo Optical Company, Limited
6 January 2004„Class 600Õ466…; filed in Japan 28 September 2001

A guide is attached to the proximal end of a deformable probe. A
flexible wiring film coiled into a helical roll extends inside the probe from
the guide to the distal end of the probe. On the surface of the wiring film at
the distal end are connection points for signal lines from ultrasound trans-
ducer elements. An external relay unit allows the signal lines to be discon-
nected from the ultrasound imaging system.—RCW

6,675,038

43.80.Vj METHOD AND SYSTEM FOR RECORDING
PROBE POSITION DURING BREAST
ULTRASOUND SCAN

Tommy Earl Cupples et al., assignors to U-Systems, Incorporated
6 January 2004„Class 600Õ424…; filed 14 May 2001

A probe icon is manipulated relative to a breast icon and text describ-
ing the position of an ultrasound probe is automatically produced to reduce
user error and fatigue by avoiding manual keying.—RCW

6,676,599

43.80.Vj METHOD AND APPARATUS FOR
PROVIDING REAL-TIME CALCULATION AND
DISPLAY OF TISSUE DEFORMATION IN
ULTRASOUND IMAGING

Hans Torp et al., assignors to G. E. Vingmed Ultrasound AS
13 January 2004„Class 600Õ437…; filed 22 January 2002

Velocity is estimated by filtering a received ultrasonic signal at three
frequencies related to the second harmonic of the ultrasound signal. A ref-
erence velocity estimated from signals filtered at the upper and lower fre-
quencies is used to choose a velocity from values estimated using the middle
frequency. Strain rate in any direction, not necessarily along the ultrasound
beam, is estimated. Tissue deformation parameters may be presented as
functions of time or spatial position for applications such as stress
echocardiography.—RCW

6,676,602

43.80.Vj TWO DIMENSIONAL ARRAY SWITCHING
FOR BEAMFORMING IN A VOLUME

Stephen R. Barneset al., assignors to Siemens Medical Solutions
USA, Incorporated

13 January 2004„Class 600Õ443…; filed 25 July 2002

Elements associated with essentially the same time delay are con-
nected to form a macro element and reduce the number of independent
elements used in beamformation. To form a beam, the macro elements are
configured to operate as a phased array or along lines in two dimensions on
the face of the transducer. Various configurations such as 1.25D, 1.5D, or
1.75D arrays are possible.—RCW

6,676,603

43.80.Vj METHOD AND APPARATUS FOR BEAM
COMPOUNDING

Manfred Aichhorn and Franz Steinbacher, assignors to
Kretztechnik AG

13 January 2004„Class 600Õ447…; filed 9 November 2001

A set of receive beams is formed to intersect at a location in a sample
volume. A compound echo is produced from the set of beams and a com-
pound image is formed from echoes compounded in this way. A frame rate
acceptable for abdominal scanning in real time is achieved.—RCW

6,676,626

43.80.Vj ULTRASOUND ASSEMBLY WITH
INCREASED EFFICACY

Frederick J. Bennett and James E. Rodriguey, assignors to EKOS
Corporation

13 January 2004„Class 604Õ22…; filed 16 August 1999

This version of an ultrasound catheter system features a catheter body
incorporating a chamber containing a low impedance medium and an ultra-
sound transducer. The transducer is positioned on the external surface of an
elongated body so that one end of the transducer is adjacent to the chamber.
Two different mediums are positioned at the two ends of the transducers.
The more pliant medium is located at the end of the transducer next to the
chamber and a harder medium placed at the opposite end. This is to ensure
flexibility at the end near the chamber and efficient transmission of ultra-
sound energy from the external side of the transducer.—DRR

6,679,843

43.80.Vj ADAPTIVE ULTRASOUND IMAGE FUSION

Qinglin Ma et al., assignors to Siemens Medical Solutions USA,
Incorporated

20 January 2004„Class 600Õ441…; filed 25 June 2002

B-mode and Doppler signals are combined nonlinearly. Portions of the
B-mode signal associated with stationary tissue are used while portions of
the B-mode signal associated with flow are suppressed. To avoid artifacts,
the suppression is gradual rather than abrupt. Suppression of the B-mode
signals where flow exists permits better identification of small vessels. Small
vessel or other small structure information associated with moving fluid is
inserted within the B-mode image. Anatomic features are kept intact by the
presence of echoes that show stationary tissue while added visibility of
small vessels provides detail about tissue morphology.—RCW

6,679,846

43.80.Vj DIAGNOSTIC ULTRASOUND IMAGING
METHOD AND SYSTEM WITH IMPROVED FRAME
RATE

David J. Napolitano et al., assignors to Acuson Corporation
20 January 2004„Class 600Õ447…; filed 21 February 2002

This system forms receive beams from spatially distinct transmit
beams. The receive beams alternate in type across the regions being imaged.
The types differ in at least one parameter other than transmit and receive
line geometry. The difference can be in transmit phase, transmit or receive
aperture, system frequency, transmit focus, complex phase angle, transmit
code, or transmit gain. The receive beams associated with spatially distinct
transmit beams are then combined. This allows multiple-pulse techniques
that include phase inversion, synthetic aperture, synthetic frequency, and
synthetic focusing to be used simultaneously without the frame rate penalty
normally associated with them.—RCW

SOUNDINGS
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6,679,845

43.80.Vj HIGH FREQUENCY SYNTHETIC
ULTRASOUND ARRAY INCORPORATING AN
ACTUATOR

Timothy Adam Ritter et al., assignors to The Penn State Research
Foundation

20 January 2004„Class 600Õ444…; filed 13 August 2001

This array is connected to a mechanism that translates the array to

increase the spatial sampling of the array.—RCW

6,679,847

43.80.Vj SYNTHETICALLY FOCUSED ULTRASONIC
DIAGNOSTIC IMAGING SYSTEM FOR TISSUE
AND FLOW IMAGING

Brent S. Robinson and Clifford Cooley, assignors to Koninklijke
Philips Electronics N.V.

20 January 2004„Class 600Õ447…; filed 30 April 2002

Individual elements in a transducer array are excited to sonify a region
to be imaged and echoes are received by the elements. The echoes are used
to produce motion maps for different velocity vectors over the imaged

region. The motion maps are used to produce a variety of ultrasound images
that include gray-scale images, colorflow images, and spectral flow
displays.—RCW

6,679,849

43.80.Vj ULTRASONIC TEE PROBE WITH TWO
DIMENSIONAL ARRAY TRANSDUCER

David G. Miller et al., assignors to Koninklijke Philips Electronics
N.V.

20 January 2004„Class 600Õ463…; filed 13 December 2002

A two-dimensional transducer array is mounted on the distal end of an
elongated probe. The transmit beamformer is connected to the transducer
array and is used to transmit several ultrasound beams defined by orienta-
tions in azimuth and elevation. The receive beamformer is also connected to
the transducer array and is used to acquire echoes from a selected tissue
volume defined by the azimuthal and elevation orientations and by a se-
lected scan range. An image is synthesized from the pulse-echo ultrasound
data.—RCW

SOUNDINGS
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A uniqueness theorem for the time-domain elastic-wave
scattering in inhomogeneous, anisotropic solids with relaxation

Adrianus T. de Hoopa)

Laboratory of Electromagnetic Research, Faculty of Information Technology and Systems,
Delft University of Technology, 4 Mekelweg, 2628 CD Delft, the Netherlands

~Received 16 March 2003; revised 11 June 2003; accepted 23 February 2004!

A uniqueness theorem for the~analytic or computational! time-domain modeling of the elastic wave
motion in a scattering configuration that consists of inhomogeneous, anisotropic solids with
arbitrary relaxation properties, occupying a bounded subdomain in an unbounded homogeneous,
isotropic, perfectly elastic embedding, is presented. No direct time-domain uniqueness proof seems
to exist for this kind of configuration. As an intermediate step, the one-to-one correspondence
between the causal time-domain wavefield components and the constitutive material response
functions on the one hand, and their time Laplace-transform counterparts for~a sequence of! real,
positive values of the transform parameter on the other hand, seems a necessary tool. It is shown that
such an approach leads to simple, explicit, sufficiency conditions on the inertial loss and compliance
relaxation tensors describing the solid’s constitutive behavior for uniqueness to hold. In it, the
property of causality plays an essential role. In Christensen@Theory of Viscoelasticity—An
Introduction ~Academic, New York, 1971!# a similar approach is applied to the problem of
uniqueness of the elastodynamic initial-/boundary-value problem associated with a viscoelastic
object of bounded extent, the surface of which is subject to an admissible set of explicit boundary
values. In the scattering configuration of unbounded extent, no explicit boundary values occur and
the far-field compressional and shear wave radiation characteristics at ‘‘infinity’’ in the embedding
play a key role in the proof. ©2004 Acoustical Society of America.@DOI: 10.1121/1.1710876#

PACS numbers: 43.20.Bi, 43.20.Px@JJM# Pages: 2711–2715

I. INTRODUCTION

One of the issues one is confronted with in the math-
ematical modeling—be it with analytical or numerical
techniques—of elastodynamic wave phenomena is the ques-
tion about the uniqueness of the solution of the problem as it
is formulated mathematically. Such a uniqueness should be
expected on account of the underlying physics. When inves-
tigating wave propagation and scattering problems, the per-
taining partial differential equations, constitutive relations,
boundary conditions at interfaces, excitation conditions at
exciting sources, initial values at the time window one con-
siders, and the causal relationship that is to exist between the
exciting sources and the generated wavefield are expected to
play a role. For simple solids with instantaneous constitutive
relations, i.e., for lossless solids, the elastodynamic time-
domain power balance provides a tool to prove uniqueness.
This is also the case when simple loss mechanisms~such as
the Kelvin–Voigt relaxation model and frictional force
losses! are incorporated. A uniqueness proof for the case of
arbitrary relaxation effects in the solids seems to withstand
such a direct time-domain approach. Since for the class of
linear, time-invariant, causally reacting solids the constitu-
tive relations are expressed via time convolutions~Chris-
tensen, 1971, Chap. I; Achenbach, 1973, pp. 399–402!, the
time Laplace transformation~under which transformation the
convolution operation transforms into a simple product of
the relevant constituents! can be expected to provide a useful

tool. In Christensen~1971! such an approach is applied to the
problem of uniqueness of the elastodynamic initial-/
boundary-value problem associated with a viscoelastic object
of bounded extent, the surface of which is subject to an ad-
missible set of explicit boundary values. In the present paper
the method is applied to a scattering configuration that con-
sists of inhomogeneous, anisotropic solids with arbitrary re-
laxation properties, occupying a bounded subdomain in an
unbounded homogeneous, isotropic, perfectly elastic embed-
ding. In such a configuration no explicit boundary values
occur and the far-field compressional and shear wave radia-
tion characteristics at ‘‘infinity’’ in the embedding play a key
role in the proof. Simple, explicit, sufficiency conditions on
the inertial loss and compliance relaxation tensors describing
the solid’s constitutive behavior in the inhomogeneous sub-
domain of the scattering configuration are derived. In view
of Lerch’s theorem of the one-sided~5causal! Laplace trans-
formation ~Widder, 1946!, they are to hold at a sequence of
equidistant, real, positive values of the time Laplace trans-
form parameter.

II. DESCRIPTION OF THE CONFIGURATION

The configuration for which the uniqueness of the elas-
todynamic wavefield problem is proved consists of a linear,
time-invariant, locally reacting, inhomogeneous, anisotropic
solid with arbitrary inertia and compliance relaxation prop-
erties and of bounded supportD,R3. This part of the con-
figuration is embedded in a linear, time-invariant, locally re-
acting, homogeneous, isotropic, instantaneously reacting
solid with volume density of massr` and Lame´ stiffnessa!Electronic mail: a.t.dehoop@its.tudelft.nl
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coefficientsl` and m`. These constitutive coefficients sat-
isfy the conditionsr`.0, l`.22m`/3 and m`.0. The
corresponding compressional orP-wave speed iscP

`5@(l`

12m`)/r`#1/2, and the corresponding shear orS-wave speed
is cS

`5(m`/r`)1/2. The unbounded domain occupied by the
embedding is denoted asD`. The common boundary ofD
andD` is the bounded closed surface]D ~Fig. 1!. The con-
figuration thus defined is typical for the modeling of elasto-
dynamic wave scattering problems. The constitutive relax-
ation functions in D vary piecewise continuously with
position, with finite jump discontinuities at a finite number of
piecewise smooth, bounded surfaces~interfaces!. Position in
the configuration is specified by the coordinates$x1 ,x2 ,x3%
with respect to an orthogonal Cartesian reference frame with
the originO and the three mutually perpendicular base vec-
tors $ i1 ,i2 ,i3% of unit length each. In the indicated order, the
base vectors form a right-handed system. The subscript no-
tation for Cartesian vectors and tensors is used and the sum-
mation convention for repeated subscripts applies. Whenever
appropriate, vectors are indicated by boldface symbols, with
x as the position vector. The time coordinate ist. Partial
differentiation with respect toxm is denoted by]m ; ] t is a
reserved symbol indicating partial differentiation with re-
spect tot. Volume source distributions of force and of defor-
mation rate, with bounded supports, excite a transient elas-
todynamic wavefield in the configuration. Without loss of
generality we locate the sources inD. They start to act at the
instantt50. The field that is causally related to the action of
these sources, then vanishes throughout the configuration for
t,0.

III. FORMULATION OF THE ELASTODYNAMIC
WAVEFIELD PROBLEM

At any point in the configuration where the elastody-
namic wavefield quantities are differentiable they satisfy the
linearized, coupled, first-order elastic wave equations~De
Hoop, 1995, pp. 311, 314, and 320!

Dk,m,p,q
1 ]mtp,q2] t~mk,r *

~ t !

v r !52 f k , ~1!

D i , j ,n,r
1 ]nv r2] t~x i , j ,p,q *

~ t !

tp,q!5hi , j , ~2!

wheretp,q5dynamic stress~Pa!, v r5particle velocity~m/s!,
f k5volume source density of force~N/m3!, hi , j5volume
source density of deformation rate~s21!, mk,r5inertia relax-
ation tensor~kg/m3

•s!, and x i , j ,p,q5compliance relaxation
tensor~Pa/s!.

The symbol*
(t)

denotes time convolution andDk,m,p,q
1 is

the symmetrical unit tensor of rank four:Dk,m,p,q
1

5(dk,pdm,q1dk,qdm,p)/2, with dk,p5$1,0% for $k5p, kÞp%
as the symmetrical unit tensor of rank two~Kronecker ten-
sor!. The symmetrical unit tensor of rank four extracts out of
any tensor of rank two with which it has contracted its sym-

metrical part. So, Dk,m,p,q
1 tp,q5( 1

2)(tk,m1tm,k) and

D i , j ,n,r
1 ]nv r5( 1

2)(] iv j1] jv i). The constitutive relaxation
tensors are piecewise continuous functions of position inD,
while in the embedding~De Hoop, 1995, pp. 320–321!

mk,r5r`dk,rd~ t ! for xPD`, ~3!

x i , j ,p,q5@L`d i , jdp,q1M`~d i ,pd j ,q1d i ,qd j ,p!#d~ t !

for xPD`, ~4!

in which L`52l`/(3l`12m`)2m` andM`51/4m`.
Across any interfaceS of jump discontinuity in consti-

tutive properties the boundary conditions of the continuity
type ~De Hoop, 1995, pp. 322–323!

Dk,m,p,q
1 nmtp,q5continuous acrossS, ~5!

v r5continuous acrossS, ~6!

hold, wherenm is the unit vector along the normal toS. This
implies that the dynamic traction~5the normal component
of the dynamic stress! and all components of the particle
velocity are continuous across the interface. The constitutive
relaxation functions are subject to the causality condition

mk,r~x,t !50 for t,0 and all xPD, ~7!

x i , j ,p,q~x,t !50 for t,0 and all xPD. ~8!

Further conditions to be laid upon them with regard to the
uniqueness of the elastodynamic wavefield problem are in-
vestigated further on.

In the embedding, the Green’s tensors~dynamic stress
and particle velocity due to point-sources of force and of
deformation rate! can be determined analytically~De Hoop,
1995, Secs. 15.8 and 15.12!. From the corresponding surface
source representations over]D it follows that the outgoing
fields in D` admit the far-field expansion

$tp,q ,v r%~x,t !5F $Tp,q
P ,Vr

P%~u,t2uxu/cP
`!

4puxu

1
$Tp,q

S ,Vr
S%~u,t2uxu/cS

`!

4puxu G
3@11O~ uxu21!# as uxu→`, ~9!

wherex is the position vector from the chosen far-field ref-
erence center to the point of observation andu5x/uxu is the
unit vector in the direction of observation. The far-field ra-
diation characteristicsTp,q

P,S for the dynamic stress andVr
P,S

for the particle velocity are mutually related via

FIG. 1. Scattering configuration with inhomogeneous, anisotropic solid with
relaxation~with bounded supportD! embedded in a homogeneous, isotro-
pic, lossless solid~with unbounded supportD`).
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Vk
P52~r`cP

`!21Dk,m,p,q
1 umTp,q

P , ~10!

Vk
S52~r`cS

`!21Dk,m,p,q
1 umTp,q

S , ~11!

while

Vk
P5~Vr

Pu r !uk , ~12!

Vk
S5Vk

S2~Vr
Su r !uk , ~13!

implying that theP-wave far-field particle velocity is longi-
tudinal with respect to its radial direction of propagation and
the S-wave far-field particle velocity is transverse with re-
spect to its radial direction of propagation.

In the following it is shown that the problem thus for-
mulated has at most one solution, assuming that, for each
type of excitation, at least one solution exists. The proof puts
restrictions on the relaxation functions representing the iner-
tia and complicance properties of the solid inD. For the
medium in D` the conditions simply arer`.0, l`.
22m`/3 andm`.0 ~as indicated already!.

IV. THE ELASTODYNAMIC WAVEFIELD PROBLEM IN
THE TIME LAPLACE-TRANSFORM DOMAIN

The general type of solids with relaxation properties as
considered in the present paper withstands, as far as is
known, a direct uniqueness proof in the space/time domain
based on energy considerations as is the case for media with
simple constitutive behavior~Achenbach, 1973, pp. 80–82!.
However, taking into account the causality of both the solid’s
passive constitutive response and the wavefield’s relation to
its activating sources, the time Laplace transformation with
real, positive transform parameter yields a tool to specify
certain conditions to be imposed on the constitutive relax-
ation functions in order that the wavefield problem has a
unique solution. The relevant transformation is given by

$t̂p,q ,v̂ r%~x,s!5E
t50

`

exp~2st!$tp,q ,v r%~x,t !dt. ~14!

For the case of physical interest of excitation functions and
relaxation functions that are bounded in space and at most
show a Dirac delta distribution time behavior, the time
Laplace transforms of the wavefield quantities and the relax-
ation tensors exist for all$sPC;Re(s).0%, i.e., for all values
of the transform parameter in the right half of the complex
s-plane. Furthermore, since all time functions involved are
real-valued, their Laplace transforms take on real values for
real values ofs. In relation to our uniqueness proof we now
takes to be aLerch sequence: $sPR; s5s01nh, s0.0, h
.0, n50,1,2,...%. Lerch’s theorem~Widder, 1946, p. 63!
states that if the transformation expressed by Eq.~14! is to
hold for all s belonging to such a sequence, only one~causal!
time-domain original corresponds to its related transform.
Recalling that under the transformation the time derivative is
replaced with a multiplication bys ~if zero-value initial con-
ditions apply, as is the case! and that the time convolution
transforms into the product of the constituents, Eqs.~1!–~4!
lead, upon time Laplace transformation, to

Dk,m,p,q
1 ]mt̂p,q2sm̂k,r v̂ r52 f̂ k for xPD, ~15!

D i , j ,n,r
1 ]nv̂ r2sx̂ i , j ,p,qt̂p,q5ĥi , j for xPD, ~16!

and

Dk,m,p,q
1 ]mt̂p,q2sr`v̂k50 for xPD`, ~17!

D i , j ,n,r
1 ]nv̂ r2s@L`d i , j t̂p,p1M`~ t̂ i , j1 t̂ j ,i !#50

for xPD`. ~18!

The interface continuity conditions~5! and ~6! are upon
Laplace transformation replaced by

Dk,m,p,q
1 nmt̂p,q5continuous acrossS, ~19!

v̂ r5continuous acrossS, ~20!

and the far-field expansion~9! by

$t̂p,q ,v̂ r%~x,t !5F $T̂p,q
P ,V̂r

P%~u,s!
exp~2suxu/cP

`!

4puxu

1$T̂p,q
S ,V̂r

S%~u,s!
exp~2suxu/cS

`!

4puxu G
3@11O~ uxu21!# as uxu→`. ~21!

Upon contracting Eqs.~15! and ~17! with v̂k and Eqs.~16!
and ~18! with t̂ i , j and combining the results, the relations

2]mDm,r ,p,q
1 ~ t̂p,qv̂ r !1sv̂km̂k,r v̂ r1st̂ i , j x̂ i , j ,p,qt̂p,q

5 v̂k f̂ k2 t̂ i , j ĥi , j for xPD, ~22!

and

2]mDm,r ,p,q
1 ~ t̂p,qv̂ r !1sv̂kr

`v̂k1st̂ i , j@L`d i , j t̂p,p

1M`~ t̂ i , j1 t̂ j ,i !#50 for xPD` ~23!

are constructed. Integration of Eq.~22! over D and applica-
tion of Gauss’ divergence theorem yields

2E
]D

nmDm,r ,p,q
1 t̂p,qv̂ r dA~x!1E

D
~sv̂km̂k,r v̂ r

1st̂ i , j x̂ i , j ,p,qt̂p,q!dV~x!5E
D

~ v̂k f̂ k2 t̂ i , j ĥi , j !dV~x!,

~24!

wherenm is the outward unit vector along the normal to]D.
Next, Eq.~23! is integrated over the domain that is bounded
internally by]D and externally by the sphereSD of radiusD
and center at the far-field reference center, whereD is chosen
so large thatSD completely surrounds]D ~Fig. 2!. Subse-
quent application of Gauss’ divergence theorem leads to

2E
SD

nmDm,r ,p,q
1 t̂p,qv̂ r dA~x!

1E
]D

nmDm,r ,p,q
1 t̂p,qv̂ r dA~x!1E

D`ùDD

$sv̂kr
`v̂k

1st̂ i , j@L`d i , j t̂p,p1M`~ t̂ i , j1 t̂ j ,i !#%dV~x!50, ~25!

whereDD is the domain interior toSD . Using the far-field
representation~21! in the integration overSD and taking the
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limit D→`, Eq. ~25! leads to~note that the integral overSD

goes to zero asD→`!

E
]D

nmDm,r ,p,q
1 t̂p,qv̂ r dA~x!1E

D`
$sv̂kr

`v̂k

1st̂ i , j@L`d i , j t̂p,p1M`~ t̂ i , j1 t̂ j ,i !#%dV~x!50. ~26!

Addition of Eqs.~24! and ~26! finally yields

E
D

~sv̂km̂k,r v̂ r1st̂ i , j x̂ i , j ,p,qt̂p,q!dV~x!1E
D`

$sv̂kr
`v̂k

1st̂ i , j@L`d i , j t̂p,p1M`~ t̂ i , j1 t̂ j ,i !#%dV~x!

5E
D

~ v̂k f̂ k2 t̂ i , j ĥi , j !dV~x!, ~27!

where the surface integrals over]D have canceled in view of
the continuity ofnmDm,r ,p,q

1 t̂p,qv̂ r across]D. Equation~27!
is the basis for the construction of the uniqueness proof.

V. THE UNIQUENESS PROOF

The uniqueness proof follows the standard procedure
~see, for example, Christensen, 1971, Sec. 5.1!. It starts by
assuming that in the given configuration, for one and the
same source excitation, there exist at least two nonidentical
wavefield solutions, which are distinguished by the super-
scripts @1# and @2#. Then, f k

@1#5 f k
@2#5 f k and hi , j

@1#5hi , j
@2#

5hi , j . Consider the differences in value in the field quanti-
ties Dtp,q5tp,q

@2# 2tp,q
@1# and Dv r5v r

@2#2v r
@1# . Their time

Laplace transforms then satisfy the equations@cf. Eqs.~15!–
~18!#

Dk,m,p,q
1 ]mDt̂p,q2sm̂k,rD v̂ r50 for xPD, ~28!

D i , j ,n,r
1 ]nD v̂ r2sx̂ i , j ,p,qDt̂p,q50 for xPD, ~29!

and

Dk,m,p,q
1 ]mDt̂p,q2sr`D v̂k50 for xPD`, ~30!

D i , j ,n,r
1 ]nD v̂ r2s@L`d i , jDt̂p,p1M`~Dt̂ i , j1Dt̂ j ,i !#

50 for xPD`. ~31!

The same operations that have led to Eq.~27! now lead to

E
D

~sD v̂km̂k,rD v̂ r1sDt̂ i , j x̂ i , j ,p,qDt̂p,q!dV~x!

1E
D`

$sD v̂kr
`D v̂k1sDt̂ i , j@L`d i , jDt̂p,p

1M`~Dt̂ i , j1Dt̂ j ,i !#%dV~x!50. ~32!

By observing that

Dt̂ i , j@L`d i , jDt̂p,p1M`~Dt̂ i , j1Dt̂ j ,i !#

5~L`12M`/3!Dt̂ i ,iDt̂p,p1M`~Dt̂ i , j2Dt̂p,pd i , j /3!

3~Dt̂ i , j2Dt̂q,qd i , j /3!, ~33!

and taking into account thatL`12M`/3.0 andM`.0 in
view of the conditions laid uponl` andm`, it follows that
for real, positive values ofs the integrand in the integral over
D`, and hence the integral itself, is positive for any noniden-
tically vanishingDt̂p,q and/or any nonidentically vanishing
D v̂ r throughoutD`. The integral overD shares this property
if we impose onm̂k,r and x̂ i , j ,p,q the condition that through-
outD they are positive definite tensors of ranks two and four,
respectively, for all real, positive values ofs. Under this con-
dition, also the integral overD is positive for any noniden-
tically vanishingDt̂p,q and/or any nonidentically vanishing
D v̂ r throughout D. For nonidentically vanishingDt̂p,q

and/or nonidentically vanishingD v̂ r throughoutDøD` Eq.
~32! leads, in view of the value zero of the right-hand side, to
a contradiction. Under the given conditions we therefore
haveDt̂p,q50 andD v̂ r50 for xP$DøD`%, which implies
t̂p,q

@2# 5 t̂p,q
@1# and v̂ r

@2#5 v̂ r
@1# for xP$DøD`%. In view of

Lerch’s uniqueness theorem of the one-sided Laplace trans-
formation this implies thattp,q

@2# 5tp,q
@1# and v r

@2#5v r
@1# for x

P$DøD`% and allt>0, i.e., there is only one elastodynamic
wavefield in the scattering configuration that is causally re-
lated to the action of its exciting sources.

It is noted that the conditions imposed on the constitu-
tive relaxation functions are specified through their time
Laplace transforms. Strictly speaking the pertaining condi-
tions need only hold on a Lerch sequence. In view of the
analyticity of the transforms in$sPC;Re(s).0%, however,
they hold for all real, positive values ofs. The conditions
thus specified aresufficient ones, but at present no weaker
conditions seem to be in existence. Also, a simple time-
domain counterpart does not seem to exist. This, however, is
the same situation as in general linear, time-invariant, causal,
passive system’s theory.

VI. EXAMPLES OF RELAXATION FUNCTIONS

Some examples of relaxation functions that are in use to
model elastic wave propagation in dissipative solids are
given below. They all apply to the simple case of isotropic
solids. Their dependence onx is not indicated explicitly.

A. Frictional-force and Maxwell-type viscosity

For an isotropic solid with frictional-force and Maxwell-
type viscosity loss terms the constitutive coefficients are of
the form ~Kolsky, 1964, p. 107!

m̂k,r5r~111/st f!dk,r , ~34!

FIG. 2. Configuration used in the derivation of the time Laplace-transform
domain uniqueness criterion.~The limit D→` is taken.!
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x̂ i , j ,p,q5@Ld i , jdp,q1M ~d i ,pd j ,q1d i ,qd j ,p!#

3~111/stM!, ~35!

in which r is the volume density of mass of the solid,
L52l/~3l12m!m, and M51/4m, with l and m the Lamé
stiffness coefficients of the solid,t f the frictional-force relax-
ation time andtM the Maxwell viscosity relaxation time. The
coefficients satisfy the conditionsr.0, l.22m/3, m.0, t f

.0 and tM.0. The corresponding time-domain relaxation
functions are

mk,r5r@d~ t !1t f
21H~ t !#dk,r , ~36!

x i , j ,p,q5@Ld i , jdp,q1M ~d i ,pd j ,q1d i ,qd j ,p!#

3@d~ t !1tM
21H~ t !#, ~37!

where d(t) is the Dirac delta distribution andH(t) is the
Heaviside unit step function.

B. The standard linear solid with creep Õrelaxation
loss mechanism

For the standard linear solid with creep/relaxation loss
mechanism, or Zener solid, the constitutive coefficients are
of the form ~Carcione, 2001; Mainardi 2002!

m̂k,r5rdk,r , ~38!

x̂ i , j ,p,q5@Ld i , jdp,q1M ~d i ,pd j ,q1d i ,qd j ,p!#

3S 11
1/ts21/te

1/te1s D , ~39!

in which ts.0 is the stress relaxation time andte.0 is the
strain relaxation time. On account of the physical condition
of creep yield, the condition

ts,te ~40!

holds. The corresponding time-domain relaxation functions
are

mk,r5rd~ t !dk,r , ~41!

x i , j ,p,q5@Ld i , jdp,q1M ~d i ,pd j ,q1d i ,qd j ,p!#

3@d~ t !1~1/ts21/te!exp~2t/te!H~ t !#. ~42!

It is observed that the relaxation functions shown here do
satisfy the conditions for uniqueness discussed in Sec. V.

VII. CONCLUSION

A time-domain uniqueness theorem for elastodynamic
wavefield scattering in a configuration consisting of inhomo-
geneous, anisotropic solids with arbitrary relaxation proper-
ties, occupying a bounded subdomain in an unbounded ho-
mogeneous, isotropic, perfectly elastic embedding, is
presented. Sufficient conditions for the uniqueness to be laid
upon the tensorial relaxation functions are formulated in the
~causal! time Laplace-transform domain for real, positive
values of the transform parameter. Some simple relaxation
functions that are in use in the modeling of wave phenomena
in nonperfectly elastic solids are shown to be in accordance
with the criteria developed.
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A multiple-scales~MS! solution is proposed to study sound propagation in slowly varying ducts
with mean swirling flows. Instead of the standard linearized Euler equations, the MS method is
applied to the so-called Galbrun’s equation. This equation is based on an Eulerian–Lagrangian
description and corresponds to a wave equation written only in terms of the Lagrangian perturbation
of the displacement. This yields simpler differential equations to solve for the MS model as well as
simpler boundary conditions. In this paper, Galbrun’s equation is also solved by a mixed
pressure-displacement finite element method~FEM!. The proposed FEM model has already been
tested in authors’ previous papers. This model is quite general and is extended here to arbitrary mean
flows, including compressibility and swirling flow effects. Some MS and FEM solutions are then
compared in order to validate both models. ©2004 Acoustical Society of America.
@DOI: 10.1121/1.1707084#
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NOMENCLATURE

D, C, P, V Mean flow variables
p, w Acoustic variables
v Pulsation
d(•)/dt Material derivative
(r ,u,z) Cylindrical coordinates
n Outward normal
Z1 , Z2 Inner and outer wall impedances
R1 , R2 Inner and outer duct radii
Z5ez Slow axial scale
kz Local axial wave number
m Azimuthal mode number
D0 , C0 , P0 , V0 zeroth-order mean flow variables

p0 , w0 zeroth-order acoustic variables
V Flow modified pulsation
L, L† Acoustic operator and its adjoint
c0 , c0

† zeroth-order eigenfunction and its
adjoint

Va Fluid domain
G i Wall boundary
Gw Forced displacement boundary
p* , w* Trial fields
L* , C* Characteristic length and sound speed
M0 , V0 Axial and azimuthal Mach number
ī Time-averaged intensity~W m22!
m Total duct attenuation~dB!

I. INTRODUCTION

Mean swirling flows may have a significant impact upon
sound propagation in ducts, particularly when turbomachines
are involved. For instance, the fan of an aeroengine duct is
likely to generate a significant rotating flow, for which the
azimuthal velocity can even be comparable to the axial com-
ponent. It is then obvious that the effects of swirl on acoustic
wave propagation cannot be neglected.

Almost all analyses taking into account such effects deal
with the study of a mode propagating inside a simple straight
duct.1–5 This work has notably provided a meaningful under-
standing of coupling that occurs between the so-called
acoustic and rotational waves.

Recently, Cooper and Peake6 extended Golubev and
Atassi’s study4 to slowly varying lined ducts by applying a
multiple-scales~MS! method. Results outlined the influence
of mean flow swirl, which produces a large difference in

axial wave number and moves co-rotating modes closer to
cut-off ~counter-rotating modes are moved further!. One con-
sequence is that, when a lining is present at walls, co-rotating
modes are always much more damped than those in a non-
swirling flow ~counter-rotating modes may be amplified!.

In order to describe sound propagation in swirling flows,
all the above-mentioned references are based on the linear-
ized Euler equations~note that the standard full-potential
equation, which assumes that both acoustics and aerodynam-
ics are irrotational, cannot be considered!. However, there
exists another wave equation, the so-called Galbrun’s
equation7 also derived by Godin,8 which is a reformulation
of the linearized Euler equations using an Eulerian–
Lagrangian description. Galbrun’s equation constitutes a
second-order partial differential equation, which has the par-
ticularity to be written only in terms of the Lagrangian per-
turbation of the displacement vector~itself expressed with
Eulerian variables!. Theoretical details about this equation
are given in Refs. 8 and 9.

Few works deal with this equation, but it may have thea!Electronic mail: fabien.treyssede@utc.fr
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following several advantages: a gain of one to two unknowns
compared to the linearized Euler equations, availability of
exact expressions of intensity and energy,8,10 simple expres-
sions of boundary conditions~compared to Myers’
condition11!. Studying a single mode propagating in a
straight duct with swirling flows, Poire´e12 derived a differen-
tial equation from Galbrun’s equation that is satisfied by the
radial component of the Lagrangian displacement.

In this paper, a MS method based on Galbrun’s equation
is proposed to solve sound propagation in slowly varying
lined ducts with swirling flows. The overall method is in-
spired from Rienstra’s13 and Cooper and Peake’s6 papers.
The proposed model does nota priori provide some great
insights from a physical point of view compared to Cooper
and Peake’s, but equations are much easier to solve and the
mean flow being considered is not necessarily homentropic
~though no such flows are considered for the numerical re-
sults presented in this paper!.

A second part of the paper consists in proposing a quite
general finite element method~FEM! to solve Galbrun’s
equation in the harmonic case, for any arbitrary mean flow
whether it is sheared, swirling and/or compressible. It has to
be emphasized that some work has been made to solve the
general linearized equations of fluid mechanics using a FEM.
This work concerns the linearized Euler equations in the late
1970s,14–16 as well as Galbrun’s equation more
recently.10,17–19 Unfortunately, the effects of swirling flows
have not yet been specifically studied in those analyses.

Here, the proposed FEM is applicable to any type of
flow. The choice of a mixed pressure-displacement varia-
tional formulation combined with a finite element satisfying
the inf-sup condition avoids the well-known locking phe-
nomenon, which usually occurs with a purely displacement
based formulation. The developed FEM model has already
been successfully tested in the present authors’ recent papers
for sound propagation in sheared flows18 and vibro-acoustic
interactions.19 The slight difference with those references
comes from the fact that the variational formulation is now
quite general because it includes the additional terms inher-
ent to mean flow compressibility effect, which were not pre-
viously considered.

The last part of the paper gives some numerical results
in the axisymmetric case, obtained with the MS and FEM
models. The main goal of this part is to validate both models
and to verify that they adequately include the effects of swirl
upon acoustic propagation.

II. MULTIPLE-SCALES SOLUTION FOR ACOUSTICS

This section only gives the multiple-scales solution for
acoustics, based on Galbrun’s equation. A multiple-scales so-
lution for the mean flow has already been considered in Ref.
6 and will not be detailed here. More insight about Galbrun’s
equation can be found in Refs. 8, 9, 10, and 19.

The multiple-scales methodology~see for instance Refs.
20–22! may be divided into three main parts. First, a slowly
varying parameter is defined and used to rewrite governing
equations. Second, a local eigenvalue problem is solved at
each duct cross-section~zeroth-order solution!. Third, a solv-

ability condition is derived from the first-order problem in
order to get the axially varying factor of the solution.

A. Problem formulation

In order to simplify calculations in the remainder, Gal-
brun’s equation is first rewritten in its mixed pressure-
displacement form:

D
d2w

dt2
1“p1~“"w!“P2T

“"w“P50,

~2.1!
p1DC2

“"w50.

Upper and lower case letters, respectively, denote mean flow
and acoustic variables. In the following, the adjective
‘‘acoustic’’ may be a misnomer because it will be used to
qualify any disturbance, although a perturbation wave is
likely to be of vortical type also.D, C, P, and V are the
density, sound celerity, pressure, and velocity of the mean
flow. p andw are the pressure and displacement Lagrangian
perturbations~this kind of perturbation is associated with the
same particle, unlike standard Eulerian perturbations!. In the
harmonic case, assuming ane2 ivt dependence, the material
derivative is given byd/dt52 iv1V"“. An axisymmetric
duct geometry is assumed. Cylindrical coordinates (r ,u,z)
will be used, wherez is the duct axis. Figure 1 represents a
slowly varying annular duct in the (r ,z) cutting plane.

Based on the continuity of normal displacement,8 the
general boundary conditions at walls is given by

p52 ivZiw"n at r 5Ri , i 51,2. ~2.2!

n is the outward normal from the fluid point of view.R1 and
R2 denote the inner and outer duct radii.Z1 andZ2 are the

FIG. 1. Geometry of a slowly varying duct carrying flow with swirl. The
acoustic inlet being located at the top sectionz50 m, the sketched duct is
expanding from the acoustical point of view.
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wall impedances atr 5R1 and R2 , respectively.Ri and Zi

may vary slowly along the duct axis.
The assumption of a slowly varying duct geometry sug-

gests the use of a multiple-scales method, which first consists
in defining the following slow spatial scale:

Z5ez, ]/]z5e]/]Z. ~2.3!

e is a small parameter that can be quantified by the maximum
axial slope of duct walls. Moreover, approximate solutions of
the acoustic fields are sought of the following form:

w~r ,u,z,t !5w~r ,z!expS i Ez

kz~a!da Dexp@ i ~mu2vt !#.

~2.4!

kz represents the local axial wave number~unlike for a
straight duct,kz is slowly varying along the axis!. m is the
azimuthal mode number. Suppressing the exponential, deri-
vation rules with respect toz become formally

]w

]z
5 ikzw1e

]w

]Z
. ~2.5!

Concerning the mean flow, stationarity andu indepen-
dence are supposed. Then, the application of a multiple-
scales method to the basic equations of fluid mechanics
shows that mean flow variables have the following expan-
sions~see Refs. 6 and 13!:

H D~r ,Z;e!5D0~r ,Z!1O~e2!

C~r ,Z;e!5C0~r ,Z!1O~e2!

P~r ,Z;e!5P0~r ,Z!1O~e2!
,

H Vr~r ,Z;e!5eVr 1
~r ,Z!1O~e3!

Vu~r ,Z;e!5Vu0
~r ,Z!1O~e2!

Vz~r ,Z;e!5Vz0
~r ,Z!1O~e2!

. ~2.6!

In the remainder of this section, indices will denote the ex-
pansion order. Mean flow variables are supposed to have
been calculated beforehand.

Then, using Eq.~2.5! and the mean flow mass conserva-
tion “"DV50 to leading order~ordere1), it can be shown
that the material second derivatives can be written, after
some calculations:

D0

d2w

dt2
52D0V2w2 i e

1

w
H ]~D0Vz0

Vw2!

]Z

1
1

r

]~rD 0Vr 1
Vw2!

]r J 1O~e2!

~2.7!

with V5v2kzVz0
2

m

r
Vu0

.

Finally, reporting Eqs.~2.5!–~2.7! into Eq. ~2.1! yields
the following system, up to first order:

2D0V2wr1
]p

]r
1

]P0

]r S wr

r
1

im

r
wu1 ikzwzD

5 i e
1

wr
H ]~D0Vz0

Vwr
2!

]Z
1

1

r

]~rD 0Vr 1
Vwr

2!

]r
J

1eH ]P0

]Z

]wz

]r
2

]P0

]r

]wz

]Z J ,

2D0V2wu1
im

r
p2

]P0

]r S im

r
wr2

wu

r D
5 i e

1

wu
H ]~D0Vz0

Vwu
2!

]Z
1

1

r

]~rD 0Vr 1
Vwu

2!

]r
J

1e
]P0

]Z

im

r
wz ,

~2.8!

2D0V2wz1 ikzp2
]P0

]r
ikzwr

5 i e
1

wz
H ]~D0Vz0

Vwz
2!

]Z
1

1

r

]~rD 0Vr 1
Vwz

2!

]r
J

1eH 2
]p

]Z
2

]P0

]Z S 1

r

]

]r
~rwr !1

im

r
wuD1

]P0

]r

]wr

]Z J ,

p1D0C0
2S 1

r

]

]r
~rwr !1

im

r
wu1 ikzwzD52eD0C0

2 ]wz

]Z
.

Concerning the boundary condition~2.2!, the outward nor-
mal is

ni57
1

A11S dRi

dz
D 2

S er2
dRi

dz
ezD , i 51,2 , ~2.9!

where the minus~respectively, plus! sign is associated toi
51 ~respectively,i 52). Then, applying Eq.~2.3!, condition
~2.2! becomes

p56 ivZi S wr2e
dRi

dZ
wzD at r 5Ri , i 51,2.

~2.10!

In order to obtain an approximate solution ofw and p,
acoustic variables are now expanded in powers ofe such that

H wr

wu

wz

p
J 5H wr 0

wu0

wz0

p0

J 1eH wr 1

wu1

wz1

p1

J 1O~e2!. ~2.11!

B. Local solution at the order O„1…

Applying the expansion~2.11! to system~2.8!, we ob-
tain to leading order~ordere0)
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2D0V2wr 0
1

]p0

]r
1

]P0

]r
S wr 0

r
1

im

r
wu0

1 ikzwz0
D 50,

2D0V2wu0
1

im

r
p02

]P0

]r
S im

r
wr 0

2
wu0

r
D 50,

~2.12!

2D0V2wz0
1 ikzp02

]P0

]r
ikzwr 0

50,

p01D0C0
2S 1

r

]

]r
~rwr 0

!1
im

r
wu0

1 ikzwz0D50.

The azimuthal and axial components of the displacement
may be expressed in terms of the pressure and radial dis-
placement, thanks to the second and third equations of the
above system:

wu0
5

im

r

p02
]P0

]r
wr 0

D0V22
1

r

]P0

]r

, wz0
5 ikz

p02
]P0

]r
wr 0

D0V2
.

~2.13!

Now, the system~2.12! can be simplified to a system of
two differential equations by replacing the azimuthal and
axial displacements~2.13! into the first and fourth equations
of Eq. ~2.12!. This leads to

a
1

r

]

]r
~rwr 0

!1b
]P0

]r
wr 0

1H a

D0C0
2
2bJ p050,

~2.14!

a
]p0

]r
2b

]P0

]r
p01H bS ]P0

]r D 2

2a2J wr 0
50,

with

a5D0V22
1

r

]P0

]r
, b5

m2

r 2
1kz

22
1

rD 0V2

]P0

]r
kz

2.

Boundary condition~2.10! to leading order is simply given
by

p056 ivZiwr 0
at r 5Ri ~ i 51,2!. ~2.15!

Equations ~2.14! and ~2.15! constitute an eigenvalue
problem (kz is the eigenvalue! of two first-order differential
equations with two eigenfunctions,p0 and wr 0

. However,
this problem is unidimensional~r-dependent only! and is ob-
viously not sufficient to give a complete solution of our
problem. In fact, Eqs.~2.14! and ~2.15! must be solved for
each cross section of the duct~the duct axis being dis-
cretized! in order to obtain the radial profiles of the acoustic
fields w0(r ) andp0(r ). As explained in the following, thez
dependence of the acoustic variables will be obtained by
means of a solvability condition derived from the first-order
problem.

It has to be outlined that system~2.14! can be further
transformed into a single differential equation written in
terms ofp0 only ~see the Appendix!. Nevertheless, this does
not really simplify the equations to solve because the single
differential equation becomes of second order and the bound-
ary condition, which would then have to be expressed in
terms of pressure only, has a more complex form.

C. Solvability condition

Applying Eq. ~2.11! to Eq. ~2.8!, the problem to first
ordere1 is given by

Lc15 f 0 ~2.16!

with the following notations:

L53
2D0V21

1

r

]P0

]r
i
m

r

]P0

]r
ikz

]P0

]r

]

]r

2 i
m

r

]P0

]r
2D0V21

1

r

]P0

]r
0 i

m

r

2 ikz

]P0

]r
0 2D0V2 ikz

2
1

r

]~r ~• !!

]r
2 i

m

r
2 ikz 2

1

D0C0
2

4 , c15H wr 1

wu1

wz1

p1

J ,

~2.17!

f 05

¦
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1
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H ]~D0Vz0
Vwr 0

2 !

]Z
1

1

r

]~rD 0Vr 1
Vwr 0

2 !

]r
J 1

]P0

]Z

]wz0

]r
2

]P0

]r

]wz0

]Z

i
1

wu0

H ]~D0Vz0
Vwu0
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]Z
1
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]~rD 0Vr 1
Vwu0

2 !
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J 1
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]Z

im

r
wz0

i
1

wz0

H ]~D0Vz0
Vwz0

2 !

]Z
1

1

r

]~rD 0Vr 1
Vwz0
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]r
J 2

]p0

]Z
2
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]Z S 1
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]

]r
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]P0
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§
.

2719J. Acoust. Soc. Am., Vol. 115, No. 6, June 2004 F. Treyssède and M. B. Tahar: Sound propagation in ducted swirling flows



To first order, the boundary condition~2.10! is now

p17 ivZiwr 1
57 ivZi

dRi

dZ
wz0

at r 5Ri , i 51,2.

~2.18!

L is not a self-adjoint operator. Thus, we must solve the
adjoint problem, denoted by the exponent †, and which sat-
isfies the following identity:

^c0
† ,Lc0&5^L†c0

† ,c0&, ~2.19!

where the inner product is suitably defined by

^A,B&5E
R1

R2

(
n51

4

An* Bnr dr . ~2.20!

The exponent* denotes the complex conjugate. The follow-
ing notations have been chosen for the eigenfunction and its
adjoint:

c05^wr 0
,wu0

,wz0
,p0&, c0

†5^wr 0

† ,wu0

† ,wz0

† ,p0
†&.

~2.21!

Then, after integrating by part terms inr derivatives of
the left-hand side of Eq.~2.19!, and taking into account the
fact thatLc050—see Eq.~2.12!—and of Eq.~2.15!, it can
be shown that the adjoint problem is given explicitly by

L†* c0
†* 50, p0

†* 56 ivZiwr 0

†* at r 5Ri ~ i 51,2!,

~2.22!

where the adjoint operatorL† is

L†53
2D0V* 21

1

r

]P0

]r
i
m

r

]P0

]r
ikz*

]P0

]r

]

]r

2 i
m

r

]P0

]r
2D0V* 21

1

r

]P0

]r
0 i

m

r

2 ikz*
]P0

]r
0 2D0V* 2 ikz*

2
1

r

]~r ~• !!

]r
2 i

m

r
2 ikz* 2

1

D0C0
2

4 . ~2.23!

Solution of the adjoint problem~2.22! is then simply given
by

wr 0

†* 5wr 0
, wu0

†* 52wu0
, wz0

†* 52wz0
, p0

†* 5p0 .

~2.24!

This can be easily verified by reporting Eq.~2.24! into Eq.
~2.22! and by verifying that the system thus obtained is
strictly equivalent to Eqs.~2.12! and ~2.15!.

Then, the solvability condition is obtained by integrating
by part the inner product betweenc0

† andLc1 , which gives

~2.25!

Making use of Eq.~2.24! and of the boundary condition to
leading order~2.15!, as well as to first order~2.18!, the
equality ~2.25! becomes

^c0
† ,Lc1&5 ivZ2R2

dR2

dZ
wr 0

wz0
U

r 5R2

1 ivZ1R1

dR1

dZ
wr 0

wz0
U

r 5R1

. ~2.26!

The left-hand side of the above equation can also be
explicitly calculated, knowing thatLc15 f 0 and relations

~2.24!. After some rearrangements, this yields

^c0
† ,Lc1&5E

R1

R2H i F ]

]Z
$D0Vz0

V~wr 0

2 2wu0

2 2wz0

2 !%

1
1

r

]

]r
$rD 0Vr 1

V~wr 0

2 2wu0

2 2wz0

2 !%G
1

]

]Z
~p0wz0

!1
1

r

]

]r S ]P0

]Z
rwr 0

wz0D
2

]

]Z S ]P0

]r
wr 0

wz0D J r dr . ~2.27!

Terms in]/]r are integrated in a straightforward way. For
terms in]/]Z, the Leibniz formula is used:

E
R1~Z!

R2~Z! ]

]Z
f ~r ,Z!dr5

d

dZ ER1~Z!

R2~Z!

f ~r ,Z!dr

2FdR~Z!

dZ
f ~Z,R!G

R1~Z!

R2~Z!

. ~2.28!

Using Eq.~2.28! in ~2.27!, and using Eq.~2.15!, again leads
to
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^c0
† ,Lc1&5

d

dZ ER1

R2H iD 0Vz0
V~wr 0

2 2wu0

2 2wz0

2 !1p0wz0
2

]P0
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wr 0

wz0J r dr

1F iD 0rVS Vr 1
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dR

dZ
Vz0D ~wr 0

2 2wu0

2 2wz0

2 !G
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R2

1 ivZ2R2

dR2

dZ
wr 0

wz0
U

r 5R2

1 ivZ1R1

dR1

dZ
wr 0

wz0
U

r 5R1

1S R2wr 0
wz0H ]P0

]Z
2

dR2

dZ

]P0

]r J DU
r 5R2

2S R1wr 0
wz0H ]P0

]Z
2

dR1

dZ

]P0

]r J DU
r 5R1

. ~2.29!

Now, the boundary condition for the mean flow is
V"n50 at r 5Ri , which gives to leading order~ordere1):

Vr 1
2

dRi

dZ
Vz0

50 at r 5Ri ~ i 51,2!. ~2.30!

The above-mentioned condition makes the first term of the
second line of Eq.~2.29! vanish. Then, it has to be noted that
the radial mean flow velocity completely disappears from
expression~2.29!, which renders its calculation unnecessary.

Finally, combining equalities~2.26! and ~2.29! leads to
the following rather simple solvability condition:

d

dZ ER1

R2H iD 0Vz0
V~wr 0

2 2wu0

2 2wz0

2 !1p0wz0
2

]P0

]r
wr 0

wz0J
3r dr 1S R2wr 0

wz0H ]P0

]Z
2

dR2

dZ

]P0

]r J DU
r 5R2

2S R1wr 0
wz0H ]P0

]Z
2

dR1

dZ

]P0

]r J DU
r 5R1

50. ~2.31!

D. Multiple-scales solution

Mode-like displacement and pressure variables that we
are looking for are rewritten as follows:

p0~r ,Z!5A0~Z!p0~r !, wr 0
~r ,Z!5A0~Z!wr 0

~r !,

~2.32!

wu0
~r ,Z!5A0~Z!wu0

~r !, wz0
~r ,Z!5A0~Z!wz0

~r !,

where p0(r ) and w0(r ) correspond to the local eigenfunc-
tions obtained from Eqs.~2.14! and~2.15!. A0(Z) is an axial
amplitude function to solve. Replacing acoustic variables
~2.32! in the solvability condition~2.31! and making use of
expression~2.13! gives the following differential equation
for the unknownA0(Z)2:

d

dZ
@g~Z!A0~Z!2#5l~Z!A0~Z!2, ~2.33!

whereg andl only depend uponZ, and are given by

g~Z!5E
R1

R2
iD 0Vz0

VFwr 0

2 1
1

D0
2V4 S p02

]P0

]r
wr 0D 2

3H m2

r 2 S 12
1

rD 0V2

]P0

]r D 22

1kz
21kz

V

Vz0
J G r dr ,

~2.34!

l~Z!5(
i 51

2 S Rikz

vZiD0V2
p0S p02

]P0

]r
wr 0D

3H ]P0

]Z
2

dRi

dZ

]P0

]r J D U
r 5Ri

.

The general solution of Eq.~2.33! is

A0~Z!25N0
2 expEZ l~x!2g8~x!

g~x!
dx, ~2.35!

whereN0
2 denotes a normalization factor~constant of inte-

gration!.
From a computational point of view, the solving method

is as follows. Equations are adimensionalized. First, the local
eigenvalue problem given by Eqs.~2.14! and~2.15! is solved
for each duct cross section by an iterative Runge–Kutta al-
gorithm. Then, knowingp0(r ), w0(r ), andkz(Z), a numeri-
cal one-dimensional~1D! integration with respect tor is used
to computeg(Z) from Eq. ~2.34!. Finally, giveng(Z) and
l(Z), another 1D integration~with respect toZ this time! is
computed in order to obtainA0(Z) from Eq. ~2.35!. The
complete solution is provided by Eq.~2.32! multiplied by the
exponential factors of Eq.~2.4!.

As stated earlier, this section has assumed that the mean
flow was initially computed. Except for some physical and
realistic conditions the mean flow has to satisfy—Eq.~2.30!
and mass conservation used for Eq.~2.7!—the proposed
multiple-scales solution is valid for any arbitrary mean flow.
In particular, it remains also valid for nonhomentropic flows,
unlike Cooper and Peake’s solution.6 Moreover, the local ei-
genvalue problem consists in solving two differential equa-
tions, instead of four for Cooper and Peake’s solution, and
the solvability condition seems to be simpler to compute.

However, for conciseness and clarity, no turning points
analysis has been included here, the main point of the paper
being to compare the MS solution with a FEM model. Turn-
ing points occur when a mode changes from cut-on to cut-off
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inside the duct. For this peculiar case, the proposed MS ap-
proximation breaks down and the method needs some adap-
tation ~see for instance Ref. 6!.

III. FEM MODEL

In this section, the FEM proposed to study sound propa-
gation in arbitrary flows is briefly recalled. The numerical
method has already been developed in the present authors’
recent papers,18,19 to which the reader is referred for more
details. Unlike the multiple-scales model, the developed
FEM is valid for any varying duct geometry~not necessarily
slowly varying!.

A. Problem formulation

A typical duct is depicted in Fig. 1. The geometry is
axisymmetric and sketched on the (r ,z) cutting plane.Va

denotes the fluid domain. Boundary notations correspond to
different types of boundary conditions, as defined in the fol-
lowing.

Differential equations governing acoustics inVa have
already been given by Eq.~2.1!. An e2 ivt harmonic regime
is assumed. The mean flow is supposed to be stationary. Two
kinds of boundary conditions may be defined: a prescribed
displacement condition and an absorbing wall condition. The
former may be imposed at both the inlet and the outlet. These
conditions are, respectively, given by

w5w̄ on Gw , ~3.1!

w"n52
1

ivZ
p on G i . ~3.2!

Note that the above impedance condition is based on the
normal Lagrangian displacement continuity.8 For a perfectly
rigid wall, i.e., Z→`, Eq. ~3.2! reduces tow"n50.

It must be emphasized that a prescribed outlet displace-
ment implies that we already know the solution at the outlet,
which is not very satisfying from a physical point of view.
Indeed, as explained in Sec. IV, a modal decomposition will
be preferred at the duct outlet in order to simulate a multi-
modal nonreflecting boundary condition.

B. Variational formulation

Though a purely displacement formulation can be de-
rived from Eq.~2.1! ~see for instance Ref. 10 or 23!, a mixed
pressure-displacement variational formulation is preferred in
order to avoid spurious numerical solutions, known in the
literature as a ‘‘locking’’ phenomenon.24

The equations in~2.1! are, respectively, multiplied by
two trial fields, w* and p* , and integrated overVa . Inte-
grating by parts and applying boundary conditions~3.1! and
~3.2! yields the following variational problem, which con-
sists in solving the acoustic variables$w,p% verifying
$wuGw

5w̄% and

2E
Va

1

DC2
p* p dV1E

Va

“p* "w dV1E
Va

w* "“p dV2v2

3E
Va

Dw* "w dV2 ivE
Va

Dw* "~V"“w!dV1 iv

3E
Va

D~V"“w* !"w dV2E
Va

D~V"“w* !"~V"“w!dV

1E
Va

~w* "“P!~“"w!dV2E
Va

w* "~T
“w"“P!dV

2E
Gw

p* ~w"n!dS1
1

iv E
G i

1

Z
p* p dS50,

;w* ,p* /$w* uGw
50%. ~3.3!

The four first terms represent the no-flow acoustic operators,
the three following terms give the additional operators when
flow is present. The last line is a boundary integral, on which
boundary conditions are imposed. Note that impermeable
walls have been assumed so thatV"n50 on G i .

The third line corresponds to operators that have to be
included when the mean pressure is not spatially constant.
For simplicity, those operators were not considered in previ-
ous papers10,18 because they do nota priori represent any
difficulty from a numerical point of view. In this paper, re-
sults tend to prove that this statement is actually true. Unlike
Refs. 18 and 19, it is important to note that no assumption is
made here for the mean flow~except its stationarity!, so that
formulation ~3.3! is quite general and, in particular, takes
into account compressibility effects of the mean flow. Thus,
mean density, sound celerity, pressure, and velocity can ar-
bitrarily vary inside the duct.

C. Finite element discretization

The geometry is assumed to be axisymmetric. Without
loss of generality, fluctuating variables can be rewritten in
the following form:

~w,p!~r ,u,z,t !5~w,p!~r ,z!ei ~mu2vt !. ~3.4!

Trial functions are given by

~w* ,p* !~r ,u,z,t !5~w* ,p* !~r ,z!e2 i ~mu2vt !. ~3.5!

In order to avoid locking and spurious solutions, inter-
polations for displacement and pressure variables must also
be adequately chosen. Though not necessary, a criterion that
ensures convergence and stability of the finite element is
given by the inf-sup condition, well known for incompress-
ible media ~see for instance Ref. 24!. This kind of finite
element has already been successfully applied to the varia-
tional formulation~3.3! in the constantP case, when testing
the effect of shear flows.18,19

The element chosen in this paper, referred to as the ‘‘
P1

12P1 ,’’ ‘‘4/3c’’ or ‘‘MINI’’ element in the literature, is a
three-node triangle with an internal degree of freedom for
each component of the displacement. Its interpolating func-
tions are, on the reference element:
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w~u,n!5~12u2n!w11uw21nw31~12u2n!una,
~3.6!

p~u,n!5~12u2n!p11up21np3 ,

where the subscriptsi ( i 51,2,3) denote node number.a is a
generalized variable corresponding to an internal degree of
freedom, which can be condensed out before the elements
are assembled. As a side remark, the overall method pre-
sented in this paper is easily applicable to the three-
dimensional case because elements satisfying the inf-sup
condition also exists in three dimensions.24

After assembling and applying boundary conditions, the
global discretized variational formulation yields an algebraic
system of theKu5f form, whereu contains all the acoustic
nodal unknowns~displacement and pressure!. The matrixK
is v dependent, unsymmetrical, complex and band. A sparse
storage is chosen. For a fixedv, the unknown nodal vectoru
is finally obtained by using a LU decomposition.

IV. RESULTS

In the following, both MS and FEM models are com-
pared. Acoustic computations are made for perfectly rigid
and lined ducts, in the presence of compressible flows with
swirl.

A. Preliminary remarks

Boundary conditions used for FEM calculations are
shown in Fig. 1. At the duct inlet~from an acoustical point of
view!, Lagrangian displacement calculated from the MS so-
lution is prescribed. In the following, the acoustic inlet will
always be at the top sectionz52 m. At the outlet (z
50 m), a multimodal decomposition technique is used. This
technique consists in recasting the nodal acoustic variables
located at the duct outlet via an eigenmode expansion~see,
for example, Refs. 25 and 26!. This technique was also sat-
isfyingly used in Refs. 18 to simulate a multimodal nonre-
flecting boundary condition, with nonswirling flows. Here,
the method is extended to swirling flows. In this paper, five
radial modes have been used for the decomposition, which is
far enough given that higher order modes are strongly cut-off
for the considered test cases~it must be noted that no azi-
muthal decomposition is needed becausem is a fixed param-
eter in the axisymmetric FEM code!.

The reason why a multimodal nonreflecting condition is
used at the outlet comes from reflection and scattering into
other modes that may occur when the launched mode propa-
gates along the duct. The FEM model naturally includes any
reflection and scattering. This is not the case for the MS
model, which implicitly assumes a one-way propagating
mode, neglecting reflection and scattering.18,25 Thus, forcing
the Lagrangian displacement~calculated from the MS
model! at the outlet too would not be very satisfying from a
physical point of view, nor would be a monomodal nonre-
flecting condition.

However, applying a modal decomposition technique
raises the problem of mode orthogonality and completeness.
For nonswirling flows, modes are orthogonal if the axial
mean flow is uniform at the duct section being considered~as
well as mean density, celerity, and pressure!. For swirling

flows, as shown in Appendix, the flow must also be in rigid-
body rotation. For our purpose, this means that the mean
flow at the outlet must be uniform in its axial direction, in
rigid-body rotation and that density, celerity, and pressure
remains also constant.

Consequently, mean flows considered in this paper are
restricted to this particular form at the outlet. They are cal-
culated from the aerodynamic MS model of Cooper and
Peake.6 This model provides aerodynamic solutions for
slowly varying ducts in the fully compressible case with the
assumption of homentropy~yet, we recall that the acoustic
MS model proposed in this paper remains valid even for
nonhomentropic mean flows!. Solutions have the particular-
ity to be nearly uniform at the computing starting point, here
at the outletz50 m, and hence to satisfy all the requiring
conditions needed to use the above-mentioned nonreflecting
condition. To be quantitatively more precise, for results pre-
sented in the following, mean flow density, celerity, and pres-
sure vary up to 5% from their respective mean at the outlet.
Variations of the axial velocity and rotation are almost of
0%. Then, the MS model yields acoustic modes which axial
wave numbers have a 4% maximum difference from the uni-
form flow case, with quasi-identical pressure profiles.

Inputs of Cooper and Peake’s aerodynamic MS model
are the outlet axial Mach numberM05Vz /C* and the outlet
azimuthal Mach number defined asV05VuL* /rC* , where
C* and L* denote, respectively, the characteristic sound
speed and length. In this paper,C* 5340 m s21 and L*
51 m. In all test cases given in the following, the computed
densityD remains about 1.2 kg m23 throughout the fluid,C
andP are about 340 m s21 and 105 Pa.

The geometry considered is the same as in Ref. 6. This
is a slowly varying duct, contracting or expanding, defined
by its inner and outer radii as

R1~z!50.548260.05 tanh~2z22!,
~4.1!

R2~z!51.151870.05 tanh~2z22!.

In the following, iso-pressure contours are given in Pa in
order not to minimize errors. Propagation and axial flow di-
rections are also sketched in order to explicitly show if wave
propagation is upstream or downstream. Test cases sweep a
nondimensional frequency range up to aboutkL* 530 and
the duct geometry is generally meshed with al/10 finite
element length. Figure 2 exhibits two examples ofl/10
meshes used in this paper.

B. Comparison for perfectly rigid ducts

The first example is that of a~25,1! mode propagating
in a perfectly rigid and expanding duct withM0520.21 and
V0510.30 at the outlet (z50). A negative productmV0

means that the mode is counter-rotating. Figure 3 depicts all
mean flow variables but radial velocity, which is negligible
and not needed for acoustic MS solutions. Atz50 m, it can
be observed that the axial velocity is uniform and that the
azimuthal velocity profile varies linearly, indicating a rigid-
body rotation. Besides, density, celerity, and pressure vary
slowly. Thus, atz50, a modal decomposition can be accu-
rately made. At the inletz52 m ~from the acoustical point of
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view!, the mean flow is not uniform anymore, cross-sectional
means ofM0 andV0 are20.30 and10.30, respectively.

Figure 4 shows the acoustic results for both models and
for f 5350, 500, and 650 Hz. A good agreement is found for
every frequency. In particular, the~25,1! mode is strongly
attenuated atf 5350 Hz, indicating a cut-off. Cut-off fre-
quencies can be approximated by the analytical expression
~A8! valid in the uniform case~if not uniform, the flow has
then to be averaged at each section!. This expression gives a
local cut-off frequency of 361 and 391 Hz atz50 and 2 m,
respectively, which confirms that the mode is evanescent
throughout the duct~no turning point occurs!.

Small discrepancies can be observed in Fig. 4~e! near

the modal pressure node~at r .1.0 m). As shown in Fig. 5,
they almost disappear when the mesh is refined~l/10 and
l/20 meshes have been used for Figs. 4~e! and 5, respec-
tively!. In the remainder of this paper, analyses of conver-
gence of the FEM implementation will not be pursued and
are left for further studies. However, mesh refinements have
been done for every test case of the present paper~though
not shown for conciseness! in order to determine if the dif-
ferences observed between solutions are physical or numeri-
cal. FEM results presented in this paper are given with a
sufficiently small meshing~generally al/10 mesh!, which
prevents discrepancies due to a convergence lack and truly
enables a physical interpretation.

The second test case concerns a~120,0! mode propa-
gating in a contracting duct atf 51250, 1500, and 1750 Hz
~see Fig. 6!. At z50, the flow is nearly uniform, withM0

510.30 andV0510.30 ~at z52 m, their means are, re-
spectively,10.21 and10.30!. For conciseness, mean flow
variables are not depicted anymore in the following.

Both models converge in a satisfying way. A very slight
difference may be seen at 1750 Hz, which can be explained
by some little reflections occurring inside the duct~not taken
into account by the MS model!. As previously, the mode
being considered is cut-off for the lowest frequencyf
51250 Hz. The analytical cut-off frequency goes from 1304
Hz at z52 m to 1367 Hz atz50 m, which confirms the
evanescence observed.

Figure 7 shows the axial time-averaged intensity for the
three frequencies. The time-averaged intensity is postpro-
cessed from the FEM solution, and explicitly given by

ī52
v

2
ImH ~p2w"“P!w* 1DS dw

dt
"w* DVJ . ~4.2!

FIG. 2. l/10 FEM meshes for a duct:~a! slowly contracting at f
5300 Hz, ~b! slowly expanding atf 5850 Hz.

FIG. 3. Mean flow variables calculated from the aero-
dynamic MS model of Cooper and Peake, withM 0

520.21 andV0510.30 at the acoustic outlet (z50
section!: ~a! density,~b! celerity, ~c! pressure,~d! azi-
muthal velocity, and~e! axial velocity.
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In Eq. ~4.2!, w* denotes the complex conjugate ofw and
must not be confused with the trial field of Eq.~3.3!. Equa-
tion ~4.2! derives from the intensity expression obtained
from Galbrun’s equation in Refs. 8 and 10. This expression is
exact and quite general~but not unique!.

The cut-off occurring at 1250 Hz is well characterized

by a negligible axial intensity compared to the two other
frequencies. Note that this intensity is not equal to zero~but
strongly decreases from the inlet! because, when flow is
present, cut-off modes have a small propagative part~the
axial wave number is not purely imaginary!. Besides, as ex-
pected, axial intensity is slightly increased from 1500 to
1750 Hz, because of the axial wave number increase with
frequency.

It must be noted that, without swirl, the mode would be
completely cut-on, even at 1250 Hz~analytical cut-off fre-
quency would be of about 1000 Hz!: what is seen atf
51250 Hz is one of the swirl effects, which increases cut-off
frequencies for co-rotating modes~i.e., with positive product
mV0). This effect is thus correctly included in both MS and
FEM models.

C. Comparison for lined ducts

In this section, lined ducts are considered. In the pres-
ence of treatment at walls, modes are not orthogonal in the
usual sense, which may affect the efficiency of the nonre-
flecting boundary condition. The duct must then be perfectly
rigid at the outletz50. However, in fact, the transition from
impedance to rigid wall can be initiated at an arbitrarily
small distance from the outlet, as stated in Ref. 25.

The third example gives a comparison for the~63,0!
modes propagating atf 5200 and 300 Hz, inside a contract-

FIG. 4. Pressure modulus in Pa of the~25,1! mode
launched in an expanding rigid-wall duct, withM 0

520.21 and V0510.30 at the acoustic outlet (z
50 m): ~a!, ~b!, ~c! MS solutions forf 5350, 500, and
650 Hz, respectively,~d!–~f! FEM solutions.

FIG. 5. Pressure modulus in Pa of the~25,1! mode atf 5500 Hz~rigid-wall
duct, with M 0520.21 andV0510.30). FEM solution with mesh refine-
ment.

2725J. Acoust. Soc. Am., Vol. 115, No. 6, June 2004 F. Treyssède and M. B. Tahar: Sound propagation in ducted swirling flows



ing duct, withM0510.52 andV0510.20 atz50 m ~at z
52 m, averagedM0 and V0 are, respectively,10.35 and
10.20!. Walls are lined with impedancesZ15Z25408
2408i . As shown in Fig. 8, the agreement between both
models is very good for every case. In particular, axial at-
tenuation satisfyingly converges~at 300 Hz and form5
23, the FEM model gives a very little smaller attenuation,
probably due to some reflection inside the duct!. This attenu-

ation, denoted bym in dB, can be explicitly computed with
the following definition:

m510 log10S E
R1~0!

R1~0!

up~r ,z50!u2r dr Y
E

R1~L !

R1~L !

up~r ,z5L !u2r dr D . ~4.3!

FIG. 6. Pressure modulus in Pa of the~120,0! mode
launched in a contracting rigid-wall duct, withM 0

510.30 and V0510.30 at the acoustic outlet (z
50 m): ~a!, ~b!, ~c! MS solutions forf 51250, 1500,
and 1750 Hz respectively,~d!, ~e!, ~f! FEM solutions.

FIG. 7. Axial intensity in W/m2 ~postprocessed from FEM solutions! of the ~120,0! mode at:~a! f 51250 Hz, ~b! f 51500 Hz; ~c! f 51750 Hz.
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At 200 Hz, the attenuation is about 40 and 60 dB for
m523 andm513, respectively. At 300 Hz, it decreases to
about 10 and 20 dB. Those results confirm the general trend
found by Cooper and Peake,6 indicating that co-rotating
modes are always more damped than counter-rotating ones.
This difference in damping may be important, as shown by
the presented results. It becomes lower as frequency in-
creases, going further and further from cut-off~cut-off fre-
quencies for counter- and co-rotating modes are about 130
and 195 Hz, respectively!.

Figure 9 exhibits the last test case: a~610,1! mode
propagating in a lined expanding duct at 850 Hz. Flow pa-
rameters atz50 m are given byM0520.35 and V0

510.2 ~this yields averages of20.52 and 10.2 at z
52 m). Wall impedances areZ15Z25102021020i . In or-
der to explicitly show the effect of swirl, Fig. 9 gives a
comparison between the three following modes:m5210
~with swirl!, m510 without swirl, m5110 ~with swirl!.
Note that without swirl, the sign ofm has no consequence
upon the solution, and that the MS solution corresponds to
Rienstra’s solution13 ~mean flow variables do not depend
upon r and are uniform upon each section!.

The convergence between both models is rather good
but some wiggles can be observed for FEM solutions, which
are probably due to reflection and/or scattering into other
modes. As explained earlier, it has been verified that the
differences between MS and FEM solutions are not mesh
related~refinements may yield some smoother profiles but
they do not modify the overall results presented in this pa-
per!. For m5110, almost no wiggles appear because this
mode is near its cut-off frequency~about 800 Hz!: the axial
wave numberkz is then lower, which makes the effect of
geometry axial variations less important upon acoustic wave
propagation~reflections are negligible!.

This example shows the effect of the presence of swirl
compared to the no swirl case. Attenuation equals about 6, 7,
and 15 dB for m5210, m510 without swirl, and m
5110, respectively. Here again, the conclusion agrees with
Cooper and Peake’s results.

Figure 10 depicts the axial intensity postprocessed from
FEM solutions for the three modes. It can be observed that
intensity is gradually decreased fromm5210 to m5110.
For m5110, the axial intensity is very low because this
mode is near its cut-off frequency~about 800 Hz!, which is

FIG. 8. Pressure modulus in Pa of the~63,0! mode launched in a contracting lined duct (Z15Z254082408i ), with M 0510.52 andV0510.20 at the
acoustic outlet (z50 m): ~a!, ~b! MS solutions at 200 Hz form523 andm513, ~c!, ~d! respective FEM solutions,~e!, ~f! MS solutions at 300 Hz for
m523 andm513, ~g!, ~h! respective FEM solutions.
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not the case of modesm5210 andm510 without swirl
~their respective cut-off occurs at about 570 and 690 Hz!.
Moreover, an enlargement of intensity vector is also given,
which shows that it is not parallel to the wall, meaning that
some energy is absorbed. Note that the vector penetrates
more into the walls form5210. Those energy consider-
ations are coherent with the fact that attenuation is higher

~respectively lower! for co-rotating ~respectively, counter-
rotating! modes than in the no-swirl case.

V. CONCLUSION

In this paper, a MS method and a FEM have been pro-
posed to study sound propagation in ducts with compressible

FIG. 9. Pressure modulus in Pa of the~610,1! mode
launched in an expanding lined duct (Z15Z251020
21020i ) at 850 Hz, with M0520.35 and V0

510.20 at the acoustic outlet (z50 m): ~a!, ~b!, ~c!
MS solutions form5210, m510 with no swirl, and
m5110, respectively,~d!, ~e!, ~f! FEM solutions.

FIG. 10. Axial intensity in W/m2 ~computed from FEM solutions! of the ~610,1! mode atf 5850 Hz for: ~a! m5210, ~b! m510 with no swirl, ~c! m
5110. Enlargements of intensity vectors are also shown at walls.
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and swirling flows. Both methods are based on Galbrun’s
equation, which provides some interesting aspects. Boundary
conditions at lined walls have a simplified form, and exact
expressions of intensity and energy are available. For the MS
model, equations are easier to solve than those based on the
standard linearized Euler equations. For the FEM model, a
mixed pressure-displacement based formulation allows the
direct application of the inf-sup condition, well known for
incompressible media.

The MS method applies for slowly varying duct,
whereas the FEM model is quite general. In order to validate
both models, a comparison between MS and FEM solutions
has been realized for a slowly varying duct, expanding or
contracting. A good agreement has been found. Results pre-
sented in this paper show that both models are able to take
into account the effects of swirl upon acoustic propagation,
and that neglecting swirl in acoustics with flows may lead to
significant errors. In particular, co-rotating~respectively,
counter-rotating! modes are likely to be cut-off~respectively,
cut-on! or, if the duct is lined, more~respectively, less!
damped compared to the no-swirl case. The importance that
those effects may have shows the limitations inherent to a
full-potential formulation, which assumes that both acoustic

and aerodynamic velocities are irrotational. This justifies the
use of more general equations, such as the linearized Euler
equations or Galbrun’s equation.

However, concerning FEM computations, the nonre-
flecting boundary condition used in this paper assumes a
uniform and rigid-body rotation flow at the outlet~or nearly!.
Because its efficiency may be affected by stronger flow non-
uniformities, the proposed nonreflecting boundary condition
would a priori need some adaptation in order to be applied to
any kind of flows.

APPENDIX: LOCAL EIGENPROBLEM

System~2.14! can be reduced to a single differential
equation written in terms ofp0 . From the second equation of
~2.14!, the radial displacement is

wr 0
5

a
]p0

]r
2b

]P0

]r
p0

a22bS ]P0

]r D 2 . ~A1!

After some tedious calculations, replacing the radial dis-
placement into the first equation of Eq.~2.14! leads to the
following single differential equation forp0 :

]2p0

]r 2
1H 1

r
1

2aa81~b812bP082a8b/a!P08
2

a22bP08
2 J ]p0

]r
1H S a

D0C0
2
2b D S 12

b

a2
P08

2D
1

~2a8b2ab8!P082ab~rP08!8/r 2~a2b2b2P08
21abr ~P08/r !8!bP08

2/a2

a22bP08
2 J p050, ~A2!

where primes refer to first and second partial derivatives
~with respect tor! of the equation coefficients. Boundary
condition ~2.15! has also to be expressed in terms ofp0 :

]p0

]r
57

i

vZia
$a22bP08

26 ivZibP08%p0

at r 5Ri ~ i 51,2!. ~A3!

In the specific case of a uniform flow defined by the fact
thatD0 , C0 , P0 , Vz0

, andVu0
/r do not depend uponr ~i.e.,

uniform axial velocity and rigid-body rotation!, Eq. ~A2! re-
duces to

]2p0

]r 2
1

1

r

]p0

]r
1H V2

C0
2
2

m2

r 2
2kz

2J p050, ~A4!

whereV is now constant. Solutions of Eq.~A4! are thus a
combination of Bessel’s functions:

p0mn
~r !5AJm~kr mn

r !1BYm~kr mn
r !, ~A5!

where the radial wave number is given by the dispersion
equation:

kr mn

2 5V2/C0
22kzmn

2 . ~A6!

As for the no-flow case, the (m,n) modes are orthogonal
when walls are perfectly rigid.

Furthermore, it can be shown from Eq.~A6! that

kzmn

6 5
2M0~k2mk0!6A~k2mk0!22~12M0

2!kr mn

2

12M0
2

,

~A7!

wherek5v/C0 , M05Vz0
/C0 , andk05Vu0

/rC0 . This re-
lation is the same that in Kerrebrock’s analysis.1 Cut-off fre-
quencies of the (m,n) mode correspond to the value ofk for
which term inside the square root vanishes~when perfectly
rigid walls are considered!. After some calculations, this
leads to

f cmn
5A12M0

2 f 0mn
1

mv0

2p
, ~A8!

where v05Vu0
/r . f 0mn

5c0kr mn
/2p is the no-flow cut-off

frequency. This relation shows that cut-off frequencies are
modulated by aA12M0

2 factor~for any direction of the axial
flow! and incremented bymv0/2p ~cut-off frequencies of
counter-rotating modes are decreased, and vice-versa for co-
rotating modes!. This basic result is experienced in Sec. IV.
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Assumptions used to obtain Eq.~A4! may not be realis-
tic from the mean flow point of view, because the mean
pressure gradient is directly related to the presence of swirl27

~if swirl is present, then the mean pressure cannot be con-
stant!. Nevertheless, for acoustic computations, small mean
pressure gradient may be neglected. Then, orthogonal prop-
erties of solution~A5! and Eq.~A8! may be very useful for
acoustic computations and physical understanding, as proved
in Sec. IV.
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In this work, a simple and stable numerical method is presented, utilizing the method of moments
~MoM!, to eliminate the internal resonance problem associated with acoustic scattering by
three-dimensional rigid body subjected to a plane wave incidence. The numerical method is based
on the potential theory and combines the single layer formulation~SLF! and the double layer
formulation~DLF!. The scattering body is approximated by planar triangular patches. For the MoM
solution of SLF and DLF, the basis functions have been defined with respect to the edges to
approximate the unknown source distribution. These basis functions along with an efficient testing
procedure generate accurate results at all frequencies, including the characteristic frequencies.
Finally, the new solution method is validated with several representative examples. ©2004
Acoustical Society of America.@DOI: 10.1121/1.1703537#
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I. INTRODUCTION

Acoustic scattering from an arbitrary shaped rigid body,
although a classical problem, received considerable attention
recently owing to the developments in digital computer tech-
nology. There exist several numerical algorithms to solve the
acoustic scattering problem, viz.,~a! the T-matrix
approach,1–4 ~b! the boundary integral equation method,5–8

and~c! the method of moments~MoM!.9–14 Further, we note
that, although all these formulations work well with varying
degrees of complexity, one problem common to all these
methods is the so-called internal resonance problem. The in-
ternal resonance problem refers to the nonuniqueness of the
solution when the incident field frequency coincides with the
resonance frequency of the cavity of the same shape as that
of the scattering body. In fact, this problem is quite severe
because of the following reasons.

~1! The numerical solution starts deteriorating in the vi-
cinity of the characteristic frequency and it is difficult to
estimate the accuracy of the given solution, even away from
the resonance.

~2! These resonance frequencies occur more frequently
as we extend the methods into the high-frequency regime,
thereby making the method virtually useless.

Several remedies have been proposed to overcome this
problem. Notable among them are the following~a! the
Combined Helmholtz Integral Equation Formulation
~CHIEF! procedure15 and ~b! the Burton and Miller~BM!
procedure.16 The CHIEF method, although very popular, is
somewhat heuristic and prone to inaccuracies, especially at
high frequencies. On the other hand, the BM solution is more
elegant and mathematically guaranteed to be stable.

The BM procedure basically suggests developing two
separate formulations, viz.,~a! the Helmholtz formulation
and ~b! its normal derivative, also known as single and

double layer formulations~SLF and DLF!, respectively. The
required integral equation is then obtained by combining
them with an appropriate weighting parameter to generate a
single equation. Burton and Miller proved mathematically
that in the resulting equation, the breakdown phenomenon is
completely eliminated.16

Several researchers have attempted to use the BM
procedure17–19 to overcome the internal resonance problem.
Obviously, the main focus in these attempts is to solve the
DLF, which is much more involved than the SLF. This is
because the DLF procedure involves hypersingular kernels
and an accurate numerical solution of such problems requires
careful evaluation of the integrals involved. The usual pro-
cedure has been to regularize the kernel or to evaluate com-
plex integrals, which, unfortunately, resulted in rather
unattractive/complicated algorithms. At this stage we also
note that, as far as our knowledge is concerned, all the nu-
merical methods available are, in fact, node-based methods
~i.e., the unknown quantities have been evaluated at the junc-
tion points of the basic elements in finite element/boundary
element scheme! that compounded the problem.

In this work, we adopt the idea proposed in Ref. 16 and
develop a simple numerical scheme based on the MoM. In
the solution scheme, as reported earlier,20 we utilize the
edge-based basis functions to approximate the unknown
quantities. Here we note that the DLF has been successfully
implemented in Ref. 20, and in this work we report the
evaluation of SLF and then combine both the SLF and the
DLF to eliminate the internal resonance problem.

This paper is organized as follows.
In the next section, we describe the mathematical deri-

vation of the SLF and the DLF. Since the DLF numerical
solution is reported elsewhere,20 we only mention the essen-
tial features here for the sake of completeness. Next, in Sec.
III, we describe the edge-based numerical solution procedure
of solving the SLF using MoM. In Sec. IV, we describe the
procedure to combine the SLF and the DLF to obtain a com-
bined layer formulation~CLF! that is free of an internal reso-

a!Corresponding Author: Sadasiva M. Rao, Supercomputer Education and
Research Center, Indian Institute of Science, Bangalore—560 012, India.
Electronic mail: smrao@serc.iisc.ernet.in; Telephone: 91-80-360 0086.
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nance problem. Several representative examples are pre-
sented to illustrate the efficacy of the present approach in
Sec. V. Last, in Sec. VI, we present some important conclu-
sions drawn from this work.

II. SINGLE AND DOUBLE LAYER FORMULATIONS

Consider an arbitrarily shaped three-dimensional acous-
tically rigid body surrounded by an infinite, homogeneous,
nonviscous medium, such as air, as shown schematically in
Fig. 1. LetSrepresent the surface of the body, andr andc be
the density and speed of sound in the surrounding medium,
respectively. Let (pi ,ui) and (ps,us) represent the incident
and scattered pressure and velocity fields, respectively. It is
important to note that the incident fields are defined in the
absence of the scatterer. It is customary to introduce a veloc-
ity potentialF such thatu5“F andp52 j vrF, assuming
a harmonic time variation.

Let s represent the simple source distribution on the
scatterer. Using the potential theory and the free space
Green’s function, the scattered velocity potential may be de-
fined as

Fs5E
S
s~r 8!G~r ,r 8!ds8 ~1!

and

Fs5E
S
s~r 8!

]G~r ,r 8!

]n8
ds8, ~2!

for the SLF and the DLF, respectively. In Eqs.~1! and ~2!,

G~r ,r 8!5
e2 jkR

4pR
, ~3!

and

R5ur2r 8u, ~4!

r 8, r , andk represent the locations of the source point, the
location of the observation point, and the wave number, re-
spectively. Bothr andr 8 are defined with respect to a global
coordinate origin O. Also, note that in Eq.~2!, ]/]n8 repre-

sents the normal derivative with respect to the source point
r 8. Noting that, at the surface of the hard scatterer, normal
derivative of the total velocity potential, which is the sum of
the incident and the scattered potentials must vanish, the SLF
and the DLF integral equations may be derived, given by

E
S
s~r 8!

]G~r ,r 8!

]n
ds852

]F i~r !

]n
, ~5!

and

]

]n ES
s~r 8!

]G~r ,r 8!

]n8
ds852

]F i~r !

]n
, ~6!

respectively. In Eqs.~5! and~6!, ]/]n represents the normal
derivative with respect to the observation pointr . Also, in
Eqs.~5! and~6!, F i represents the incident velocity potential
that is related to the incident pressure fieldpi by the relation
pi52 j vrF i .

In the next section, we develop the numerical solution
using edge-based basis functions to solve Eq.~5!. As men-
tioned earlier, the details of the numerical solution of Eq.~6!
are available in Ref. 20 and hence not included here.

It is important to note that the edge-based MoM solution
procedure isnot the most efficient algorithm in terms of
computational resources, as compared to an earlier method,
viz., the face-based solution.9 However, it is difficult to ex-
tend the face-based solution procedure to solve the DLF.

III. NUMERICAL SOLUTION OF SLF

Let the given arbitrary body be represented byNn nodes,
Ne edges, andNf triangular patches, as shown in Fig. 2.
Here, we note that the SLF is valid for closed bodies only,
and thus we haveNn2Ne1Nf52.21 We note that in the
following solution scheme, the number of unknownsN, i.e.,
the dimension of the moment matrix, is equal toNe . For the
MoM solution procedure, we use the same basis functions,
defined in Ref. 20 and included here for the sake of clarity, to
represent the unknown source distributions.

Let Tn
1 and Tn

2 represent two triangles connected to
edgen of the triangulated surface model, as shown in Fig. 3.
The plus or minus designation of the triangles is arbitrary
and of no consequence in the numerical solution scheme. We
define the basis function associated with thenth edge as

f n~r !5H 1, rPSn ;

0, otherwise;
~7!

FIG. 1. Arbitrary body excited by an acoustic plane wave.

FIG. 2. Arbitrarily shaped closed body modeled by triangular patches.

2732 J. Acoust. Soc. Am., Vol. 115, No. 6, June 2004 B. Chandrasekhar and S. M. Rao: Elimination of internal resonance problem



whereSn represents the region obtained by connecting the
centroids of trianglesTn

6 , denoted by position vectorsrn
c6 ,

to the nodes of edgen. Note that this area is shown shaded in
Fig. 3. Using these basis functions, the unknown source dis-
tribution s may be approximated as

s~r !5 (
n51

N

anf n~r !, ~8!

where an represents the unknown coefficient to be deter-
mined.

The next step in the MoM is to select a testing proce-
dure. For the sake of simplicity, we select the testing func-
tions as delta functions defined at the centroids ofSn

6 , given
by

f n~r !5H d~r2rn
c1!, rPSn

1 ;

d~r2rn
c2!, rPSn

2 ;

0, otherwise;

~9!

where rn
c6 represents the position vector to the centroid of

regionSn
6 . We note here that, since the testing of the integral

equation is done at the centroid ofSn
6 , which is always a flat

region for the planar triangular patch modeling, the extrac-
tion of principal value term in Eq.~5! becomes trivial. Thus,
we can rewrite Eq.~5! as

s~r !

2
2E

S
s~r 8!

]G~r ,r 8!

]n
ds852

]F i~r !

]n
, ~10!

where*S represents the integration over the surface, exclud-
ing the principal value term, i.e.,r5r 8. Thus, we note that
the *S represents a well-behaved integral, although rapidly
varying, which can be evaluated using standard integration
algorithms, as explained in the following.

The testing procedure begins with defining the symmet-
ric product as

^ f 1 , f 2&5E
S
f 1f 2 ds, ~11!

where f 1 and f 2 are two scalar functions defined over a sur-
faceS. Thus, the testing equation may be written as

K f m ,
s

2 L 2K f m ,E
S
s~r 8!

]G~r ,r 8!

]n
ds8L

52^ f m ,an"“F i& ~12!

wherean represents the outward unit normal vector.
We observe that

K f m ,
s

2 L '
1

2 FAm
1s~rm

c1!1Am
2s~rm

c2!

3 G ~13!

and

K f m ,E
S
s~r 8!

]G~r ,r 8!

]n
ds8L

'E
S
E

S
s~r 8!

]G~r ,r 8!

]n
ds8 ds

5
Am

1

3 E
S
s~r 8!

]G~rm
c1 ,r 8!

]n1
ds8

1
Am

2

3 E
S
s~r 8!

]G~rm
c2 ,r 8!

]n2
ds8, ~14!

whereAm
6 andrm

c6 represent the area and the position vector
to the centroid ofSm

6 connected to themth edge, respectively.
We also note that the surface integration over the testing
functions in Eqs.~13! and ~14! is approximated by the inte-
grand at the centroid ofSm

6 and multiplying by the area of the
subdomain patch. This approximation is justified because the
subdomains are sufficiently small, which is a necessary re-
quirement to obtain an accurate solution using the MoM.

Next, using the same logic and assuming the incident
field to be a slowly varying function, we approximate the
right-hand side of Eq.~12! as

^ f m ,an"“F i&5E
S
f m~r !an"“F i~r !ds

'S Am
1

3
am

11
Am

2

3
am

2D "“F i~rm!, ~15!

whererm andam
6 represent the midpoint of themth edge and

the outward unit normal vector toSm
6 , respectively.

Thus, using Eqs.~13!, ~14!, and ~15!, the testing equa-
tion may be written as

1

2 FAm
1s~rm

c1!1Am
2s~rm

c2!

3 G
2

Am
1

3 E
S
s~r 8!

]G~rm
c1 ,r 8!

]n1
ds8

2
Am

2

3 E
S
s~r 8!

]G~rm
c2 ,r 8!

]n2
ds8

52S Am
1

3
am

11
Am

2

3
am

2D "“F i~rm!, ~16!

for m51,2,...,N.

FIG. 3. Geometrical parameters associated with an interior edge.
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Substituting the source expansion Eq.~8! into Eq. ~16!
yields anN3N system of linear equations, which may be
written in matrix form as

ZX5Y, ~17!

where Z5@Zmn# is an N3N matrix and X5@an# and Y
5@Ym# are column vectors of lengthN. Elements ofZ andY
are given by

Zmn55
1

2 FAm
11Am

2

3 G1Gmm
1 1Gmm

2 , m5n;

2FAm
1Gmn

1

3
1

Am
2Gmn

2

3 G , mÞn;

~18!

Ym5S Am
1

3
am

11
Am

2

3
am

2D "“F i~rm!, ~19!

where

Gmn
6 5E

Sn
1

]G~rm
c6 ,r 8!

]n6
ds81E

Sn
2

]G~rm
c6 ,r 8!

]n6
ds8,

~20!

]G~rm
c6,r 8!

]n6
5~11 jkRm

c6!
e2 jkRm

c6

4pRm
c63

am6"~rm
c62r 8!,

~21!

Rm
c65urm

c62r 8u. ~22!

Integrals appearing in Eq.~20! are straightforward integrals
over a triangular region. Here we note that the integrals do
not have singular kernels because of the extraction of the
principal value term wherein the self-patch integral is de-
leted. Thus,Gmn50 if both themth-edge and thenth edge
belong to the same planar triangle. However, the intgrand in
Eq. ~20! can vary rapidly and, hence, the integrals may be
evaluated using the methods described in Refs. 22, 23 for an
accurate solution.

For the plane wave incidence, we set

F i5ejkk"r, ~23!

where the propagation vectork is

k5sinu0 cosf0ax1sinu0 sinf0ay1cosu0az , ~24!

and (u0 ,f0) defines the angle of arrival of the plane wave in
terms of the usual spherical coordinate convention.

Once the elements of the moment matrixZ and the forc-
ing vector Y are determined, one may solve the resulting
system of linear equations, Eq.~17!, for the unknown col-
umn vectorX.

IV. COMBINED LAYER FORMULATION

In this section, we present the combined layer formula-
tion ~CLF! which is a general formulation applicable to both
open and closed bodies. Further, as suggested in Ref. 16, the
solution of CLF is also free of an interior resonance problem,
as described in the following.

FIG. 4. Scattering cross section versus polar angle for an acoustically hard
sphere subjected to an axially incident plane wave.

FIG. 5. Scattering cross section versus polar angle for an acoustically hard
cube subjected to an axially incident plane wave.

FIG. 6. Scattering cross section versus polar angle for an acoustically hard
cylinder subjected to an axially incident plane wave.

FIG. 7. A comparison of different formulations for the scattering cross
section versus the polar angle for an acoustically hard sphere.
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For the CLF case, lets represent the simple source dis-
tribution on the scatterer. Using the potential theory and the
free space Green’s function, the scattered velocity potential
may be defined as

Fs5E
S
s~r 8!FG~r ,r 8!1a

]G~r ,r 8!

]n8 Gds8, ~25!

wherea is a complex additive constant. Noting that, at the
surface of the hard scatterer, the normal derivative of the
total velocity potential, which is the sum of the incident and
scattered potentials must vanish, the CLF integral equation
may be derived, given by

E
S
s~r 8!F]G~r ,r 8!

]n
1a

]

]n

]G~r ,r 8!

]n8 Gds852
]F i~r !

]n
.

~26!

From Eq.~26! we note that the integral equation is a combi-
nation of the SLF, discussed so far, and the DLF discussed in
Ref. 20. Following the numerical procedures developed for
these formulations, we can develop a numerical solution to
the CLF by simply combining the matrices developed for the
SLF and the DLF cases with an additive constanta. Further,
numerical tests have shown that for a given surface mesh the
best accuracy solutions are obtained by choosinga51/jk,
wherek is the wave number.24–26

V. NUMERICAL RESULTS

In this section, numerical results are presented for sev-
eral canonical shapes and compared with other solutions
whereever possible. The numerical results are presented for

the following cases:~i! To validate the edge-based SLF;~ii !
To validate the edge-based CLF, and~iii ! To check for the
ill-conditioning of the moment matrix at characteristic fre-
quencies for SLF and DLF methods and eliminate this prob-
lem using CLF.

For all these cases, we consider plane wave excitation.

A. Validation of the edge-based SLF

In this section, we validate the edge-based solution of
SLF, discussed so far in this work, by comparing with the
patch-based solution presented in Ref. 9. The geometries
considered are a sphere, a cube, and a finite cylinder. For all
cases, the body is placed at the center of the coordinate sys-
tem and the plane wave is traveling along theZ axis with
wave numberk51. In all cases the scattering cross sectionS
is given by

S54pr 2UFs

F iU2

. ~27!

Figure 4 shows the scattering cross sectionSas a function of
the polar angleu for a hard sphere, radius 1 m, excited by an
incident plane wave traveling along the polar axis. The
sphere is modeled by a coarse and a finer grid scheme having
112 and 216 patches, which results in a matrix size of 168
and 324, respectively. For comparison, we also present the
exact solution. Here, we note that the numerical solution
compares very well with the exact solution. Furthermore, the
finer solution shows a better comparison than the coarser

FIG. 8. A comparison of different formulations for the scattering cross
section versus the polar angle for an acoustically hard cube.

FIG. 9. A comparison of different formulations for the scattering cross
section versus the polar angle for an acoustically hard cylinder.

FIG. 10. A comparison of SLF, DLF, and CLF as a function of frequency for
the scattering by a rigid sphere.

FIG. 11. The source distribution versus the polar angle for SLF and CLF for
a sphere excited by an axially incident plane wave.
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scheme, indicating the convergence of the results to the exact
solution.

Next, Fig. 5 shows the scattering cross sectionS as a
function ofu for the case of a cube, length 1 m, placed such
that the origin of the coordinate system coincides with the
center of the cube. The cube is modeled by 96 square patches
of equal area. By joining the diagonal of each square patch,
the planar triangular patch model of the cube can be gener-
ated with 192 triangular patches and 288 edges. Once again,
we notice an excellent comparison between edge-/patch-
based results.

As a last example, we consider the case of a finite cyl-
inder closed at both ends, radius 1 m and length 2 m, excited
by an axially incident plane wave. The cylinder is modeled
by 300 triangular patches and 450 edges. Figure 6 shows the
scattering cross sectionS as a function ofu. For this case
also, we note good comparison between edge-based SLF and
patch-based SLF results.

B. Validation of edge-based CLF

In this section, we present the scattering cross section as
a function of the polar angleu using solutions for SLF, DLF,
and CLF for several canonical shapes.

The rigid sphere, cube, and cylinder have been modeled
using planar triangular patches, as shown in the inset of Figs.
4, 5, and 6, respectively, and excited by an axially incident
plane wave. Figures 7–9 show the scattering cross sectionS
as a function ofu for all the three formulations. For the CLF
solution, we have seta52 j 0.16, although this value is not
critical. From the figures, we notice that the CLF solution

compares well with both SLF and DLF methods.

C. Elimination of ill-conditioning problem

In this section, we present the numerical results to sup-
port the claim that the CLF method is free from the ill-
conditioning problem. Here, we consider a sphere, a cube,
and a cylinder, which are closed bodies, and check for the
ill-conditioning problem at characterestic frequencies. We
note that such a problem exists for both the SLF and the DLF
methods.

Figure 10 shows the plot of the logarithm of the recip-
rocal of the condition number of theZ matrix versus wave
numberk for the case of a rigid sphere of radius 1 m excited
by an axially incident plane wave. The sphere is modeled as
in the previous example. It may be noted that the matrices
for the SLF and the DLF cases become highly ill-conditioned
at k53.1926 andk52.1, respectively. We note that the the-
oretical values, obtained as the roots of the spherical Bessel
function for the Dirichlet and Neumann problems, are 3.14
and 2.08, respectively.27 The slight difference in the numeri-
cal and theoratical values may be explained by noting that
the triangulated sphere is, in reality, not an exact sphere.
Obviously, when the body is excited by an incident field at
these values, the numerical solution is erroneous, resulting in
a large and unphysical solution, as demonstrated in Figs. 11
and 12. However, in both cases the CLF solution is stable
and provides a reasonable solution.

In Fig. 11, we show the source distribution as a function
of the polar angleu for two cases, viz.,ka52.9 ~nonresonant
case! and 3.1926~SLF resonance case!. We note that, from
Fig. 11 atka53.1926, the source distribution results in very
large and unphysical values. Obviously, this suggests an er-
roneous solution. However, CLF algorithm generates reason-
able and similar results for both values ofka.

Similarly, Fig. 12 represents the situation when the DLF
algorithm generates erroneous results. Here, we select two
frequencies, viz.,ka51.99 ~nonresonance case! and ka
52.1 ~resonance case!. From the figure, it is evident that the
DLF formulation exhibits widely different solutions at these
two frequencies whereas the CLF generates very similar re-
sults.

Finally, we present the comparison of SLF, DLF, and
CLF for two more cases, viz., a rigid cube of 1 m side length
and a cylinder with radius 1 m and length 2 m, in Figs. 13

FIG. 12. The source distribution versus the polar angle for DLF and CLF for
a sphere excited by an axially incident plane wave.

FIG. 13. A comparison of SLF, DLF, and CLF as a function of frequency for
the scattering by a rigid cube.

FIG. 14. A comparison of SLF, DLF, and CLF as a function of frequency for
the scattering by a rigid cylinder.
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and 14, respectively. We note that for the case of a cube, the
SLF and the DLF fail aroundk55.399 and 2.99, respec-
tively. In a similar way, for the case of a cylinder, the SLF
and the DLF fail aroundk52.94 and 4.2, respectively. How-
ever, the CLF solution exhibits smooth variation throughout
the frequency range.

VI. CONCLUSIONS

In this work, we have presented a general method to
obtain the scattered acoustic fields from an arbitrarily shaped
body subjected to a plane wave incidence. Further, we have a
presented a simple solution method to eliminate the trouble-
some internal resonance problem. The numerical solution is
obtained via the method of moments solution procedure. The
numerical solution of CLF is applicable to both open as well
as closed bodies. Obviously, for open bodies the CLF is same
as the DLF presented in Ref. 20. However, for the case of
closed bodies, the CLF represents a combination both the
DLF and the SLF. This combination is necessary in order to
ensure a stable solution for all frequencies of the incident
field. Last, work is in progress to apply the CLF formulation
to a more complex fluid-body problem.
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A complete solution is obtained for the diffraction of a time-harmonic acoustic plane wave by a
circular disk in a viscous fluid. Arbitrary disk radius size and arbitrary angle of incidence are
considered. The linearized equations of viscous flow and the no-slip condition on the rigid disk are
used to derive sets of dual integral equations for the fluid velocity and pressure. The dual integral
equations are solved by analytic reduction to sets of linear algebraic equations. An asymptotic
approximation for the far-field scattered pressure is given, and this approximation is compared to
results of previous inviscid acoustic analyses. It is shown that our results for the force on the disk
and the far-field scattered pressure are consistent with the prediction of the theory of aerodynamic
sound. Numerical results are presented for the fluid velocity field in the case of tangential incidence.
The velocity field near the disk is shown to contain vortices that are swept along the disk with the
passage of the incident plane wave. ©2004 Acoustical Society of America.
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I. INTRODUCTION

Acoustic diffraction by a circular disk is a problem of
both theoretical and practical importance. Theoretically, the
disk can be used to investigate orientation and edge effects
for a finite body in an analytically tractable setting. A review
of analytic results for diffraction by a disk is given in Ref. 1;
some more recent results are cited in Refs. 2 and 3. The
analyses in Refs. 1–3, like most acoustic analyses, assume
an inviscid fluid medium. It is shown in Ref. 4 that viscosity
can be of practical importance in diffraction by a circular
aperture, and similar effects can be expected for the disk. An
approximate expression for the viscous correction in diffrac-
tion by a sphere is given in Ref. 5, but no such expression is
available for the disk. For diffraction by a thin disk at graz-
ing incidence, viscous effects represent not a correction, but
rather the primary mechanism of diffraction.

In this paper, we consider in detail the effects of fluid
viscosity on the diffraction of sound by a circular disk. As in
Refs. 4 and 6, we assume an incident time-harmonic plane
wave, and seek the scattered field due to the imposition of
the no-slip condition on the surface of the disk. Arbitrary
angle of incidence and arbitrary disk radius are considered.

With the inclusion of viscosity, the disk scattering prob-
lem comprises a rich variety of fluid flow phenomena. The
various flow regimes may be parametrized in terms of the
maximum velocityv0 of the incident plane wave, the radius
R of the disk, the frequencyv of the time-harmonic acoustic
field, the acoustic wave numberk0 of the incident plane
wave, and the fluid kinematic viscosityn. We assume here
that the Reynolds numberRv0 /n is small, so that the fluid
equations can be linearized. With this assumption, the re-
maining parameters can be grouped into the two dimension-

less quantitiesk0R and (n/v)1/2/R. The parameter space de-
fined by these two dimensionless quantities is shown in Fig.
1. The horizontal axis~region I! in Fig. 1 corresponds to the
assumption of an inviscid fluid; standard acoustic diffraction
analyses, including all those cited in Ref. 1, are restricted to
this region. The vertical axis~region II! in Fig. 1 corresponds
to the casek050, or, equivalently, the assumption of incom-
pressible viscous fluid flow. Linearized time-harmonic in-
compressible viscous flow~oscillatory Stokes flow! in the
presence of a circular disk is discussed in Ref. 7. In the
hatched region III, the disk radiusR is large compared to the
viscous diffusion length (n/v)1/2, and viscous effects are
therefore confined to a thin spatial region near the disk. Re-
gion III may thus be called the acoustic boundary layer re-
gion. In the hatched region IV, the acoustic wavelength is
large compared to the disk radius, so that flow near the disk
is quasi-incompressible. Region V in Fig. 1 may be described
as general linear viscous compressible flow.

The analysis in this paper spans the entire parameter
space in Fig. 1, from inviscid acoustics to incompressible
Stokes flow. In Secs. II and III, we derive general expres-
sions for the complete velocity and pressure fields. The force
on the disk and the vorticity field are derived in Sec. IV, and
an asymptotic approximation for the far-field scattered pres-
sure is given in Sec. V. Section VI presents specific numeri-
cal results that show the effects of viscosity on this far-field
scattered acoustic pressure. We compare these results to
those of previous inviscid acoustic analyses, and show that
our results for the force on the disk and the far-field scattered
pressure are consistent with the prediction of the theory of
aerodynamic sound. We also give numerical results in Sec.
VI for the fluid velocity field near the disk when the direction
of propagation of the incident plane wave is parallel to the
plane of the disk. In standard inviscid acoustics, the scattered
field vanishes completely for this case of tangential inci-a!Electronic mail: nagem@bu.edu
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dence. The scattered field~including a propagating acoustic
field far from the disk! that we compute for tangential inci-
dence is thus due solely to the viscous effects on the surface
of the disk. Our results for the velocity field near the disk
show the presence of vortices that are formed in the regions
corresponding to the velocity nodes of the incident plane
wave, and which are swept along the disk as the velocity
node of the incident plane wave propagates. The linear
analysis here is thus able to account for the initial generation
of the vortices that are normally associated with high ampli-
tude nonlinear acoustics or the presence of a convective
mean flow.

II. THEORY

The standard acoustic equations for linearized flow in a
homogeneous viscous fluid medium are the continuity equa-
tion

]r

]t
1r0“"v50, ~1!

the momentum equation

]v

]t
52

1

r0
“p1n“2v1

n

3
“~“"v!, ~2!

and the equation of state

dp

dr
5c0

2 , ~3!

in which v is the fluid velocity vector,r0 is the ambient fluid
density,r is the density perturbation,p is the fluid pressure,
and n is the kinematic viscosity. Equation~2! assumes a
Stokesian fluid for which the viscous forces are expressed in
terms of the shear coefficient of viscosityh5r0n.8 It may
be deduced from Eqs.~1! to ~3! that the vorticityV satisfies

]V

]t
5n“2V, ~4!

as in unsteady creeping flow, whiler and “"v satisfy an
acoustic wave equation with viscous damping, namely

]2

]t2 @r,“"v#5S c0
21

4n

3

]

]t D“2@r,“"v#. ~5!

In particular, an irrotational plane wave has velocity field of
the form

v5v0

c0

v
“$exp@ i ~kae"r2vt !#%, ka

225
c0

2

v2 2 i
4n

3v
,

~6!

wheree denotes a unit vector.
The geometric configuration for the disk diffraction

problem is illustrated in Fig. 2. A rigid disk, at which the
no-slip conditionv50 is imposed, is atz50,0<r ,R and
generates a three-dimensional disturbance to an incident
plane wave of period 2p/v. Define

k05
v

c0
, e25

n

v
k0

2 , ~7!

and suppress the time factore2 ivt. Then Eq.~6! yields

ka5
k0

S 12
4i

3
e2D 1/2, ~8!

which lies just above the positive real axis, and an incident
wave given by

vinc5~ i cosa2k sina!v0 exp@ ika~x cosa2z sina!#
~9!

in which 0<a<p/2. Thus the scattered fieldvsc generated
by the disk must cancelvinc on the disk, to satisfy the no-slip
condition, and be such that the stress discontinuities are con-
fined to the disk. It is calculated by using the modal structure
generated by the expansion

exp@ ikax cosa#5J0~kar cosa!

12(
n51

`

i nJn~kar cosa!cosnu, ~10!

whereJn is the Bessel function of the first kind of ordern.9

From Eqs.~1! to ~3!, vsc is governed by

FIG. 1. Parameter space for disk diffraction problem. Region I: inviscid
acoustics; region II: oscillatory Stokes flow; region III: acoustic boundary
layer region; region IV: quasi-incompressible flow; region V: general com-
pressible viscous flow.

FIG. 2. Geometric configuration for disk diffraction problem.
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iv

r0c0
2 psc5“"vsc, ~11!

S“21
iv

n D vsc5

12
i

3
e2

r0n
¹psc. ~12!

It is assumed that, at infinity,vsc has only diffracted
waves. Define the dimensionless Fourier coefficients

F i"vsc/v0

k"vsc/v0

psc/r0c0v0

G5F U0~r ,z!

W0~r ,z!

P0~r ,z!
G12(

n51

`

i nF Un~r ,z!

Wn~r ,z!

Pn~r ,z!
Gcosnu,

~13!

j "vsc/v052(
n51

`

i nVn~r ,z!sinnu,

which, according to Eqs.~11! and ~12!, are such that

iv

c0
P05

i

r

]

]r
@r ~U11V1!#1

]W0

]z
,

iv

c0
P15

1

2i

]U0

]r
1

i

2r 2

]

]r
@r 2~U21V2!#1

]W1

]z
, ~14!

iv

c0
Pn5

r n21

2i

]

]r S Un212Vn21

r n21 D1
i

2r n11

]

]r

3@r n11~Un111Vn11!#1
]Wn

]z
~n.1!,

and

S ]2

]r 2 1
1

r

]

]r
1

]2

]z2 1
iv

n D F U0

W0
G

5
iv

c0ka
2 S ka

22
iv

n DF i

r

]

]r
~rP1!

]P0

]z

G ,

S ]2

]r 2 1
1

r

]

]r
2

n2

r 2 1
]2

]z2 1
iv

n D F Un

Vn

Wn

G
5

iv

c0ka
2 S ka

22
iv

n D

3F r n21

2i

]

]r S Pn21

r n21 D1
i

2r n11

]

]r
~r n11Pn11!

r n21

2i

]

]r S Pn21

r n21 D2
i

2r n11

]

]r
~r n11Pn11!

]Pn

]z

G
~n>1!. ~15!

Since (“21ka
2)psc50, with ka defined by Eq.~6!, the solu-

tion for Pn that vanishes asuzu→` is

Pn5E
0

`

k21@An~k!1Bn~k!sgn~z!#

3e2(k22ka
2)1/2uzuJn~kr !dk ~n>0!. ~16!

The solution~16! allows the possibility thatPn or its
first derivative with respect toz may be discontinuous atz
50, and is more convenient than the alternative of writing
one solution forz.0 and a second solution forz,0. Then
the solution of Eq.~15! that ensures continuity ofV at z
50 is now

Wn5
iv

c0ka
2 E

0

` Ak22ka
2

k
$@An~k!sgn~z!1Bn~k!#

3e2(k22ka
2)1/2uzu2@An~k!sgn~z!1Cn~k!#

3e2(k22 iv/n)1/2uzu%Jn~kr !dk ~n>0!, ~17!

Un6Vn5
v

c0ka
2 E

0

`

$@An71~k!1Bn71~k!sgn~z!#

3e2(k22ka
2)1/2uzu2@Dn

6~k!1Bn71~k!sgn~z!#

3e2(k22 iv/n)1/2uzu%Jn~kr !dk ~n>1!, ~18!

U05
v

c0ka
2 E

0

`

$@A1~k!1B1~k!sgn~z!#e2(k22ka
2)1/2uzu

2@D0
2~k!1B1~k!sgn~z!#

3e2(k22 iv/n)1/2uzu%J0~kr !dk. ~19!

In Eq. ~18!, the upper signs and the functionDn
1 are used in

the equation forUn1Vn , while the lower signs and the func-
tion Dn

2 are used in the equation forUn2Vn . When these
expressions are substituted into Eqs.~14!, it follows that

FD1
1~k!

B0~k! G5
1

k2 ~k22ka
2!1/2S k22

iv

n D 1/2FA0~k!

C0~k!G ,

F 1

2
@Dn21

2 ~k!1Dn11
1 ~k!#

Bn~k!
G5

1

k2 ~k22ka
2!1/2S k22

iv

n D 1/2

3FAn~k!

Cn~k!G ~n>1!.

Hence

Cn~k!5F12
K~k!

~k22ka
2!1/2GBn~k! ~n>0!,

D1
1~k!5F 11

S k22
iv

n D 1/2

k2 K~k!GA0~k!,

where

K~k!5~k22ka
2!1/22

k2

S k22
iv

n D 1/2. ~20!
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Since the sum (Dn21
2 1Dn11

1 ) is given above in terms of
the functionAn , it is convenient to introduce the functionEn

(n>1) by setting

Dn21
2 ~k!

Dn11
1 ~k!J 5F 11

S k22
iv

n D 1/2

k2 K~k!GAn~k!6En~k!

~n>1!.

When these relations are substituted into Eqs.~17!–~19!, the
latter can be rearranged as

Wn5
iv

c0ka
2 E

0

`H Ak22ka
2

k
@An~k!sgn~z!1Bn~k!#

3@e2(k22ka
2)1/2uzu2e2(k22 iv/n)1/2uzu#

1
K~k!

k
Bn~k!e2(k22 iv/n)1/2uzuJ Jn~kr !dk ~n>0!,

~21!

U05
v

c0ka
2 E

0

`H @A1~k!1B1~k!sgn~z!#@e2(k22ka
2)1/2uzu

2e2(k22 iv/n)1/2uzu#2F S k22
iv

n D 1/2

k2 K~k!A1~k!

1E1~k!Ge2(k22 iv/n)1/2uzuJ J0~kr !dk, ~22!

Un2Vn5
v

c0ka
2 E

0

`H @An11~k!1Bn11~k!sgn~z!#

3@e2(k22ka
2)1/2uzu2e2(k22 iv/n)1/2uzu#

2F S k22
iv

n D 1/2

k2 K~k!An11~k!1En11~k!G
3e2(k22 iv/n)1/2uzuJ Jn~kr !dk ~n>1!, ~23!

U11V15
v

c0ka
2 E

0

`H @A0~k!1B0~k!sgn~z!#

3@e2(k22ka
2)1/2uzu2e2(k22 iv/n)1/2uzu#

2

S k22
iv

n D 1/2

k2 K~k!A0~k!e2(k22 iv/n)1/2uzuJ
3J1~kr !dk, ~24!

Un1Vn5
v

c0ka
2 E

0

`H @An21~k!1Bn21~k!sgn~z!#

3@e2(k22ka
2)1/2uzu2e2(k22 iv/n)1/2uzu#

2F S k22
iv

n D 1/2

k2 K~k!An21~k!2En21~k!G
3e2(k22 iv/n)1/2uzuJ Jn~kr !dk ~n>2!. ~25!

The sets of unknown functions$An(k),Bn(k);n
>0%,$En(k);n>1% are now determined by requiring zero
velocity on the disk and no net stress discontinuities atz
50,r .R. Let the total velocity field bevinc2vsc, with asso-
ciated pressure fieldpinc2psc. It is readily seen from Eqs.
~21! to ~25! that vsc5vinc on the disk provided

E
0

` K~k!

k
Bn~k!Jn~kr !dk5

c0ka
2

v
i sinaJn~kar cosa!

~r ,R,n>0!, ~26!

E
0

` F S k22
iv

n D 1/2

k2 K~k!An~k!6En~k!G Jn71~kr !dk

52
c0ka

2

v
cosaJn71~kar cosa! ~r ,R,n>1!, ~27!

E
0

` S k22
iv

n D 1/2

k2 K~k!A0~k!J1~kr !dk

52
c0ka

2

v
cosaJ1~kar cosa! ~r ,R!. ~28!

Equations valid forr .R are obtained in the following
by considering the normal and tangential stresses at the plane
z50. The normal stress at az5constant plane is given10 by

2p12r0nS ]vz

]z
2

1

3
“"vD .

However, if v is continuous, then the normal derivative is
equal to the divergence and hence, in virtue of Eq.~11!,
continuity of pressure suffices to ensure continuity of normal
stress. According to the Fourier expansions~10!,~13! and the
solution~16!, the pressure discontinuity in the scattered field
is confined to the disk provided

E
0

`

k21Bn~k!Jn~kr !dk5
1

2
@Pn#z502

01

50 ~r .R,n>0!. ~29!

Equations~26! and~29! furnish, for eachn>0, a pair of dual
integral equations forBn(k) that are disjoint from the other
equations.
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The tangential stress discontinuities in the scattered field
are, according to the Fourier expansions~10!,~13! and the
solution ~22!–~25!, similarly confined to the disk provided

E
0

`F ~k22ka
2!1/2

k2 An~k!6~2 iv/n!21S k22
iv

n D 1/2

En~k!G
3Jn71~kr !dk50 ~r .R,n>1!, ~30!

E
0

` ~k22ka
2!1/2

k2 A0~k!J1~kr !dk50 ~r .R!. ~31!

Equations~28! and~31! provide a pair of dual integral equa-
tions for A0(k) that are disjoint from the other equations.
However, for eachn>1, Eqs.~27! and~30! are identified as
coupled pairs of dual integral equations forAn(k),En(k).

III. THE SCATTERED FIELD: SOLUTION BY
TRANTER’S METHOD

Such groups of dual integral equations can be converted
into coupled integral equations, defined onr ,R or r .R.
But their numerical solution requires discretization and,
when rapidly oscillating forcing occurs, as here, the direct
reduction to algebraic equations given by Tranter11 is ex-
pected to be preferable. This method starts with the key ob-
servation that

A~u!5ua (
m50

`

amJn2a12m11~u!

satisfies

E
0

`

A~u!Jn~xu!du50 ~x.1!

for uau,1. Explicit expressions for the coefficients are avail-
able when the integrand for the intervalx,1 has only the
additional factoru22a. Otherwise, the choice ofa is deter-
mined by the behavior of the additional factor asu→`. So,
since the velocities introduce a factor;K(k)5O(k21) as
k→`, a51/2 here. Thus Eqs.~29!–~31! are satisfied by
writing

1

k
Bn~k!5~kR!1/2(

m50

`

bnmJn12m11/2~kR! ~n>0!, ~32!

~k22ka
2!1/2

k2 A0~k!5~kR!1/2(
m51

`

a0mJ2m21/2~kR!, ~33!

~k22ka
2!1/2

k2 An~k!6~2 iv/n!21S k22
iv

n D 1/2

En~k!

5~kR!1/2(
m50

`

~anm6enm!Jn12m21/2~kR!

~an05en0 ,n>1!. ~34!

After substituting Eq.~32! and writing u5kR, r 5Rj,
Eq. ~26! becomes

(
m50

`

bnmE
0

` K~u/R!

R
u1/2Jn12m11/2~u!Jn~uj!du

5
c0ka

2

v
i sinaJn~kaRj cosa! ~j,1,n>0!.

Tranter’s method, described by Sneddon12 in Sec. 4.6, now
transforms this functional identity into linear algebraic equa-
tions by multiplying by

21/2G~n1 l 11!

G~n11!G~ l 11/2!

jn11

~12j2!1/2Fl~n11/2,n11,j2!

and integrating over 0,j,1 to obtain

(
m50

`

bnmE
0

` K~u/R!

R
Jn12m11/2~u!Jn12l 11/2~u!du

5
c0ka

2

v
i sina~kaR cosa!21/2Jn12l 11/2~kaR cosa!

~ l ,n>0!. ~35!

HereFl is a Jacobi polynomial, defined by

Fl~a,b,j!52F1~2 l ,a1 l ;b:j!

5
G~ l 11!G~b!

G~ l 1b!
Pl

(b21,a2b)~122j!

5
G~ l 11!G~b!

G~ l 1a! (
s50

l
G~ l 1s1a!~2j!s

G~s1b!~ l 2s!!s!
, ~36!

in which the definition,

Pn
(a,b)~x!5

~21!n

2nn!
~12x!2a~11x!2b

3
dn

dxn @~12x!a1n~11x!b1n#,

is an obvious extension of Rodrigues’ formula forPn(x).
A set of linear equations for the coefficients inA0(k) is

similarly obtained by substituting Eq.~33! into Eq. ~28!,
multiplying by

21/2G~ l 12!

G~ l 11/2!

j2

~12j2!1/2Fl~3/2,2,j2!

and integrating over 0,j,1. Thus

(
m51

`

a0mE
0

`F u22
iv

n
R2

u22~kaR!2
G 1/2

3
K~u/R!

R
J2m21/2~u!J2l 13/2~u!du

52
c0ka

2

v
cosa~kaR cosa!21/2J2l 13/2~kaR cosa!

~ l>0!. ~37!
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Further, for eachn>1, coupled sets of linear equations for
the coefficients inAn(k),En(k) are obtained by substituting
Eq. ~34! into Eq. ~27!, multiplying by

21/2G~n1 l !

G~n!G~ l 11/2!

jn

~12j2!1/2Fl~n21/2,n,j2!

and

21/2G~n1 l 12!

G~n12!G~ l 11/2!

jn12

~12j2!1/2Fl~n13/2,n12,j2!,

respectively, and integrating over 0,j,1. Thus

E
0

`

(
m50

` H K~u/R!

R
F u22

iv

n
R2

u22~kaR!2
G 1/2

anm

1

S 2
iv

n D
S u22

iv

n
R2D 1/2enmJ

3Jn12m21/2~u!Jn12l 21/2~u!du

52
c0ka

2

v
cosa~kaR cosa!21/2Jn12l 21/2~kaR cosa!

~ l>0,n>1!, ~38!

E
0

`

(
m50

` H K~u/R!

R
F u22

iv

n
R2

u22~kaR!2
G 1/2

anm

2

S 2
iv

n D
S u22

iv

n
R2D 1/2enmJ

3Jn12m21/2~u!Jn12l 13/2~u!du

52
c0ka

2

v
cosa~kaR cosa!21/2Jn12l 13/2~kaR cosa!

~ l>0,n>1!. ~39!

It may be noted that the functionK(k) given by Eq.~20!
appeared as the Wiener–Hopf kernel in the half-plane dif-
fraction analysis in Ref. 6, and also appeared in the circular
aperture diffraction analysis in Ref. 4. This function evi-
dently plays a key role in the acoustic/viscous interaction
associated with diffraction problems. It might be described
here as the ‘‘kernel’’ of Eq.~35!. Note that the right-hand
sides of Eqs.~35! and~37!–~39! have been exactly evaluated
since integrals of the same type appeared on the correspond-
ing left-hand sides. This simplification was overlooked in
Ref. 4.

For later numerical evaluation of the semi-infinite inte-
grals in Eq.~35! and Eqs.~37!–~39!, it is advantageous to

identify the dominant behavior of the integrands asu→`
and to evaluate the integrals corresponding to this asymptotic
form using the identity

E
0

` Jn12m11/2~u!Jn12l 11/2~u!

u
du5

dml

2n14m11
.

It is also convenient to rescale the coefficientsamn , bmn ,
andemn so as to remove common factors from the right-hand
sides. Thus, on writing

@anm ,enm#5
c0ka

2

v
cosa~2n14m21!F 2anm

ka
21

iv

n

,
gnm

iv

n
G ,

~40!

bnm52
c0ka

2

v
i sina~2n14m11!

2bnm

ka
21

iv

n

,

and substituting forK from Eq. ~20!, Eqs. ~35!, ~37!–~39!
reduce to

bnl2 (
m50

`

~2n14m11!bnm

3E
0

`

Jn12m11/2~u!Jn12l 11/2~u!

3F2~u22ka
2R2!1/222u2~u22 iR2v/n!21/2

~ka
21 iv/n!R2 1

1

uGdu

5~kaR cosa!21/2Jn12l 11/2~kaR cosa! ~ l ,n>0!,

~41!

a0,l 112 (
m51

`

~4m21!a0mE
0

`

J2m21/2~u!J2l 13/2~u!

3F 2

~ka
21 iv/n!R2 H ~u22 iR2v/n!1/2

2
u2

~u22ka
2R2!1/2J 1

1

uGdu

5~kaR cosa!21/2J2l 13/2~kaR cosa! ~ l>0!, ~42!

anl2 (
m50

`

~2n14m21!anmE
0

`

Jn12m21/2~u!Jn12l 21/2~u!

3F 2

~ka
21iv/n!R2 H~u22 iR2v/n!1/22

u2

~u22ka
2R2!1/2J

1
1

uGdu1gnl2 (
m50

`

~2n14m21!gnm

3E
0

`

Jn12m21/2~u!Jn12l 21/2~u!

3F1

u
2

1

~u22 iR2v/n!1/2Gdu

5~kaR cosa!21/2Jn12l 21/2~kaR cosa! ~ l>0,n>1!.

~43!
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an,l 112 (
m50

`

~2n14m21!anm

3E
0

`

Jn12m21/2~u!Jn12l 13/2~u!

3F 2

~ka
21 iv/n!R2 H~u22 iR2v/n!1/22

u2

~u22ka
2R2!1/2J

1
1

uGdu2gn,l 111 (
m50

`

~2n14m21!gnm

3E
0

`

Jn12m21/2~u!Jn12l 13/2~u!

3F1

u
2

1

~u22 iR2v/n!1/2Gdu

5~kaR cosa!21/2Jn12l 13/2~kaR cosa! ~ l>0,n>1!.

~44!

For n>1, an05en0 implies 2an05(12 ika
2n/v)gn0 , which

ensures that the number of equations matches the number of
unknown coefficients. Note that the forcing terms~right-
hand sides! depend on onlykaR while the matrices on the
left-hand sides depend on bothkaR and (v/n)1/2R, with em-
phasis dictated by the magnitudes of these parameters.

In the inviscid limit, only$Bn(k);n>0% and hence one
set of equations are required. However, the additional factor
in the integral over~0,1! now behaves likeu, corresponding
to the pressure now playing the role of velocity potential
instead of normal stress. Thus, witha521/2, Eq. ~32! is
modified to

1

k
Bn~k!5~Rk!21/2(

m50

`

b̂nmJn12m13/2~kR! ~n>0!,

~45!

and the resulting system, corresponding to Eq.~35!, is

(
m50

`

b̂nmE
0

` ~u22k0
2R2!1/2

R2u2 Jn12m13/2~u!Jn12l 13/2~u!du

5k0i sina~k0R cosa!23/2Jn12l 13/2~k0R cosa!

~ l ,n>0!, ~46!

with the right-hand side evaluated exactly, in contrast to the
presentation in Ref. 4.

IV. FORCE ON DISK: VORTICITY

The normal stress discontinuity at the disk is, on taking
account of the dilatation as described earlier,@2psc#k0

2/ka
2 .

Equation ~13! shows that the normal force exerted by the
fluid motion 2vsc on the disk is

22pk
r0vk0v0

ka
2 E

0

R

@2P0#z502
01 r dr ,

while the tangential stress yields a side force

22p ir0nv0E
0

RF]U0

]z G
z502

01

r dr .

On substitution of Eqs.~16!,~19! and then Eqs.~32!,~34!, the
total forceF is given by

F54p
r0vk0Rv0

ka
2 S 2

p D 1/2

@2ia10i1b00k#. ~47!

Finally, substitution of Eq.~40! gives the force formula

F516
r0vRv0i

ka
21

iv

n

S p

2 D 1/2

@2a10cosa i2b00sinak#

516
r0nv0R

12
ika

2n

v

S p

2 D 1/2

@2a10cosa i2b00sinak#. ~48!

This does not imply no normal force in the limitn→0 be-
cause the solution structure is different in the inviscid case.

The calculation of the vorticity requires thatvsc, given
by Eq.~13!, be expressed in cylindrical polar form by use of
the unit vectorsr̂ , û, ẑ. After substituting Eqs.~21!–~25! and
using the definition~20! of K(k), the simplest procedure is
to first construct the gradient and curl decomposition:

vsc5“H 2
ik0v0

ka
2 E

0

`F ~A01B0 sgnz!J0~kr !

12(
1

`

i n~An1Bn sgnz!Jn~kr !cosnuG
3e2(k22ka

2)1/2uzu dk

k J 1“ÃH iv

ka
2 E

0

`K ûJ08~kr !

3F ~k22ka
2!1/2

k
A0 sgnz1

kB0

~k22 iv/n!1/2G
12(

1

`

i nF n

kr
r̂Jn~kr !sinnu1ûJn8~kr !cosnuG

3F ~k22ka
2!1/2

k
An sgnz1

kBn

~k22 iv/n!1/2G
12ẑ(

1

`

i nEnJn~kr !sinnuL e2(k22 iv/n)1/2uzu dk

k J ,

~49!

in which the scalar and vector potentials satisfy Helmholtz
equations with respective wave numberska and (iv/n)1/2.
The vorticityV52“Ãvsc is readily found from Eq.~49! to
be given by
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V5
ik0v0

ka
2 E

0

`F F2
iv

n
ûJ08~kr !

3F ~k22ka
2!1/2

k
A0 sgnz1

kB0

~k22 iv/n!1/2G
12(

1

`

i nK 2
iv

n F n

kr
r̂Jn~kr !sinnu1ûJn8~kr !cosnuG

3F ~k22ka
2!1/2

k
An sgnz1

kBn

~k22 iv/n!1/2G
1EnH 2kẑJn~kr !sinnu1S k22

iv

n D 1/2

3sgnzF r̂Jn8~kr !sinnu1
n

kr
ûJn~kr !cosnuG J L G G

3e2(k22 iv/n)1/2uzu dk

k
. ~50!

V. PRESSURE AT INFINITY

According to Eqs.~13! and~16!, the scattered pressure is
given by

psc

r0c0v0
5E

0

`

k21e2(k22ka
2)1/2uzuH@A0~k!1B0~k!sgn~z!#J0~kr!

12(
n51

`

i n@An~k!1Bn~k!sgn~z!#Jn~kr !cosnuJ dk

5E
0

` ke2(k22ka
2)1/2uzu

~k22ka
2!1/2 ~kR!1/2

3H J0~kr ! (
m51

`

a0mJ2m21/2~kR!

12(
n51

`

i nJn~kr !cosnu (
m50

`

anmJn12m21/2~kR!J dk

1sgn~z!E
0

`

e2(k22ka
2)1/2uzu~kR!1/2

3H J0~kr ! (
m50

`

b0mJ2m11/2~kR!

12(
n51

`

i nJn~kr !cosnu (
m50

`

bnmJn12m11/2~kR!J dk,

~51!

after insertion of the series~32!–~34!. Evidently the first
term in Eq. ~51! is even inz while the second is an odd
function of z. Thus it is sufficient to evaluate each term in
the half spacez.0. Since (“21ka

2)psc50, the awkward de-
pendence onz can be circumvented by using Green’s theo-
rem with Neumann or Dirichlet conditions atz50 for the
first and second terms, respectively. The vanishing of the

second term whenr .R is immaterial in the subsequent cal-
culation forz.0.

The Green’s functions with unit point source and image
point source or sink are given by

G6@r 21r 0
222rr 0 cos~u2u0!,z,z0#

52
eikaur2r0u

4pur2r0u
6

eikaur2r08u

4pur2r08u
, ~52!

where r05(r 0 ,u0 ,z0),r085(r 0 ,u0 ,2z0). Sincepsc and G6

satisfy the same radiation condition, an application of
Green’s theorem in the half spacez.0 yields

psc~r 0 ,u0 ,z0!5E
0

`E
2p

p FG6

]psc

]z
2psc

]G6

]z G
z50

r dr du,

~53!

for the respective Dirichlet and Neumann cases. The far field
behavior is deduced by lettingur0u→` and inserting intoG6

the estimate

eikaur2r0u

ur2r0u
;

eikaur0u

ur0u
expH 2 ikaF rr 0 cos~u2u0!1zz0

Ar 0
21z0

2 G J
5

eikaur0u

ur0u
exp$2 ika@r sinf0 cos~u2u0!

1z cosf0#%,

in which the spherical polar anglef0 has been introduced for
subsequent convenience in notation. This yields, from Eq.
~52!,

G2@r 21r 0
222rr 0 cos~u2u0!,0,z0#

;2
eikaur0u

2pur0u
e2 ikar sin f0 cos (u2u0), ~54!

]G1

]z
@r 21r 0

222rr 0 cos~u2u0!,0,z0#

; ika cosf0

eikaur0u

2pur0u
e2 ikar sin f0 cos(u2u0). ~55!

But the Fourier coefficients ofe2 ikar sin f0 cos(u2u0) are deter-
mined by Eq.~10! and application of a recurrence relation to
Eq. ~3!, Sec. 6.512 of Ref. 13 yields

E
0

`

Jn~kr !Jn~kar sinf0!r dr 5k21d~k2ka sinf0!

~n>0!.

Thus, by use ofG2 and G1 in Eq. ~53! for the first and
second terms, respectively, in Eq.~51!, the far field estimates
~54! and~55! yield two amplitudes in terms of triple integrals
which can be evaluated exactly. Thus the scattered pressure
at infinity is given asymptotically by
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psc~r 0 ,u0 ,z0!

;r0c0v0

eikaur0u

ur0u ~kaR sinf0!1/2

3H (
m51

`

a0mJ2m21/2~kaR sinf0!

12(
n51

`

cosnu0 (
m50

`

anmJn12m21/2~kaR sinf0!

2 i
z0

r 0
F (

m50

`

b0mJ2m11/2~kaR sinf0!

12(
n51

`

cosnu0 (
m50

`

bnmJn12m11/2~kaR sinf0!G J ,

~56!

valid for positive or negativez0 after replacing cotf0 by
z0 /r 0 . At this stage, the suffix ‘‘0’’ can be dropped from this
simple modal expansion of the far field pressure in terms of
the computed coefficients. Whenk0R!1, Eq.~56! yields the
estimate

psc~r ,u,z!;r0c0v0

eikaur u

ur u ~kaR sinf!1/2

3H a01J3/2~kaR sinf!12a10J1/2~kaR sinf!

3cosu2 i
z

r
@b00J1/2~kaR sinf!

12b10J3/2~kaR sinf!cosu#J
;r0c0v0eikaur uS 2

p D 1/2FkaR
2a10x2 ib00z

ur u2

1
~kaR!2

3

a01r
222ib10xz

ur u3 G , ~57!

whereur u25r 21z2. The leading term on the right-hand side
of Eq. ~57! can be interpreted as the combination of a dipole
source oriented in thez direction perpendicular to the plane
of the disk and a dipole source oriented in thex direction
parallel to the plane of the disk. Inviscid scattering theory
gives only the dipole in the direction perpendicular to the
disk.

Our result for the far-field scattered pressure can be
compared to the prediction of the theory of aerodynamic
sound. For a stationary acoustically compact body,k0R!1
in our case, this theory8 gives the far-field pressure estimate

p~r ,t !;
1

4pc0ur u2
r•

]

]t
FS t2

ur u
c0

D , ~58!

whereF(t) is the force exerted on the fluid by the body. In
our linearized theory, this result can be easily obtained by
solving Eqs.~1!–~3!, forced by addingF(t)d(x)d(y)d(z) to
the right-hand side of Eq.~2! and with viscosity neglected. In
Ref. 8, however, Eq.~58! is derived for a much more general

class of fluid flow phenomena. Our viscous results can be
used to verify Eq.~58! in a case where viscosity is included
rigorously. In our case, the force on the fluid is

2Fe2 ivt54p
r0vk0Rv0

ka
2 S 2

p D 1/2

@2ia10i1b00k#e2 ivt,

after using Eq.~47!. This suggests, according to Eq.~58!,
that our scattered pressure field has the far-field behavior

2psce
2 ivt;2

r0vRv0

ur u2 S 2

p D 1/2

@2ia10x2 ib00z#

3ei (k0ur u2vt). ~59!

Despite the viscous contribution toF, this is remarkably the
case because, for small values of the viscosity parametere,
we may neglect the difference betweenk0 and ka in the
far-field scattered pressure given by Eq.~57! and observe
agreement of the leading terms with Eq.~59!. At grazing
incidence~angle of incidencea50), the force on the fluid is
due solely to viscous friction at the surface of the disk, yet
Eq. ~58! still holds. The far-field prediction of the theory of
aerodynamic sound, derived for a general class of acousti-
cally compact objects, is thus satisfyingly consistent with our
analysis for the disk. This is because, no matter how the
force exerted by the body on the fluid is created, its influence
in the far field is primarily acoustic.

VI. NUMERICAL RESULTS

Numerical results for the coefficientsbnl , anl , andgnl

are obtained by truncating the systems of Eqs.~41!–~44! at a
finite value M of l and m. The truncation limitM is in-
creased until the coefficients become negligibly small with
increasingl . It is also necessary to choose the maximum
numberN of angular modes corresponding to the indexn. In
general, the required values ofM and N increase with in-
creasing values of the disk radiusR and with decreasing
values of the viscosity parametere5k0An/v. For largeR
and small e, the viscous effects are confined to a small
boundary layer near the edge of the disk, and the modal
summations~13! require several terms in order to resolve the
velocity and pressure fields in this boundary layer.

A. Far-field pressure

Following Kristensson,2 we define the far-field ampli-
tudeS of the scattered pressure as

S5 lim
ur u→`

F psc

r0c0v0
S eikaur u

kaur u D
21G . ~60!

For small kaR, Ref. 2 gives the far-field amplitudeS for
inviscid scattering as, in our notation,

S5
2

3p
sina cosf~kaR!3, ~61!

while our result in Eq.~57! gives

S5S 2

p D 1/2

ikaR~2a10~kaR,a,e!sinf cosu

2b00~kaR,a,e!cosf!. ~62!
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Figure 3 shows the magnitudeuSu/(kaR)3 as a function
of the polar anglef for the forward scattering directionu
50 and for the angles of incidencea545° anda55°. The
curves markede50 are obtained using Eq.~61!, while the
curves for nonzeroe are obtain using Eq.~62!. It is seen that
the presence of viscosity always increases the amplitude of
the scattered pressure. The increase in the scattered field is
due to the additional viscous force, given explicitly in Eq.
~48!, that the disk exerts on the fluid. The relative effects of

viscosity are largest in the plane of the disk (f590°), and
become increasingly significant as the anglea approaches
the tangential limita50.

B. Velocity field for tangential incidence

In the limiting case of tangential incidence (a50), the
incident field has the simple formvinc5v0ieikax and the lack
of forcing in Eq.~26! ensures that$Bn(k)50;n>0%, consis-

FIG. 3. Far-field forward scattering amplitude as func-
tion of polar anglef and viscosity parametere for
angles of incidencea545° anda55°.

FIG. 4. Instantaneous fluid velocity field near the edge
of the disk for the case of tangential incidence.
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tent with the expectation of continuous pressure across the
disk. Tangential incidence is especially interesting because
an inviscid acoustic diffraction analysis predicts that the scat-
tered field completely vanishes in this case. As mentioned in
Sec. I, the scattered field~including the propagating acoustic
field far from the disk! that is predicted by our viscous dif-
fraction analysis for tangential incidence is due solely to the
viscous effects on the surface of the disk.

Instantaneous values of the velocity components are ob-
tained from the quantities

R~ i"ve2 ivt!, R~ j "ve2 ivt!, R~k"ve2 ivt!,

at specific values of the timet. The total velocityv5vinc

2vsc is defined by Eqs.~9! and ~13!.
An illustration of the instantaneous velocity field near

the edge of the disk in the planey50 is shown in Fig. 4 at
two particular instants of time. Fory50, the velocity field
has components only in thex and z directions. Figure 4 is
obtained using the parametersk0R52p and e50.02. Thus
(n/v)1/2/R5e/(k0R)'0.003, so that Fig. 4 corresponds to a
point in the acoustic boundary layer region III of Fig. 1. At
the instant of time portrayed in the upper plot~a! of Fig. 4,
the incident plane wave over the illustrated section of the
disk is essentially a uniform flow in the positivex direction.
The velocity field near the disk displays the characteristic
boundary layer profile of viscous flow over a flat plate. The
lower plot ~b! of Fig. 4 shows the same region of the flow at
a later instant of time, when a velocity node of the incident
plane wave is passing over the illustrated section of the disk.
The flow field now displays a vortex motion near the disk.
The magnitude of the vortex flow is small compared to the
amplitude of the incident plane wave; the velocity compo-
nents in Fig. 4~b! have been magnified so that the vortex can
be seen more clearly. Numerical results at additional instants
of time show that this vortex is formed when a velocity node
of the incident plane wave approaches the leading of the
disk. The vortex is swept along the disk as the velocity node
of the incident plane wave propagates. Although vorticity in
the fluid propagates according to the diffusion equation~4!,
vorticity is generated at the surface of the disk by the bound-
ary interaction with the incident plane wave. It is this bound-
ary interaction that carries the vortex in Fig. 4~b! along the
surface of the disk with the velocity node of the incident
field. The vortex disappears when it leaves the edge of the
disk. The linear analysis here is thus able to predict the for-

mation and propagation of the vortices normally associated
with high amplitude nonlinear acoustics or with a convective
mean flow. In the presence of a mean flow, the vortices
formed on the surface of the disk would presumably be car-
ried into the free field downstream of the disk.

VII. CONCLUSIONS

A complete solution has been derived for the problem of
linear acoustic diffraction by a circular disk in a viscous
fluid. We have compared our results for the far-field scattered
pressure to the corresponding results for the standard invis-
cid diffraction problem, and have shown that our results for
the force on the disk and the far-field scattered pressure are
consistent with the prediction of the theory of aerodynamic
sound. Our results for the instantaneous velocity field near
the disk show that the linear analysis considered here is ca-
pable of predicting the initial formation and propagation of
the vortices that are important in high amplitude nonlinear
acoustics and in unsteady convective flows.
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José M. Carcione
Istituto Nazionale di Oceanografia e di Geofisica Sperimentale (OGS), Borgo Grotta Gigante 42c,
34010 Sgonico, Trieste, Italy

~Received 19 June 2003; accepted for publication 1 March 2004!

This paper presents a theory to describe wave propagation in a porous medium composed of two
solids saturated by a single-phase fluid for spatially variable porosity. This problem has been
previously solved for constant porosity when one of the solids is ice or clay, but that model is not
useful for most realistic situations. The equations for variable porosity are derived from the virtual
work principle, where the generalized coordinates are identified as the displacements of the two
solid phases and a new variable associated with the relative fluid flow, whose divergence is the
change in fluid content. The generalized forces are the fluid pressure and combinations of the stress
tensor of each solid phase and the fluid pressure. The Lagrangian equations of motion are derived
for the isotropic case and a theorem on the existence and uniqueness of their solution is given. The
plane wave analysis reveals the existence of three compressional and two shear waves. The theory
is applied to wave propagation in shaley sandstones showing that phase velocities of the faster P and
S waves agree very well with experimental data for varying porosity and clay content. A simulation
through a plane interface separating two frozen sandstones of different ice contents is presented.
© 2004 Acoustical Society of America.@DOI: 10.1121/1.1710500#

PACS numbers: 43.20.Gp, 43.20.Jr@JJM# Pages: 2749–2760

I. INTRODUCTION

Wave propagation in composite porous materials has ap-
plications in many branches of science and technology, such
as seismic methods in the presence of shaley sandstones,1

permafrost,2,3 gas-hydrate concentration in ocean-bottom
sediments,4 and evaluation of the freezing conditions of
foods by ultrasonic techniques.5

Leclaire et al.6 have developed a theory for describing
wave propagation in frozen porous media in which solid sub-
strate, ice, and water coexist, under the assumption of the
existence of a layer of unfrozen water around the solid par-
ticles isolating them from ice. This model, valid for uniform
porosity, predicts the existence of three compressional and
two shear waves; the verification that additional~slow!
waves can be observed in laboratory experiments was pub-
lished by Leclaireet al.7

Later, this theory was generalized by Carcione and
Tinivella4 to include the interaction between the solid and ice
particles and grain cementation with decreasing temperature.
Also, Carcioneet al.1 have applied this theory to study the
acoustic properties of shaley sandstones, assuming that sand
and clay arenonweldedand form a continuous and interpen-
etrating porous composite skeleton.

Both frozen porous media and shaley sandstones are two
examples of porous materials where the two solid phases are
weakly coupledor nonwelded. Similar weakly coupledfor-
mulations have previously been proposed. For instance,
McCoy8 explicitly assumed the weak coupling and phase
connectivity conditions over macro-scale distances. He pro-
posed a mixture theory appropriate for the combination of
two acoustic phases.

This work generalizes the theory developed in Refs. 6
and 4 to the case of nonuniform porosity so that the differ-
ential equations can be used to perform numerical experi-
ments or fit laboratory data related to heterogeneous media.
The nonweldingcondition between the two solid phases is
assumed when the potential and kinetic energies are defined,
with proper interaction terms among the solid and fluid
phases. If the two solid phases would be welded, then addi-
tional slow waves would not be present.9 Our approach is
based on the energy formulation used by Biot,10 rather than
on volume averaging or homogenization methods used, for
instance, by Burridge and Keller.11

In this paper the virtual work principle for the composite
material is stated and the strains in the two solid phases and
the change in fluid content are identified as the state vari-
ables to represent the variation in strain energydW, conse-
quently identifying the generalized forces. These are the totala!Electronic mail: santos@fcaglp.fcaglp.unlp.edu.ar

2749J. Acoust. Soc. Am. 115 (6), June 2004 0001-4966/2004/115(6)/2749/12/$20.00 © 2004 Acoustical Society of America



stress tensors in both solid phases, denoted bys1,T ands3,T,
respectively, and the fluid pressurepf .

The kinetic energy density and the dissipation function
are defined in terms of the generalized coordinates, which are
the two solid displacement vectors and the new variablew,
associated with the fluid flow relative to the solid composite
matrix, whose divergence is the change in fluid content.

The Lagrangian formulation of the equations of motion
is a generalization of the approach of Biot,10 Santoset al.,12

and Carcione.13 It is shown that in the case of uniform po-
rosity, the known theories6,4 are recovered. The plane wave
analysis shows the existence of three compressional and two
shear modes of propagation, in agreement with the original
theory derived by Leclaireet al.6

An existence and uniqueness result for a general initial
boundary value problem is given, showing that for each time
t each component of the solid displacements belongs to the
Sobolev spaceH1(V), while the fluid displacement lies in
the spaceH(div,V).

The theory is applied to wave propagation in shaley
sandstones showing that the phase velocities of the faster
waves ~the seismic P and S waves! agree very well with
experimental data for varying porosity and clay content.
Moreover, in a simulation of waves travelling through a
plane interface separating two frozen sandstones of different
porosity is performed. The numerical solver is a modification
of the pseudospectral modeling algorithm used by Carcione
and Seriani3 to model propagation in frozen porous media
with uniform porosity.

II. THE STRAIN ENERGY OF THE COMPOSITE
SYSTEM

Let V be an elementary cube of porous material com-
posed of two solid phases, referred to by the subscripts or
superscripts 1 and 3, saturated by a fluid phase indicated by
the subscript or superscript 2. Thus,V5V1øV2øV3 . Let
Vi denote the volume of the phaseV i and Vb and Vsm the
bulk volume ofV and the solid matrixVsm5V1øV3 , so
that

Vsm5V11V3 , Vb5V11V21V3 .

Let S15V1 /Vsm andS35V3 /Vsm denote the two solid frac-
tions of the composite matrix and define the effective poros-
ity as f5V2 /Vb . Let u(1), u(2), and u(3) be the averaged
solid and fluid displacements over the bulk material. Here
u(2) is defined such that on any faceF of the cubeV,

E
F
fu~2!n ds

is the amount of fluid displaced throughF, while

E
F
S1u~1!n ds, E

F
S3u~3!n ds

represent the displacements in the two solid parts ofF, re-
spectively. Heren5(n j ) denotes the unit outward normal to
F andds the surface measure onF.

Let s i j
(1) ands i j

(3) denote the stress tensors inV1 andV3

averaged over the bulk materialV, respectively, and letpf

denote the fluid pressure. These quantities describe small
changes with respect to reference values corresponding to an
initial equilibrium state. Let us also introduce the tensors

s i j
~1,T!5s i j

~1!2S1fpfd i j , s i j
~3,T!5s i j

~3!2S3fpfd i j ,
~2.1!

associated with the total stresses inV1 andV3 , respectively,
so that the total stress tensor in the bulk materialV is given
by

s i j 5s i j
~1,T!1s i j

~3,T! . ~2.2!

Next the stress–strain relations for our system shall be
derived using the virtual work principle, following the deri-
vation of Biot10 for the case of a single solid phase. In what
follows the Einstein convention is used, i.e., sum on repeated
indices. LetW be the strain energy density andV the total
potential energy. Also letVd denote the total potential energy
density. Then, iff i

(1) , f i
(3) , f i

(2) represent the surface forces
acting on the solid and fluid parts of the boundary ofV,
denoted by]V, we have that

V5E
V
Vd dx5E

V
W dx2E

]V
~ f i

~1!ui
~1!1 f i

~2!ui
~2!

1 f i
~3!ui

~3!!ds, ~2.3!

and the virtual work principle for the composite fluid–solid
system can be stated in the form:

dV505E
V

dW dx2E
]V

~ f i
~1!d~ui

~1!!1 f i
~2!d~ui

~2!!

1 f i
~3!~dui

~3!!!ds, ~2.4!

where

f i
~1!5s i j

~1!n j , f i
~3!5s i j

~3!n j , f i
~2!52fpfd i j n j ,

~2.5!

andd denotes virtual changes in the different quantities. Us-
ing Eqs.~2.1! and ~2.5! in Eq. ~2.4! yields

dV505E
V

dW dx2E
]V

~s i j
~1,T!n jd~ui

~1!!

1s i j
~3,T!n jd~ui

~3!!2pfd i j n jdwi !ds. ~2.6!

where

wi5f~ui
~2!2S1ui

~1!2S3ui
~3!!. ~2.7!

Then, transforming the surface integral in Eq.~2.6! into a
volume integral gives

dV505E
V

dW dx2E
V

]

]xj
@s i j

~1,T!d~ui
~1!!

1s i j
~3,T!d~ui

~3!!2pfd i j dwi #dx. ~2.8!
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SinceV remains in equilibrium under the action of the vir-
tual displacements, it follows that

]

]xj
s i j

~1,T!5
]

]xj
s i j

~3,T!5
]

]xj
pfd i j 50,

and consequently, using the symmetry of the stress tensors
s i j

(1,T) ands i j
(3,T) we obtain

dV505E
V

dW2E
V

~s i j
~1,T!d~e i j ~u~1!!!

1s i j
~3,T!d~e i j ~u~3!!!1pfdz!dx, ~2.9!

wherez52“"w represents the change in fluid content and

e i j ~u~m!!5
1

2 S ]ui
~m!

]xj
1

]uj
~m!

]xi
D , m51,3,

denotes the strain tensor inVm with linear invariantum

5e i i (u
(m)).

Thus from Eqs.~2.1! and~2.9! the following expression
for the variation in strain energy densitydW is finally ob-
tained:

dW5~s i j
~1!2S1fpfd i j !d~e i j ~u~1!!!

1~s i j
~3!2S3fpfd i j !d~e i j ~u~3!!!1pfdz. ~2.10!

Consequently, sincedW is an exact differential of the vari-
ablese i j (u

(1)), e i j (u
(3)), andz we have that

]W
]e i j ~u~m!!

5s i j
~m!2Smfpfd i j , m51,3,

]W
]z

5pf .

~2.11!

Also, it follows from Eq.~2.10! that

W5 1
2 @~s i j

~1!2S1fpfd i j !~e i j ~u~1!!!

1~s i j
~3!2S3fpfd i j !~e i j ~u~3!!!1pfz#. ~2.12!

Next, to obtain the expression for thepotential energyof
our system, let us consider perturbations of the system from
the equilibrium state. Using Eq.~2.3!, the argument leading
to Eq. ~2.8! and expression~2.10! for dW yields

dVd52
]

]xj
@s i j

~1!2S1fpfd i j #dui
~1!

2
]

]xj
@s i j

~3!2S3fpfd i j #dui
~3!1

]

]xi
pfdwi .

~2.13!

If ui
(1) , ui

(3) , wi are chosen as generalized coordinates to
describe our composite system, since the system is assumed
to be conservative it follows that

]Vd

]ui
~m!

52
]

]xj
@s i j

~m!2Smfpfd i j #,

m51,3,
]Vd

]wi
5

]

]xi
pf . ~2.14!

III. THE LINEAR ISOTROPIC STRESS–STRAIN
RELATIONS

Let us denote the deviatoric strain tensor inVm as

di j
~m!5e i j ~u~m!!2 1

3 umd i j , m51,3.

In the linear isotropic case the strain energy densityW in Eq.
~2.12! is a quadratic positive definite form in the invariants
u1 , u3 , z, (d1)25di j

(1) di j
(1) , (d3)25di j

(3) di j
(3) and d1,3

5di j
(1) di j

(3) . Note that

~dm!25e i j ~u~m!!e i j ~u~m!!2 1
3~um!2, m51,3,

d1,35e i j ~u~1!!e i j ~u~3!!2 1
3u1u3 .

Then,

W5 1
2H1~u1!21m1~d1!21 1

2H3~u3!21m3~d3!22B1u1z

2B2u3z1B3u1u31 1
2 Kav~z!21m1,3d1,3. ~3.1!

Remark: TheB3 andm13 terms represent elastic interac-
tion between the two solid phases.

Thus,

]W
]e i j ~u~1!!

5s i j
~1!2S1fpfd i j

5@H1u12B1z1B3u3#d i j 12m1di j
~1!1m1,3di j

~3! ,

~3.2!

]W
]e i j ~u~3!!

5s i j
~3!2S3fpfd i j

5@H3u32B2z1B3u1#d i j 12m3di j
~3!1m1,3di j

~1! ,

~3.3!

]W
]z

5pf52B1u12B2u31Kavz. ~3.4!

Equations~3.2!–~3.4! express the generalized stressess i j
(1)

2S1fpfd i j , s i j
(3)2S3fpfd i j and pf in terms of the strains

e i j (u
(1)), e i j (u

(3)), andz.

IV. DETERMINATION OF THE COEFFICIENTS IN THE
STRESS–STRAIN RELATIONS

This section presents a procedure to determine the coef-
ficients in the stress–strain relations~3.2!–~3.4! for the vari-
able porosity case. It is assumed that the moduli for the case
of uniform porosity can be obtained from known expressions
given in a previous formulations.4 First note that settingu2

5“"u(2), for the case of uniform porosity we have that

z5f~S1u11S3u32u2! ~4.1!

and consequently, from Eq.~3.4! we get

2fpf5~B1f2Kavf
2S1!u11~B2f2Kavf

2S3!u3

1Kavf
2u2 . ~4.2!

Next, combining Eqs.~3.2!, ~4.1!, and~4.2! yields
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s i j
~1!5$@H11~S1f!2Kav22S1fB1#u11@S1S3f2Kav

2S3fB12S1fB21B3#u32~f2S1Kav

2fB1!u2%d i j 12m1di j
~1!1m1,3di j

~3! . ~4.3!

Also, it follows from Eqs.~3.3!, ~4.1!, and~4.2! that

s i j
~3!5$@H31~S3f!2Kav22S3fB2#u31@S3S1f2Kav

2S3fB12S1fB21B3#u12~f2S3Kav

2fB2!u2%d i j 12m3di j
~3!1m1,3di j

~1! . ~4.4!

Set

K25Kavf
2, C125B1f2Kavf

2S1 ,

C235B2f2Kavf
2S3 ,

K15H11~S1f!2Kav22S1fB1 , ~4.5!

K35H31~S3f!2Kav22S3fB2 ,

C135S1S3f2Kav2S3fB12S1fB21B3 .

Then, the stress–strain relations~4.2!–~4.4! for constant po-
rosity can be stated as follows:

s i j
~1!5~K1u11C13u31C12u2!d i j 12m1di j

~1!1m1,3di j
~3! ,
~4.6!

s i j
~3!5~K3u31C13u11C23u2!d i j 12m3di j

~3!1m1,3di j
~1! ,
~4.7!

2fpf5C12u11C23u31K2u2 . ~4.8!

Relations similar to Eqs.~4.6!–~4.8! were derived by Le-
claire et al.6 for the case of uniform porosity and when one
of the solid phases is ice; it is also assumed in that paper that
there is no contact between the solid and ice phases. This
situation corresponds to the particular case in whichC13

5m1,350. Carcione and Tinivella4 generalized the model of
Leclaire et al.6 to include interaction between the solid and
ice phases and grain cementation with temperature and ob-
tained stress–strain relations in the form given in Eqs.~4.6!–
~4.8!.

The nonsingular linear system of equations~4.5! yields
the following expressions for the coefficients of the variable
porosity formulation:

H15K11~S1!2K212S1C12,

H35K31~S3!2K212S3C23,

B15
S1K21C12

f
, B25

S3K21C23

f
, ~4.9!

B35~C131S3C121S1C231S3S1K2!, Kav5
K2

f2
.

In Appendix A the ideas presented in Refs. 6 and 4 are
used to obtain formulas for the computation of the coeffi-
cientsK1 , K2 , K3 , C12, C13, C23, m1 , m3 , m1,3, which
combined with Eq.~4.9! allows for the evaluation of the
moduli H1 , H3 , B1 , B2 , B3 , Kav, needed for this new
formulation. However, it must be remarked that appropriate

theoretical~gedanken! experiments should be devised for a
rigorous determination of these coefficients.

V. A LAGRANGIAN FORMULATION OF THE
EQUATIONS OF MOTION

A. The kinetic energy density

Let T denote the kinetic energy density onV and letrm ,
m51, 2, 3 denote the mass density of each solid and fluid
constituent inV. Also let fm5Vm /Vb , m51, 3 be the frac-
tions of the two solid phases in the bulk material.

Let us consider the kinetic energy density in the solid
partsV1 andV3 . Here the argument follows the ideas pre-
sented in Ref. 4. Let us introduce the relative macrovelocity
of each solid phase with respect to the other:

qi
~1,3!5f1~ui

~1!2ui
~3!!, qi

~3,1!5f3~ui
~3!2ui

~1!!, ~5.1!

and denotesi
(1,3) andsi

(3,1) the corresponding relative microv-
elocity fields. Assuming that the relative flows of the solid
phases are of laminar type, it follows that

si
~1,3!5b i j

~1,3!q̇ j
~1,3! , si

~3,1!5b i j
~3,1!q̇ j

~3,1! . ~5.2!

Note that by their definition,

1

Vb
E

V1

si
~1,3! dx5q̇i

~1,3! ,
1

Vb
E

V3

si
~3,1! dx5q̇i

~3,1! . ~5.3!

Then the kinetic energy densitiesT1 andT3 in V1 andV3 are
given by

T15
1

2

1

Vb
E

V1

r1~ u̇i
~3!1si

~1,3!!~ u̇i
~3!1si

~1,3!!dx

5
1

2
r1f1u̇i

~3!u̇i
~3!1r1u̇i

~3!q̇i
~1,3!1

1

2
ni j

~1,3!q̇i
~1,3!q̇ j

~1,3!,

~5.4!

T35
1

2

1

Vb
E

V3

r3~ u̇i
~1!1si

~3,1!!~ u̇i
~1!1si

~3,1!!dx

5
1

2
r3f3u̇i

~1!u̇i
~1!1r3u̇i

~3!q̇i
~3,1!1

1

2
ni j

~3,1!q̇i
~3,1!q̇ j

~3,1! ,

~5.5!

where

ni j
~1,3!5r1

1

Vb
E

V1

bki
~1,3!bk j

~1,3!dx,

ni j
~3,1!5r3

1

Vb
E

V3

bki
~3,1!bk j

~3,1!dx.

In terms or the original variablesui
(1) , ui

(3) and for the
case of statistical isotropy,~i.e., ni j

(1,3)5n(1,3)d i j , ni j
(3,1)

5n(3,1)d i j ), we can rewriteT1 andT3 in the form

T15 1
2~~f1!2n~1,3!2r1f1!u̇i

~3!u̇i
~3!1~r1f1

2~f1!2n~1,3!!u̇i
~1!u̇i

~3!1 1
2~f1!2n~1,3!u̇i

~1!u̇i
~1! , ~5.6!

and
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T35 1
2~~f3!2n~3,1!2r3f3!u̇i

~1!u̇i
~1!1~r3f3

2~f3!2n~3,1!!u̇i
~1!u̇i

~3!1 1
2~f3!2n~3,1!u̇i

~3!u̇i
~3! . ~5.7!

Next, let us define the macroscopic relative velocities of the
fluid with respect to the two solid phases:

wi
~m!5f~ui

~2!2ui
~m!!, m51,3. ~5.8!

Then if v i
(1) and v i

(3) denote the corresponding relative mi-
crovelocity fields, the assumption that the relative fluid flow
is of laminar type yields

v i
~ l !5a i j

~ l ,2!ẇj
~ l ! , l 51,3. ~5.9!

Since (1/Vb)*V2
v i

( l )dx5ẇi
( l ) , l 51, 3, the kinetic energy

densityT2 in the fluid partV2 is given by

T25
1

2

1

Vb
E

V2

r2~ u̇i
~1!1v i

~1!!~ u̇i
~1!1v i

~1!!dx

1
1

2

1

Vb
E

V2

r2~~ u̇i
~3!1v i

~3!!!~ u̇i
~3!1v i

~3!!))

2
1

2
r2fu̇i

~2!u̇i
~2!

5
1

2
r2fu̇i

~1!u̇i
~1!1r2u̇i

~1!ẇi
~1!1

1

2
mi j

~1,2!ẇi
~1!ẇj

~1!

1
1

2
r2fu̇i

~3!u̇i
~3!1r2u̇i

~3!ẇi
~3!1

1

2
mi j

~3,2!ẇi
~3!ẇj

~3!

2
1

2
r2fu̇i

~2!u̇i
~2! , ~5.10!

where

mi j
~ l ,2!5r2

1

Vb
E

V2

aki
~ l ,2!ak j

~ l ,2!dx, l 51,3.

Next, using thatui
(2)5wi /f1S1ui

(1)1S3ui
(3) in Eq. ~5.8!

gives

wi
~1!5wi1S3f~ui

~3!2ui
~1!!,

wi
~3!5wi1S1f~ui

~1!2ui
~3!!, ~5.11!

and

wi
~1!wi

~1!5wiwi12S3fwi~ui
~3!2ui

~1!!

1~S3f!2~ui
~3!2ui

~1!!~ui
~3!2ui

~1!!,

wi
~3!wi

~3!5wiwi12S1fwi~ui
~1!2ui

~3!!

1~S1f!2~ui
~3!2ui

~1!!~ui
~3!2ui

~1!!, ~5.12!

wi
~1!wi

~3!5wiwi1~S32S1!fwi~ui
~3!2ui

~1!!

2S1S3~f!2~ui
~3!2ui

~1!!~ui
~3!2ui

~1!!.

Using Eqs.~5.11! and ~5.12! in Eq. ~5.10!, for the isotropic
case the following expression forT2 is obtained:

T25@ 1
2r2f1 1

2~f!2~~S3!2m~1,2!1~S1!2m~3,2!!2S3r2f2 1
2~S1!2r2f#u̇i

~1!u̇i
~1!

1@r21f~S1m~3,2!2S3m~1,2!!2S1r2#u̇i
~1!ẇi1@r2f2~f!2~~S3!2m~1,2!1~S1!2m~3,2!!2S1S3r2f#u̇i

~1!u̇i
~3!

1
1

2 Fm~1,2!1m~3,2!2
r2

f Gẇi ẇi1@rw1f~S3m~1,2!2S1m~3,2!!2S3r2#ẇi u̇i
~3!

1@ 1
2r2f1 1

2~f!2~~S3!2m~1,2!1~S1!2m~3,2!!2S1r2f2 1
2~S3!2r2f#u̇i

~3!u̇i
~3! . ~5.13!

The kinetic energy densityT in V is therefore

T5T11T21T3 . ~5.14!

Remark: The third term on the right-hand side of Eq.
~5.13! represents dynamic interaction between the two solid
phases.

B. Dissipation function

Here it is assumed that the dissipation functionD is a
quadratic non-negative form in the variables (u̇i

(3)2u̇i
(1)) and

ẇi . Then, if h denotes the fluid viscosity, in the statistically
isotropic case the dissipation function has the form

D5 1
2 f 11~ u̇i

~3!2u̇i
~1!!~ u̇i

~3!2u̇i
~1!!1 1

2 f 22ẇi ẇi

1 f 12~ u̇i
~3!2u̇i

~1!!ẇi . ~5.15!

Remark: Appendix B contains the derivation of formulas
to compute the mass and dissipation coefficients in the ki-

netic energy densityT and the dissipation functionD so that
for the case of uniform porosity the model presented in Ref.
4 is obtained. Thus, this new model is a generalization to the
nonuniform porosity case of the previous models proposed in
Refs. 6 and 4.

C. The differential equations of motion

Set u5(uj )5(ui
(1) ,wi ,ui

(3)), 1< i<3, 1< j <9. The
Lagrangian formulation of the equations of motion for our
system is

d

dt S ]T
]u̇ j

D1
]D
]u̇ j

52
]Vd

]uj
, 1< j <9. ~5.16!

Next, combine Eqs.~2.13!, ~5.6!, ~5.7!, ~5.13!–~5.16! to
conclude that the equations of motion can be written in the
form:
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p11üi
~1!1p12ẅi1p13üi

~3!1 f 11u̇i
~1!2 f 12ẇi2 f 11u̇i

~3!

5
]

]xj
@s i j

~1!2S1fpfd i j #, ~5.17!

p12üi
~1!1p22ẅi1p23üi

~3!2 f 12u̇i
~1!1 f 22ẇi1 f 12u̇i

~3!52
]pf

]xi
,

~5.18!

p13üi
~1!1p23ẅi1p33üi

~3!2 f 11u̇i
~1!1 f 12ẇi1 f 11u̇i

~3!

5
]

]xj
@s i j

~3!2S3fpfd i j #, i 51,2,3. ~5.19!

The mass coupling coefficients in Eqs.~5.17!–~5.19! are
given by

p115r2f1~f!2~~S3!2m~1,2!1~S1!2m~3,2!!22S3r2f

2~S1!2r2f1~f1!2n~1,3!1~f3!2n~3,1!2f3r3 ,

p125p215r21f~S1m~3,2!2S3m~1,2!!2S1r2 ,

p135p315r2f2~f!2~~S3!2m~1,2!1~S1!2m~3,2!!

2S1S3r2f1r1f12~f1!2n~1,3!1r3f3

2~f3!2n~3,1!,
~5.20!

p225m~1,2!1m~3,2!2
r2

f
,

p235p325rw1f~S3m~1,2!2S1m~3,2!!2S3r2 ,

p335r2f1~f!2~~S3!2m~1,2!1~S1!2m~3,2!!22S1r2f

2~S3!2r2f1~f1!2n~1,3!1~f3!2n~3,1!2f1r1 .

The coefficientspi j in Eq. ~5.20! can be written in terms
of the tortuositiesa13, a31, a12, anda32 defined in Refs. 4
and 6 as follows:

n~1,3!5a13

r1

f1
, n~3,1!5a31

r3

f3
,

m~1,2!5a12

r2

f
, m~3,2!5a32

r2

f
,

~5.21!

a125
f1r

fr2
r 1211, a325

f3r8

fr2
r 3211,

a135
f3r8

f1r1
r 1311, a315

f1r

f3r3
r 3111,

wherer i j are the geometrical aspects of the boundaries sepa-
rating the phasesi and j ~equal to1

2 for spheres! and

r5
fr21f3r3

f1f3
, r85

fr21f1r1

f1f1
.

Using the relations~5.21! in Eq. ~5.20! yields

p115r2f~11~S1!2a321~S3!2a1222S32~S1!2!

1a13r1f11~a3121!r3f3 ,

p125r2~S3~12a12!1S1a32!,

p135r2f~12~S1!2a322~S3!2a122S1S3!

1r1f1~12a13!1r3f3~12a31!,
~5.22!

p225
r2

f
~a121a3221!,

p235r2~S1~12a32!1S3a12!,

p335r2f~11~S1!2a321~S3!2a1222S12~S3!2!

1a31r3f31~a1321!r1f1 .

In Appendix B the mass coefficientspi j are related to the
mass coefficients of the previous formulations in Refs. 6 and
4.

VI. PLANE WAVE ANALYSIS

Let v denote the angular temporal frequency and let us
define the matricesMPR737, EPR737 be defined by

M53
m11 0 0 m12 m13 0 0

0 q1 0 0 0 q2 0

0 0 q1 0 0 0 q2

m12 0 0 m22 m33 0 0

m13 0 0 m23 m33 0 0

0 q2 0 0 0 q3 0

0 0 q2 0 0 0 q3

4 ,

and

E53
H11 4

3 m1 0 0 B1 B31 2
3 m13 0 0

0 m1 0 0 0 1
2 m13 0

0 0 m1 0 0 0 1
2 m13

B1 0 0 Kav B2 0 0

B31 2
3 m13 0 0 B2 H31 4

3 m3 0 0

0 1
2 m13 0 0 0 m3 0

0 0 1
2 m13 0 0 0 m3

4 ,

where

m115p112 i
f 11

v
, m125p121 i

f 12

v
, m135p131 i

f 11

v
,

m225p222 i
f 22

v
, m235p231 i

f 12

v
, m335p331 i

f 11

v
,

q15m112
~m12!

2

m22
, q25m132

m12m23

m22
,

q35m332
~m23!

2

m22
.

Set

S5E21M. ~6.1!

Then a generalization of the argument using plane waves
given by Santoset al.14 shows that after finding the complex
eigenvalues 1/(cm)2, m51,...,7 of the matrixS by solving
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det(S2(1/c2)I )50, the phase velocitiesam and the attenu-
ation coefficientsdm ~in dB! of the compressional and shear
waves are obtained in terms ofcm from

am5
1

Re~cm!
, dm52p8.685 889UIm~cm!

Re~cm!
U. ~6.2!

Three of the eigenvalues of the matrixS, associated with
the first, fourth, and fifth rows and columns are related with
the compressional modes, while of the other four eigenvalues
only two of them are different and they are related with the
two shear modes of propagation. These wave modes are in
agreement with those predicted previously in Refs. 6, 7, and
4.

The experimental observation of the additional~slow!
waves was reported by Leclaireet al.7 The slow wave modes
are important to explain attenuation and dispersion effects
observed on the faster modes associated with scattering phe-
nomena due to the presence of heterogeneities inside the
composite poroelastic materials being analyzed.

VII. AN EXISTENCE AND UNIQUENESS RESULT

Let the positive definite mass matrixPPR939 and the
non-negative dissipation matrixCPR939 be defined by

P5F p11I p12I p13I

p12I p22I p23I

p13I p23I p33I
G ,

C5F f 11I 2 f 12I 2 f 11I

2 f 12I f 22I f 12I

2 f 11I f 12I f 11I
G ,

whereI denotes the identity matrix inR333. Also, let L(u)
be the second-order differential operator defined by

L~u!5$“"@s i j
~1!~u!2S1fpf~u!d i j #,

2“pf~u!,“"@s i j
~3!~u!2S3fpf~u!d i j #%.

Then the equations of motion~5.17!–~5.19! can be stated in
the form

P ]2u

]t2
1C ]u

]t
2L~u!5 f ~x,t !,

~x,t !PV3~0,T![V3J. ~7.1!

Let us consider the solution of Eq.~7.1! with initial con-
ditions

u~x,0!5u0,
]u

]t
~x,0!5v0, xPV, ~7.2!

and boundary conditions

~s i j
~1!~u!2S1fpf~u!d i j !n j52g~1!, ~x,t !P]V3J,

~7.3!

~s i j
~3!~u!!2S3fpf~u!d i j )n j52g~3!, ~x,t !P]V3J,

~7.4!

pf~u!5g~2!, ~x,t !P]V3J. ~7.5!

To state a weak form of problem~7.1!–~7.5! some no-
tation needs to be introduced. Let~•,•! and ^•,•& denote the
usual inner products inL2(V) and L2(]V), respectively.
Also, for any real numbers andE5V, ]V let Hs(E) denote
the usual Sobolev space with corresponding normi•is,E .
Let

H~div,V!5$vP@L2~V!#3:“"vPL2~V!%,
~7.6!

V5@H1~V!#33H~div,V!3@H1~V!#3,

with the natural norm

iviV5@ iv ~1!i1,V
2 1iv ~3!i1,V

2 1iv ~2!iH~div,V!
2 #1/2,

v5~v ~1!,v ~2!,v ~3!!PV.

Set

L~u,v !5~s i j
~1!~u!2S1fpf~u!d i j ,e i j ~v ~1!!1~s i j

~3!~u!

2S3fpf~u!d i j ,e i j ~v ~3!!2~pf~u!,“"v2!.

~7.7!

Next recall that the strain energy densityW in Eq. ~3.1! is a
positive definite quadratic form in the variablese i j (u

(1)),
e i j (u

(3)), andz, which implies that

W~u!>M F(
i j

~~e i j ~u~1!!!21~e i j ~u~3!!!2!1z2G , ~7.8!

and consequently applying Korn’s second inequality15,16 it
follows that

L~u,u!>ME
V
F(

i j
~~e i j ~u~1!!!21~e i j ~u~3!!!2!

1~“"w!2GdV

>M1@ iu~1!i1,V
2 1iu~3!i1,V

2 1iwiH~div,V!
2 #

2M2iui0,V
2 , ;uPV. ~7.9!

In Eqs.~7.8! and~7.9! M, M1 , andM2 denote positive con-
stants depending only on the upper and lower bounds of the
coefficients of our differential problem and the domainV.

Next, the weak form of problem~7.1!–~7.5! is obtained
as usual by multiplying Eq.~7.1! by vPV and integrating the
result over V, using integration by parts in the
(L(u),v)-term and applying the boundary conditions~7.3!–
~7.5!. Thus a variational form for our problem can be formu-
lated as follows: find the mapu: J→V such that

S P ]2u

]t2
,v D 1S C ]u

]t
,v D1L~u,v !1^g~1!,v ~1!&1^g~3!,v ~3!&

1^v ~2!
•n,g~2!&5~ f ,v !, vPV, tPJ. ~7.10!

Set
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Qr
25I ] r f

]t r I
L2~J,@L2~V!#9!

1I ] rg~1!

]t r I
L`~J,@H21/2~]V!#3!

1I ] r 11g~1!

]t r 11 I
L2~J,@H21/2~]V!#3!

1I ] rg~3!

]t r I
L`~J,@H21/2~]V!#3!

1I ] r 11g~3!

]t r 11 I
L2~J,@H21/2~]V!#3!

1I ] rg~2!

]t r I
L`~J,H1/2~]V!!

1I ] r 11g~2!

]t r 11 I
L2~J,H1/2~]V!!

,

~7.11!

P25iu0i2,V
2 1iv0i1,V

2 1i f ~x,0!i0,V
2 11. ~7.12!

Let us state a theorem about the existence, uniqueness, and
regularity of the solutionu of problem~7.1!–~7.5!. The proof
is similar to that given by Santoset al.17 for the case in
which the porous solid matrix consists of only one solid
phase and is omitted.

Theorem 1: Let f, g(1), g(2), g(3), u0, v0 be given and
such that Q0,`, Q1,`, P,`. Then there exists a unique
solution u(x,t) of (7.1)–(7.5) such that u, ]u/]tPL`(J,V)
and ]2u/]t2PL`(J,@L2(V)#9).

VIII. EXAMPLES

A. Shaley sandstones

The theory can be applied to various composite media,
such as shaley sandstones,1 permafrost,3,18 gas-hydrate bear-
ing sediments,4 and frozen foods.5 Let us consider a shaley
sandstone, and denote the sand fraction byS1 and the clay
fraction byS3 . As stated previously, the theory predicts three
compressional waves~P waves! and two shear waves~S
waves!, whose phase velocities can be obtained by solving
the eigensystem resulting from the equation of motion as
indicated in Sec. VI@cf. Eq. ~6.2!#; see also Ref. 1. In this
example, we consider the faster P and S waves.

The bulk and shear moduli of the sand and clay~dry!
matrices versus porosityf are obtained from a relationship
proposed by Kriefet al.19 using formulas~A6! and ~A7! in
Appendix A. We consider the data set published by Han
et al.20 obtained at a confining pressure of 40 MPa. Han and
his co-workers provide ultrasonic measurements of P- and
S-wave velocities for 75 sandstone samples with porosities
ranging from 2% to 30% and clay content from 0 to 50%.
One feature of this data set is that a small amount of clay
significantly softens the rock moduli, leading to reduced ve-
locities. Table I shows the properties of the different con-
stituents. The friction coefficients and permeabilities are cal-
culated by using the equations given in Appendix B.
Moreover, the mass coefficients arer 125r 325r 135r 31

51/2. The predictions of the theory against the measure-
ments obtained by Hanet al.20 are shown in Figs. 1~a! and

~b!, whereA52 anda50.5 @see Eqs.~A6! and~A7!#. To fit
the experimental data a frequency of 5 kHz was assumed.
Strictly speaking, this is not correct since the data have been
acquired at ultrasonic frequencies of the order of hundreds of
kilohertz. However, it is well known that Biot-type dissipa-
tion mechanisms alone do not account for the level of attenu-
ation observed in rocks. A correct description of this phe-
nomenon would require the generalization of the different
stiffness moduli to relaxation functions.10 However, this fact
reflects the robustness of the model for this particular ex-
ample. The figure shows the compressional and shear veloci-
ties versus porosity, where each curve corresponds to a dif-

TABLE I. Material properties of the clay-bearing sandstone.

Solid grain Bulk modulus,Ks1 39 GPa
Shear modulus,ms1 39 GPa
Density,r1 2650kg/m3

Average radius,Rs1 50 mm

Clay Bulk modulus,Ks3 20 GPa
Shear modulus,ms3 10. GPa
Density,r3 2650kg/m3

Average radius,Rs3 1 mm

Fluid Bulk modulus,K f 2.4 GPa
Density,r2 1000kg/m3

Viscosity,h 1.798cP

FIG. 1. Velocities of the faster compressional~a! and shear~b! waves vs
porosityf for different values of clay contentS3 , indicated by the numbers
inside the boxes~1: S350%, 2:S3510%, 3:S3520%, 4:S3530% and 5:
S3540%). The experimental data, represented with numbers, correspond to
the data set published by Hanet al. ~Ref. 20!. In this case, 1, 2, 3, 4, and 5
correspond toS3 values in the ranges@S3 ,S315%#, S350,...,40%. The
frequency is 5 kHz.
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ferent value of the clay contentS3 . The root-mean-square
deviation computed for all samples, apart from five outliers
for P waves and seven outliers for S waves, is 93 m/s for the
P-wave velocity and 100 m/s for the S-wave velocity.

B. Permafrost

To illustrate the use of the variable-porosity differential
equations, let us consider wave propagation through an in-
terface separating two sandstones with different ice content.
Basically, the model consists of two homogeneous half
spaces separated by a plane boundary. The upper medium is
the sandstone used in the examples of Carcione and
Seriani,18 with no ice in the pores. It has a porosity of 20%
when the medium is unfrozen. The lower media has 90% ice
content in the pores. In this case the bulk and shear moduli of
the sandstone and ice matrices are computed using a perco-
lation model as indicated in Appendix A. We omit the prop-
erties of the sandstone~including the ice and water proper-
ties! since they are given in Ref. 18@the properties
correspond to those of Figs. 2~b! and 3~c! of that paper#.

The time stepping method is a Runge–Kutta fourth-
order algorithm, and the spatial derivatives are calculated
with the Fourier method by using the fast Fourier
transform.13 This spatial approximation is infinitely accurate
for band-limited periodic functions with cutoff spatial wave
numbers which are smaller than the cutoff wave numbers of
the mesh. Since the presence of quasistatic modes makes the
differential equations stiff, a time-splitting integration algo-
rithm is used to solve the stiff part analytically. Due to the
splitting algorithm, the modeling is second-order accurate in
the time discretization. The method is illustrated in detail in
Carcione and Helle21 for a two-phase medium and in Car-
cione and Seriani18 for a three-phase medium.

A 3573357 mesh is used, with square cells and a grid
spacing of 14 m~the model has a dimension of approxi-
mately 535 km!. The source is a vertical force with a domi-
nant frequency of 12 Hz, applied at 380 m above the inter-
face. The time step required by the Runge–Kutta algorithm
is 0.5 ms. Snapshots of the wave field at 0.6 s are shown in
Fig. 2. The faster P and S waves and planar head waves can
be seen in the snapshots. Strong converted waves, interpreted
as slow waves, can be observed in the lower medium. The
high amplitudes of the slow waves at low frequencies can be
due to the very high permeability of the ice frame (5
31024 m2).

IX. CONCLUSIONS

A theory was developed to study the processes of defor-
mation and wave propagation in porous media composed of
three interacting phases~two solids and one fluid!, for the
case of spatially variable porosity. The model, based on first
principles, can be generalized to the case of multiple solid
constituents. Appropriate constitutive relations were estab-
lished, and equivalence between the elastic moduli and those
corresponding to the uniform porosity case, given in previ-
ous formulations, was found, which can also be related to
known petrophysical models. Using the classical Lagrangian
approach, the differential equations of motion were obtained

and the problem of existence and uniqueness of the solution
under appropriate initial and boundary conditions was ana-
lyzed. It was shown that five wave modes can propagate in
this composite medium~three compressional and two shear
waves!.

The model was applied to the study of two geophysical
problems. First, the phase velocities of the faster waves in a
shaley sandstone were computed for different values of water
saturation and clay content. The predictions of our model
agree very well with the observations. The second applica-
tion consists of the numerical simulation of the wave fields
generated by a point source within a frozen sandstone with
variable ice content. The simulation reveals strong wave-
mode conversions, indicating that the model can be useful to
study the freezing conditions of porous media.

In future works simulations in heterogeneous media will
be performed and the effects that the slow waves~modes!

FIG. 2. Snapshots of the particle velocities of the frame~a! and particle
velocity of the fluid relative to the solid phases~b! at 0.6 s. The upper
medium is unfrozen and the lower medium has an ice content of 90%. The
source is a vertical force in the frame with a central frequency of 12 Hz. Its
location is 380 m above the interface. The ratio maximum amplitude in~a!
to maximum amplitude in~b! is 547.
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have on the faster modes will be analyzed. The present paper
has been written to obtain~and justify! the differential equa-
tions for such media.
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APPENDIX A: A FORM OF COMPUTING THE
COEFFICIENTS IN THE CONSTITUTIVE RELATIONS

This section presents a form of evaluating the coeffi-
cients in the stress–strain relations~4.6!–~4.8!, which com-
bined with Eq.~4.9! yield the values of the coefficients for
this new variable porosity formulation.

Let Ks1,m , Ks3,m , ms1,m , andms3,m denote the bulk and
shear modulus of the two solid~dry! frames, respectively. In
Appendices A1 and A2 it is indicated how to determine these
moduli for the two examples presented in this paper. Also, let
Ks1 , ms1 , Ks3 , ms3 denote the bulk and shear moduli of the
grains in the two solid phases, respectively, and letK f denote
the bulk modulus of the fluid phase. For the coefficientsm1 ,
m3 , andm13 the formulas given in Ref. 4 were used:

m j5@~12gj !f j #
2mav1ms j,m , gj5

ms j,m

f jms j
, j 51,3,

m135~12g1!~12g3!f1f3mav, ~A1!

mav5F ~12g1!f1

ms1
1

f

2vh
1

~12g3!f3

ms3
G21

,

whereg1 andg3 are the so-called shear consolidation coef-
ficients of the solid frames 1 and 3.6 The symbolv in the
definition of mav above denotes the angular frequency.

Also, sinceK25f2Kav, @cf. Eq. ~4.5!#, to determineK2

the following expression forKav given in Ref. 4 is used:

Kav5F ~12c1!
f1

Ks1
1

f

K f
1~12c3!

f3

Ks3
G21

. ~A2!

The remaining elastic coefficients are given by4

K j5@~12cj !f j #
2Kav1Ks j,m , cj5

Ks j,m

f jKs j
, j 51,3,

~A3!
C125~12c1!f1fKav,

C135~12c1!~12c3!f1f3Kav,

C235~12c3!ff3Kav,

wherec1 , c3 are the bulk consolidation coefficients of the
solid frames 1 and 3.

These elastic moduli for constant porosity can be rewrit-
ten in terms of a set of coefficients analogous to those given
by Gassmann22 as follows:

K j5KG j22a jSjfKav1~Sjf!2Kav, j 51,3,
~A4!

C125fKav~a12S1f!, C235fKav~a32S3f!,

C135Kav~a12S1f!~a32S3f!,

where

KG j5Ks j,m1~a j !
2Kav, a j5Sj2

Ks j,m

Ks j
, j 51,3.

~A5!

The moduli KG1 and KG3 are analogous to Gassmann’s
modulus~a calculation shows thatKG j5H j , H j , j 51,3),
while the coefficientsa1 anda3 correspond to the effective
stress coefficients in the classic Biot theory.10,13The bulk and
shear moduliKs1,m , Ks3,m , ms1,m andms3,m in Eqs.~A1! and
~A5! can be determined in several fashions. In some cases,
they can be obtained from the measurements of compres-
sional and shear wave velocities on the empty rock or alter-
natively, they can be estimated using known petrophysical
models. The procedure used in this paper to determine those
moduli for the cases of shaley sandstones and frozen porous
media is indicated in the following.

1. The case of shaley sandstones

The porosity dependence of the sand and clay~dry! ma-
trices is consistent with the concept of critical porosity, since
the moduli should vanish above a certain value of the poros-
ity ~usually from 0.4 to 0.5!. This dependence is determined
by the empirical coefficientA in Eq. ~A6!. In some rocks
there is an abrupt change of rock matrix properties with the
addition of a small amount of clay, attributed to softening of
cements, clay swelling, and surface effects.23 That is, the
wave velocities decrease significantly when the clay content
increases from 0 to a few percentages. In order to model this
effect, the shear modulus of the sand matrix is multiplied by
a factor depending on the empirical coefficienta in Eq. ~A7!
~this factor tends to 1 whena→`). If V1 represents the sand
andV3 the clay minerals, then the bulk and shear moduli of
the sand and clay~dry! matrices are assumed to satisfy

Ks j,m5SjKs j~12f!11A/~12f!, j 51,3, ~A6!

ms1,m5exp$2@~12S3!S3!#a%Ks1,mms1 /Ks1 ,
~A7!

ms3,m5Ks3,mms3 /Ks3 .

2. The case of frozen porous media

Following Refs. 6 and 4 it is assumed thatKs1,m is
known, and that the other modulus may be computed using a
percolation-type model with critical exponent 3.8.24 As ex-
plained by Leclaireet al.,6 the percolation theory is used
here to describe the transition of a system from the continu-
ous to the discontinuous state, which is governed by a power
law independent of the system material. Hence,ms1,m , ms3,m

andKs3,m are obtained using

ms j,m5@ms j,m
~max!2ms j,m

0 #F f3

12f1
G3.8

1ms j,m
0 , j 51,3,

~A8!

Ks3,m5@Ks3,m
~max!2Ks3,m

0 #F f3

12f1
G3.8

1Ks3,m
0 ,

wherems1,m
(max), ms3,m

(max), andKs3,m
(max) are computed using Kuster

and Tokso¨z’s model,25 taking the known values ofKs1 , ms1 ,
Ks3 , ms3 for the background medium with inclusions of air,
with propertiesKa , ma . For the solid matrixV1 the concen-
tration of inclusions isc512f1 and for the ice matrixV3
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we consider that the water is totally frozen, i.e.,c5f1 . The
moduli ms1,m

0 , ms3,m
0 , andKs3,m

0 are appropriate reference val-
ues. Here it is assumed that4

Ks3,m
0 5ms3,m

0 50. ~A9!

For variable temperatures, the porosity~or water proportion!
may be computed as function of temperature using the ex-
pressions given in Refs. 6 and 4.

APPENDIX B: IDENTIFICATION OF THE MASS AND
DISSIPATIVE COEFFICIENTS FROM PREVIOUS
FORMULATIONS

In this section it is shown that under the assumption of
uniform porosity from Eqs.~5.17! to ~5.19! the equations of
motion in the form presented in Refs. 6 and 4 are obtained.

First, use Eqs.~2.7! and ~5.18! in Eq. ~5.17! to obtain

]

]xj
s i j

~1!5~p1122S1fp121~S1f!2p22!)üi
~1!1f~p12

2S1fp22!üi
~2!1~p132S1fp232S3fp12

1S1S3~f!2p22!üi
~3!2f~ f 121S1f f 22!

3~ u̇i
~2!2u̇i

~1!!2~ f 111~S12S3!f f 12

2S1S3~f!2f 22!~ u̇i
~3!2u̇i

~1!!. ~B1!

Next, settings52fpf , it follows from Eq. ~5.18! that

]

]xi
s5f~p122S1fp22!)üi

~1!1~f!2p22üi
~2!1f~p23

2S3fp22!üi
~3!1f~ f 121S1f f 22!~ u̇i

~2!2u̇i
~1!!

1f~S3f f 222 f 12!~ u̇i
~2!2u̇i

~3!!. ~B2!

Also, using Eqs.~2.7! and ~5.18! in Eq. ~5.19! yields

]

]xj
s i j

~3!5~p132S1fp232S3fp121S1S3~f!2p22!üi
~1!

1f~~p232S3fp22!üi
~2!1~p3322S3fp23

1~S3f!2p22!üi
~3!2f~S3f f 222 f 12!

3~ u̇i
~2!2u̇i

~3!!1~ f 111~S12S3!f f 12

2S1S3~f!2f 22!~ u̇i
~3!2u̇i

~1!!. ~B3!

Using the expressions given in Eq.~5.22! a calculation
shows the following equivalence between the mass coeffi-
cients defined in Ref. 4 and the new coefficientspi j :

r11[p1122S1fp121~S1f!2p22

5r1f1a131r2f2~a1221!1r3f3~a3121!,

r12[f~p122S1fp22!52r2f~a1221!),

r13[p132S1fp232S3fp121S1S3~f!2p22

52r1f1~a1321!2r3f3~a3121!,
~B4!

r22[~f!2p225r2f2~a121a3221!,

r23[f~p232S3fp22!52r2f~a3221!,

r33[p3322S3fp231~S3f!2p22

5r1f1~a1321!1r2f2~a3221!1r3f3a31.

The expressions for the mass-coupling coefficientsr i j in Eq.
~B4! coincide with those given by Carcione and Tinivella.4

Next let us give a procedure to choose the dissipation
coefficientsf 11, f 22, and f 12. For the case of frozen porous
media, following Ref. 4, the dissipation coefficientsb12,
b23, andb13 are defined as follows:

b125~f!2
h

k1
, b235~f!2

h

k3
,

~B5!
b135friction coefficient between the ice

and the solid frames,

whereh denotes the fluid viscosity and the permeability co-
efficientsk1 , k3 are defined in terms of the absolute perme-
abilities k1,0, k3,0 of the two solid frames by~see also Ref.
6!

k15k1,0

~f!3

~12f1!3
, k35k3,0

~12f1!2

f3
2 S f

f1
D 3

. ~B6!

For the case of shaley sandstones, following Ref. 1 the
coefficient b13 can be assumed to be zero and the friction
coefficientsb12 andb23 are taken to be of the form:

b12545hRs1
22f21~12f!f1 ,

b23545hRs3
22f21~12f!f3 , ~B7!

whereRs1 , Rs3 denote the average radii of the sand and clay
particles, respectively. These expressions are given in Ap-
pendix B3 of Carcioneet al.1 ~but in that paper the viscous
drag coefficients are respectively denoted byb11 andb33).

It follows from Eqs. ~B1! to ~B3! that to recover the
uniform porosity formulation in Ref. 4 the coefficientsf 11,
f 22, and f 12 must be taken to satisfy the following nonsin-
gular system of equations:

f 111~S12S3!f f 122S1S3~f!2f 225b13,

f~S3f f 222 f 12!5b23, ~B8!

f~ f 121S1f f 22!5b12.

The coefficientsf 11, f 12, andf 22 are determined by Eq.~B8!
with the coefficientb13 left as a free parameter chosen so that
the condition

f 11f 222 f 12
2 >0 ~B9!

is satisfied, which is needed in order to have a non-negative
dissipation functionD in the variables (u̇i

(3) 2u̇i
(1) ), andẇi .

Since the coefficientb13 takes into account friction between
the two solid phases, a proper model based, for example, in
Coulomb’s friction theory may be used, but this problem is
beyond the scope of this work. For simplicity in all the nu-
merical examples presented in this article the coefficientb13

was set to be zero.
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Plane wave solution for elastic wave scattering
by a heterogeneous fracture
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A plane-wave method for computing the three-dimensional scattering of propagating elastic waves
by a planar fracture with heterogeneous fracture compliance distribution is presented. This method
is based upon the spatial Fourier transform of the seismic displacement-discontinuity~SDD!
boundary conditions~also called linear slip interface conditions!, and therefore, called the
wave-number-domain SDD method~wd-SDD method!. The resulting boundary conditions
explicitly show the coupling between plane waves with an incident wave number component
~specular component! and scattered waves which do not follow Snell’s law~nonspecular
components! if the fracture is viewed as a planar boundary. For a spatially periodic fracture
compliance distribution, these boundary conditions can be cast into a linear system of equations that
can be solved for the amplitudes of individual wave modes and wave numbers. We demonstrate the
developed technique for a simulated fracture with a stochastic~correlated! surface compliance
distribution. Low- and high-frequency solutions of the method are also compared to the predictions
by low-order Born series in the weak and strong scattering limit. ©2004 Acoustical Society of
America. @DOI: 10.1121/1.1739483#

PACS numbers: 43.20.Gp, 43.20.Px, 43.58.Ta@LLT # Pages: 2761–2772

I. INTRODUCTION

At microscales, fractures in rocks, metals, and ceramics
can take many different forms including aligned open cracks,
two surfaces in imperfect contact and a planar, thin zone
filled with materials more compliant than the background
medium.1 Since a fracture scatters propagating elastic waves
as a function of the microscale structure and resulting me-
chanical properties, they can be detected and characterized
from the scattering behavior of the waves. The microscale
properties, including surface roughness and aperture distribu-
tion, and connectivity and permeability of the cracks and
gouge material, can also have a large impact on the hydraulic
properties of a fracture.

Unfortunately, the microscale geometry and spatial
property variations of a fracture is difficult to resolve using
elastic waves if these heterogeneous features are much
smaller than the wavelengths. Instead, these heterogeneities
are likely to affect the scattering behavior of the waves
through static, effective mechanical properties of the fracture
that are determined at some subwavelength scale larger than
the heterogeneities themselves. This is one of the basic prin-
ciples of the seismic displacement–discontinuity~SDD!
boundary conditions~also known as linear-slip interface con-
ditions! commonly used for examining elastic wave scatter-
ing by fractures.

The SDD conditions assume a linear relationship be-
tween the wave-introduced, small relative displacement and
stress across a fracture, via material parameters called frac-
ture stiffness and its inverse, fracture compliance.2 Since the
SDD model is incapable of discriminating the detailed local

geometry of a fracture, the fracture compliance does not di-
rectly reflect the hydraulic properties. However, in general, a
large compliance value suggests a more open, permeable
fracture. Baik and Thompson~1984!3 showed that the frac-
ture compliance can be determined analytically for fractures
consisting of sparsely distributed, co-planar circular cracks
and of contact patches between half-spaces. Angel and
Achenbach~1985!4 showed that elastic wave scattering off a
fracture, consisting of aligned microcracks, can be modeled
by the SDD conditions for long wavelengths. From labora-
tory ultrasonic transmission tests across a synthetic fracture
with known, regular geometry, Myeret al. ~1985!5 found
good agreement between measured waves and theoretical
prediction by the SDD model.

Theoretical studies based upon the SDD model on the
elastic wave scattering by fractures are limited to, or assume,
fractures with a homogeneous distribution of fracture com-
pliance on the fracture plane.2,6–8 This is because the con-
ventional SDD model, when used with plane wave theory,
requires a ‘‘range-independent’’~material properties do not
vary along the fracture plane! fracture compliance distribu-
tion. Naturally occurring fractures are, however, heteroge-
neous, with the microscale properties varying along the frac-
ture plane. This gives rise to fracture compliance that is
spatially heterogeneous and, possibly, correlated. Since the
heterogeneity of a fracture has a great impact on the hydrau-
lic and mechanical properties of the fracture,9–12 understand-
ing the effect of the heterogeneity on the scattering of elastic
waves can provide valuable tools for geophysical and non-
destructive characterization of the fracture properties.

In this paper, we present analytical and numerical tech-
niques to examine the elastic wave scattering by a heteroge-
neous fracture, based on the ‘‘local’’ SDD boundary condi-
tions and the plane wave theory. This is achieved by

a!Author to whom correspondence should be addressed; electronic mail:
snakagawa@lbl.gov
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applying a spatial Fourier transform to the SDD conditions
with ‘‘local’’ fracture compliance that is a function in space.
For this reason, this method is called the wave number do-
main seismic displacement discontinuity method~wd–SDD
method!. Previously, the local SDD model was used in geo-
metric ray approximations. Pyrak-Nolte and Nolte~1992!13

examined the apparent, scattering induced frequency depen-
dence of fracture compliance assuming that the compliance
varied much more slowly compared to the wavelength~high-
frequency ray approximation!. Nihei ~1989!14 and Oliger
et al. ~2003!15 used Kirchhoff approximations to take into
account the diffraction of waves transmitted across a hetero-
geneous fracture. In the Kirchhoff approximations, the am-
plitudes and phases of the transmitted waves across a frac-
ture are computed at each location on the fracture, assuming
that the fracture is planar and has a single value of fracture
compliance assigned to that location. In contrast, the wd–
SDD method is not limited to high frequencies and takes into
account the interactions between different locations on the
fracture. Although numerical methods such as the boundary
element method16 and the finite difference method17,18 can
also be used to examine the scattering of elastic waves at full
range of frequencies, applications of these methods to three-
dimensional problems results in high computational costs,
particularly large computer memory. Further, the analytical
nature of the introduced method can provide clearer insights
into the mechanism of wave scattering by a heterogeneous
fracture.

II. THEORY

A. Plane wave analysis

We first hypothesize that the ‘‘local fracture compli-
ance’’ can be defined for a fracture. This means that the
dynamic behavior of a real fracture is well approximated by
the behavior of an interface between half-spaces with a het-
erogeneous distribution of compliance which is measured lo-
cally at some length scale much smaller than the seismic
~elastic wave! wavelengths. This approach is commonly
taken to numerically simulate wave scattering by fractures
with heterogeneous surface contacts using the boundary ele-
ment method and the finite difference method.

In our model, we also assume that the dimension of a
fracture in the fracture-normal direction, such as the surface
roughness and waviness, is much smaller than considered
seismic wavelengths, and therefore, the fracture can be
treated as a plane. For the local fracture compliance model,
the SDD boundary conditions are specified at each spatial
location on the fracture on thex, y plane as~Fig. 1!

s~x,y;z→10!5s~x,y;z→20![s~x,y!, ~1!

h~x,y!s~x,y!5@u#~x,y!, ~2!

where the displacement–discontinuity vector@u#, stress trac-
tion vectorss, and the compliance matrixh are defined as

@u#~x,y![u~x,y;z→10!2u~x,y;z→20!

5F ux

uy

uz

G
z→10

2F ux

uy

uz

G
z→20

, ~3!

s~x,y;z→60!5F sxz

syz

szz

G
z→60

, ~4!

h~x,y![F hxx hxy hxz

hyx hyy hyz

hzx hzy hzz

G . ~5!

It is noted that the stress traction vector is defined via com-
ponents of stress on planes parallel to thex, y plane rather
than components of traction the sign of which depends on
the orientation of the surface. However, without confusion,
we shall call this ‘‘traction~vector!.’’ We assume that the
incident waves insonify the fracture on thez,0 side. By
directly applying the spatial 2D Fourier transform to these
‘‘local’’ SDD conditions given in Eqs.~1! and ~2!, we get

s̃~kx ,ky ;z→10!5s̃~kx ,ky ;z→20![s̃~kx ,ky!, ~6!

~h̃* s̃!~kx ,ky!5@ ũ#~kx ,ky!. ~7!

Tilde ‘‘˜’’ indicates transformed variables, and ‘‘* ’’ indicates
a convolution. It is noted that for a uniform fracture,h(x,y)
is a constant matrix, and the convolution is reduced to a
multiplication, i.e., the same relationship as in thex, y do-
main.

In this paper, we assume a single plane fracture embed-
ded within a homogeneous background medium with a stiff-
ness tensorC5@Ci jkl # and a densityr. For a given fre-
quencyv and fracture-parallel wave numberskx andky , the
Christoffel equation is solved to obtain sixz-direction wave
numberskz

16 , kz
26 , kz

36 , where 1, 2, 3 indicate the three
modes of plane waves, and corresponding unit particle dis-
placement vectorsû1

6 , û2
6 , û3

6 . Hereafter, the superscripts

FIG. 1. Heterogeneous fractures with a variety of microstructures are mod-
eled as a planer interface between half-spaces with spatially varying fracture
compliance~springs in the figure!.

2762 J. Acoust. Soc. Am., Vol. 115, No. 6, June 2004 Nakagawa et al.: Plane wave solution for heterogeneous fractures



‘‘ 2’’ and ‘‘ 1’’ indicate waves propagating in the negativez
direction ~reflected waves! and in the positivez direction
~incident and transmitted waves!, respectively. For plane
waves, the displacement and stress can be related to each
other via single vector variablesa6 containing the displace-
ment amplitudes of three plane wave modes. Using the wave
numbers and unit displacement vectors defined in the above,
a single wave number component of the plane wave dis-
placement is given by

u6~x,y;z!

5F ux
6

uy
6

uz
6
G ~5ũ6~kx ,ky ;z!!5$û1

6 û2
6 û3

6%

3F eikz
16z

eikz
26z

eikz
36z

G
3F a1

6

a2
6

a3
6
Gei ~kxx1kyy2vt !

[U6~kx ,ky!E6~kx ,ky ;z!a6~kx ,ky!ei ~kxx1kyy2vt !, ~8!

wherev is the circular frequency. The traction is computed
from the displacement vector using the Hooke’s law as

s6~x,y;z!~5s̃6~kx ,ky ;z!!

5F sxz
6

syz
6

szz
6
G

5 ivS6~kx ,ky!E6~kx ,ky ;z!a6~kx ,ky!ei ~kxx1kyy2vt !.

~9!

Dependence on the phase term,ei (kxx1kyy2vt), is understood
and omitted from the following equations. We will defineS6

shortly.
For an isotropic background medium, the three modes of

wave propagation are two shear~S! waves and one compres-
sional ~P! wave. We label these modes as 15Sv wave, 2
5Sh wave, and 35P wave, where a convention is taken
such that theSh wave has the particle displacement parallel
to the fracture~or z! plane. For a plane-parallel wave number
kr5Akx

21ky
2, the z-direction wave numbers arekz

1,26

56kz
S[6AkS

22kr
2 and kz

3656kz
P[6AkP

2 2kr
2, wherekP

5v/cP andkS5v/cS are theP- andS-wave wave numbers
with velocities cP and cS , respectively. The displacement
and stress matrices in Eqs.~8! and ~9! take the forms

U65RTF 7kz
S/kS kr /kP

1

kr /kS 6kz
P/kP

G , ~10!

S65rcSRTF 2~122~kr /kS!2! 0 62krkz
P/kPkS

0 6kz
S/kS 0

62krkz
S/kS

2 0 ~122~kr /kS!2!~kS /kP!
G , ~11!

whereR is the rotation matrix around thez axis given by

R[F kx /kr ky /kr

2ky /kr kx /kr

1
G . ~12!

The superscript ‘‘T’’ indicates matrix transposition. It is noted
that the matricesU6 and R are dimensionless, andS6 has
the dimension of acoustic impedance. Also, all of these ma-
trices are frequency independent for a given wave propaga-
tion direction~or a fracture-parallel slowness! because wave
numbers in the expressions appear only as a ratio between
two wave numbers.

Using Eqs.~8! and ~9!, the displacement and traction
introduced by an incident plane wave propagating in the
positive z direction are ũInc5U1E1aInc and s̃Inc

5 ivS1E1aInc , respectively, whereaInc contains the dis-
placement amplitudes of the individual plane wave modes.
Using Eq.~8!, and noting that there are no waves propagat-
ing in the negativez direction on thez.0 side of the frac-

ture, the transformed-domain displacement–discontinuity
vector on the fracture is computed from Eqs.~3!, ~8!, and
~10! as

@ ũ#[ũ~z→10!2ũ~z→20!

5@ ũ12~ ũ21ũInc!#z50

5U1a12~U2a21U1aInc!. ~13!

The traction vectors are given by Eqs.~9! and ~11! as

s̃~z→10!5~s̃1!z505 ivS1a1,
~14!

s̃~z→20!5~s̃21s̃Inc!z505 iv~S2a21S1aInc!.

Using Eqs.~13! and ~14!, Eqs. ~6! and ~7! are rewritten,
respectively, as

ivS1a15 iv~S2a21S1aInc![s̃~kx ,ky!, ~15!

h̃* ~ ivS1a1!5U1a12U2a22U1aInc . ~16!

To simplify the above equations, we choose to use the trac-
tion vectors̃ as our primary variable. This choice leads to an
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efficient implementation of a numerical algorithm, which we
will discuss later. Using the equalities in the first equation,

a15~ ivS1!21s̃,
~17!a25~ ivS2!21~s̃2 ivS1aInc!.

These are used to eliminate the variablesa2 anda1 from Eq.
~16!, resulting in

h̃* s̃5U1~ ivS1!21s̃2U2~ ivS2!21~s̃2 ivS1aInc!

2U1aInc

5~ iv!21@U1~S1!212U2~S2!21#~s̃2 ivS1aInc!

[~ iv!21H~s̃2s̃Inc!. ~18!

or

@~ iv!21H2h̃* #s̃5~ iv!21Hs̃Inc . ~19!

Note that the stress introduced by the incident wave is evalu-
ated on the fracture (z50). The matrixH is defined as

H[U1~S1!212U2~S2!21

5
2

rcS•R
RTF kz

S/kS

kSR/kz
S

kz
P/kS

GR, ~20!

whereR is the dimensionless Rayleigh function

R[@122~kr /kS!2#214~kr /kS!2~kz
Pkz

S/kS
2!. ~21!

It is noted thatH has the dimension of inverse acoustic im-
pedance, and bothR andH are frequency independent for a
fixed wave propagation direction.

Equation ~19! is a Fredholm integral equation of the
second kind for the total stresss̃ on the fracture, which can
be given explicitly as

s̃~kx ,ky!5s̃Inc~kx ,ky!1 ivH21~kx ,ky!

3E
2`

1`E
2`

1`

h̃~kx2kx8 ,ky2ky8!

3s̃~kx8 ,ky8!dkx8 dky8 . ~22!

The first term on the right-hand side of the equation is the
incident wave field, and the second term is the scattered
wave field. The second term shows that, for a heterogeneous
fracture compliance distribution, different wave number
components are coupled through the convolution with the
Fourier transformed fracture compliance, resulting in non-
specular transmission and reflection of an incident plane
wave. For simplicity, we define 333 matrix operatorsH̄21

and hS . H̄21 is a ‘‘diagonal’’ multiplication operator~per-
forms multiplication by the matrixH21), andhS is a convo-
lution operator@performs convolution in Eq.~12! with mul-
tiplication by the matrixh̃#. The formal solution of Eq.~22!
is obtained~Neumann series! by rewriting Eq. ~22! using
these operators as

s̃5s̃Inc1 ivH̄21hS s̃[s̃Inc1 i V̄s̃, ~23!

where V̄[vH̄21hS , and then by applying Eq.~23! recur-
sively to itself as

s̃5@ Ī1 i V̄1~ i V̄!21¯#s̃Inc5~ Ī2 i V̄!21s̃Inc . ~24!

Ī is the identity operator. If the scattering is weak so that the
stress field on the fracture can be approximated by the stress
introduced by the incident wave, the~first-order! Born ap-
proximation can be used in Eq.~23!, resulting in

s̃5s̃Inc1 i V̄s̃Inc5~ Ī1 i V̄!s̃Inc , ~25!

which can also be obtained by keeping the first two terms in
the Neumann series~Born series! in Eq. ~24!. It is noted that
an alternative approximation that is valid for the strong-
scattering limit can be obtained if the stiffness of the frac-
ture, instead of compliance, is used. The derivation of this
approximation is shown in the Appendix.

Introducing higher-order terms in the Born series in-
creases the applicable range of the approximation for stron-
ger scattering, as long as the series is convergent. However,
the series may converge very slowly, or even may not con-
verge for moderately to strongly scattering fractures~for
weakly to moderately scattering fractures if the formulation
in Appendix is used!. For these cases, the original system
equation~19! has to be solved numerically.

B. Numerical analysis

In order to solve the integral equation~19! numerically,
the equation is discretized in wave number to obtain a linear
system of equations by applying the discrete Fourier trans-
forms instead of the continuous Fourier transforms. This in-
dicates that both the two-dimensional fracture compliance
distribution and the resulting waves are treated as periodic,
though the waves are periodic in the dynamic sense as in the
Floquet boundary condition~i.e., a phase shift is included in
the periodic boundary condition!. Also, for the linear system
of equations to be finite in size, the spectra of the trans-
formed fracture compliance need to be band limited~decay
away from the origin sufficiently fast!. The discrete form of
Eq. ~19! is @for computational efficiency, Eqs.~22! and ~23!
are not used#

(
m850

M21

(
n850

N21

@~ iv!21dmm8dnn8Hmn2h̃m2m8,n2n8#s̃m8n8

5~ iv!21Hmns̃Inc,mn

~m50,1,...,M21 and n50,1,...,N21!. ~26!

dmm8 anddnn8 are the Kronecker deltas. All vectors and ma-
trices are evaluated at discrete wave numbers,kxm

52mp/Lx and kyn52np/Ly , with indicesm and n. Note
that all these indices are periodic with periodsM andN, and
the compliance distribution is spatially periodic with periods
Lx and Ly . The length of the periods given byM and N
should be sufficiently long to avoid spectral leakage in the
solution. By grouping the two indices (m,n) and (m8,n8) to
the vectors and matrices into single indicesl and l 8 ( l ,l 8
50,1,...,MN21), respectively, Eq.~26! are assembled into a
single matrix equation

@~ iv!21H̄2hS #s̄5~ iv!21H̄s̄Inc , ~27!

where
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H̄[FH0

H1

�

HMN21

G ,

hS[F h̃0 h̃21 ¯ h̃2MN11

h̃11 h̃0 ¯ h̃2MN12

] ] � ]

h̃MN21 h̃MN22 ¯ h̃0

G ,

~28!

s̄5F s̃0

s̃1

]

s̃MN21

G , s̄Inc5F s̃Inc,0

s̃Inc,1

]

s̃Inc,MN21

G .

H̄ andhS here are the inverse of multiplication operatorH̄21

and convolution operatorhS in Eq. ~23!, respectively, defined
for a finite number of wave numbers. Once the stress vector
s̄ is determined, by solving Eq.~27!, the coefficient vectors
for each wave number and wave mode component are com-
puted via

amn
1 5~ ivSmn

1 !21s̃mn , ~29!

amn
2 5~ ivSmn

2 !21~s̃mn2s̃Inc!, ~30!

for transmitted and reflected waves, respectively. From these,
the displacement vectors for the transmitted and reflected
waves are

u1~x,y;z.0!5 (
m50

M21

(
n50

N21

Umn
1 Emn

1 amn
1 ei ~kxmx1kyny2vt !,

~31!

u2~x,y;z,0!5 (
m50

M21

(
n50

N21

~Umn
2 Emn

2 amn
2

1Umn
1 Emn

1 aInc,mn!e
i ~kxmx1kyny2vt !, ~32!

where Emn
6 5E6(kmx ,kny ;z) are the discrete forms of the

phase-shift matrices defined in Eq.~8!.

C. Computational considerations

The system matrix has a size Mmat3Mmat where Mmat

5M3N3DOF ~degrees of freedom, three for three-
dimensional problems! which grows rapidly as the number
of wave number components increases. However, unique
properties of the equation allow an efficient implementation
of the method in a computer program, which leads to signifi-
cant savings in the computer time and memory.

First, we discuss the memory considerations. From Eqs.
~26!, ~27!, and~28!, notice that the system matrix consists of
two parts: the 333 block diagonal partH̄, and the fully
populated parthS . The latter matrix has the same structure as
the Toeplitz matrix: each element of the matrix, a 333 sub-
matrix, appears recursively, with the first entry of the com-
pliance matrixh̃005h̃0 in the diagonal. This is the direct
consequence of expressing a convolution operation with a
periodic function using a matrix. Therefore, for this system
matrix, if an iterative solver such as the stabilized bi-

conjugate gradient method19 or the GMRES method20 is
used, it is sufficient to store only the block diagonal part of
the matrixH̄ and the transformed fracture compliance matri-
ces corresponding to the first 33Mmat part of the matrixhS .

An iterative solver requires both fast computation of
matrix-vector products~mat-vecs! and effective precondi-
tioning of the system matrix. The fully populated structure of
the system matrix is usually not suited for fast computation
of mat-vecs. Fortunately, Eq.~26! reveals that the matrix-
vector product betweenhS and s̄ is essentially a single con-
volution betweenh̃m,n(5h̃l) and s̃m,n(5s̃l). Therefore,
this computation can be carried out efficiently by transform-
ing the vectors to the spatial domain and then transforming
back the products between the vectors and the local compli-
ance matrices to the wave number domain, using fast Fourier
transforms. The preconditioning of the matrix is carried out
in the spatial domain using the Kirchhoff approximation of
the scattered waves. This involves first computing the scat-
tering matrix for the incident plane wave at each location on
the fracture, assuming the fracture is homogeneous and the
compliance distribution is uniform. Subsequently, the result-
ing 333 block diagonal matrix is transformed in the wave
number domain, and then LU decomposition is applied to the
band-diagonal part of the matrix using a small bandwidth
~3–9 are used!. This LU-decomposed matrix is used for pre-
conditioning the system matrix during each mat-vec opera-
tion.

Finally, for a plane incident wave with a wave number
vector (kx

Inc ,ky
Inc), the definition of the wave numbers is

changed to (kxm ,kyn)5(kx
Inc12mp/Lx ,ky

Inc12np/Ly), so
that the nonspecular wave number components close to the
incident wave wave number are preferentially used to repre-
sent the scattered waves. This is a reasonable choice because
the partial waves with wave numbers close to the source
wave number are more strongly excited due to the coupling
introduced by the diagonally dominant kernel of the convo-
lution integral in Eq.~22!. The expression for the stress vec-
tor also changes as

s̃Inc,mn→dm0dn0s̃Inc . ~33!

III. EXAMPLES

A. Comparison with a boundary element code

In order to check the performance of the numerical tech-
nique, we compared the numerical results of the wd-SDD
technique developed in the preceding sections to the results
from a two-dimensional, frequency-domain elastodynamic
boundary element~BE! method of Hirose and Kitahara
~1991!.21 In this test, the results from the two methods were
compared for an incident planeP wave propagating in thez
direction. For the wd-SDD, we assumed a fracture with sinu-
soidal compliance distribution, h(x,y)5h0I (1
2cos 2px/l)/2 whereI is a 333 identity matrix,h051.33
310210m/Pa, and periodl54 m. In contrast, the two-
dimensional fracture in the BE model is finite in extent from
228 m to128 m.

z-direction displacement waveforms computed for re-
ceivers located on both sides of the fracture are shown in Fig.
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2. The distance of the receivers from the fracture is 20 m, the
incident wave is a planeP wave Ricker wavelet~second
derivative of a Gaussian wavelet! with a central frequency
corresponding to 4 m which is also the spatial period of the
compliance distribution. Compared to the SDD results, the
BE results show much shorter, more compact waveforms,
because the fracture in the BE model is finite. However, the
waveforms are in good agreement until about 28 ms, for both
reflected and transmitted waveforms, which indicates that the
scattering of the waves can be accurately modeled using the
wave-number-domain SDD technique. The secondary arriv-
als that also show rather good agreement are due to theS
waves converted by the fracture.

B. Numerical models of a heterogeneous fracture

In the following examples, we used a fracture with a
numerically simulated stochastic compliance distribution.
For simplicity, the fracture compliance matrix was assumed
to be proportional to an identity matrix, i.e., normal and
shear compliances are the same, andh(x,y)5h(x,y)I . A
distribution of logarithmic compliance, lnh(x,y), was gener-
ated from a Gaussian correlation function with a correlation
length ~one standard deviation! of 4 m and uncorrelated
phase between the Fourier components.22 The range of a
single periodic cell is (Lx ,Ly)5(64 m,64 m). The resulting
complianceh(x,y), shown in Fig. 3, has a log-normal dis-
tribution with a mean and a standard deviation of the com-
pliance of 6.74310211m/Pa and 4.87310211m/Pa, respec-
tively. The correlation length of the distribution~one
standard deviation of a fitted Gaussian profile! is approxi-
mately 4 m.

C. Exact solutions

Waves scattered by the heterogeneous fracture in Fig. 3
were computed for a plane incidentP wave, using a Ricker
wavelet ~second derivative of a Gaussian function! with a
central frequency, 750 Hz, corresponding to the correlation
length of the fracture. The velocities and density of the ho-

mogeneous, isotropic, elastic background werecp

53000 m/s,cs51731 m/s, andr52100 kg/m3, respectively.
If the fracture had a homogeneous fracture compliance dis-
tribution, the mean compliance value of 6.74310211m/Pa
would give the same normal incidenceP wave transmission
and reflection coefficients of amplitudes of&/2;0.71. The
condition for this to occur is that frequency5rcp /p.

The snapshots in Figs. 4~a! and 4~b! were computed for
both a normally incidentP wave and an obliquely incidentP
wave with a unit propagation vector (vx ,vy ,vz)
5(1/A3,1/A3,1/A3), respectively. To emphasize the scat-
tered waves with small amplitudes, the amplitude scale was
magnified by a factor of 4, which caused the saturation of
scale for a part of transmitted and reflected waves. In both
snapshots, it can be seen that patches of large and small
compliance scatter the incident waves, creating circular
~spherical! diffraction patterns in both sides of the fracture.
For the normal incidence case, the amplitude and phase fluc-
tuations in the both transmitted and reflected waves can be
seen. It is also noted that incoherentSwaves were generated.
For the oblique incidence case, the diffracted waves gener-
ated horizontally propagatingP waves in later times, part of
which was critically refracted as head waves propagating
away from the fracture~multiple, faint oblique wave fronts
propagating symmetrically across the fracture!.

Figure 5 shows the amplitude distribution of individual
wave number components for a given frequency~750 Hz!
and angles of incidence~normal and oblique! of incident
planeP waves. The axes of the plots show the integral num-
bers (m,n) corresponding to the wave number components
(kxm ,kyn)5(kx

Inc12mp/Lx ,ky
Inc12np/Ly). Remember that

the components of wave numbers used in the numerical
simulations were distributed around the incident wave num-
ber (kx

Inc ,ky
Inc). These diagrams can be used to see if the

spectrum leakage occurs due to a premature truncation of the
wave number series~or undersampling in the spatial do-

FIG. 2. Comparison between waveforms computed using the BEM and the
wd-SDD method. A planeP wave is normally incident on the fractures. The
first-arriving parts of the waves show very good agreement. The results of
the wd-SDD method show long-lasting reverberations~‘‘coda’’ ! due to the
waves scattered a long distance away from the receiver.

FIG. 3. Single periodic cell for the compliance distribution of a simulated
fracture. The distribution is periodic in bothx andy directions. The corre-
lation length of the distribution is 4 m~single standard deviation of a fitted
Gaussian distribution!, and the compliance values vary by about an order of
magnitude.
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main!. For this example, although the length of the wave
number series was rather short@~M,N!5~32,32!#, the ampli-
tudes of the scattered waves became significantly small at the
edge of the diagram, showinga posteori that the selected
length of the series was sufficiently long. It is also noted that
while the normal-incidence case showed no coupling be-
tween the incidentP wave andSh waves, the oblique-
incidence case showed smallSh waves.

D. Born approximations and low- and high-frequency
asymptotic solutions

If the compliance distribution is uniform, only the
specular wave number component needs to be examined.

This is because the convolution matrix,hS , and therefore the
system matrix in Eq.~27!, becomes block diagonal due to the
lack of coupling between different wave number compo-
nents. For a plane incident wave, using the vectors and ma-
trices in Eq.~28!, the ‘‘exact’’ equation~27! reduces to

@~ iv!21H02h̃0#s̃5~ iv!21H0s̃Inc or

~ I2 ivH0
21h̃0!s̃0[~ I2 i V0!s̃05s̃Inc . ~34!

For a diagonal fracture compliance matrixh̃0

[diag@hxx,hyy,hzz#, V0 is

FIG. 4. Three-dimensional snapshots of the waves scattered by a single plane fracture atz50, with the heterogeneous fracture compliance distribution shown
in Fig. 4. Bothx andz direction particle displacements are shown on the surfaces of a cube cut out of an infinite medium containing the fracture. The top two
rows are for a normally incidentP wave propagating from the bottom of the plots, and the bottom two rows are for an obliquely incident P waves propagating
from the bottom left corner of the cube, in the~1/),1/),1/)! direction.
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V05DiagFvrcShxx

2

vrcShyy

2

vrcPhzz

2 G
[Diag@VSv VSh VP#. ~35!

Therefore the components of this matrix are the dimension-
less frequencies defined by Haugen and Schoenberg

~2000!.23 The stiffness based equations~defined in Appen-
dix! also reduces to

~ ivH0
212k̃0!@ ũ#5 ivH0

21@ ũ# Inc or

@ I2~ iv!21H0k̃0#@ ũ#0[~ I1 iT0!@ ũ#05@ ũ# Inc . ~36!

FIG. 5. Sv, Sh, andP-wave amplitude distributions of wave number components around a unit amplitude, incidentP wave (m5n50). Both the normal
incidence case~a! and oblique incidence case~b! are shown. The frequency of the waves is 750 Hz. The color scale is saturated for components with an
amplitude larger than 0.01. The line diagrams are the profiles of the distributions cut along the line,m50 ~shown as a dotted line!. The amplitudes of the wave
number components decay quickly away from the center~incident wave!.
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Since bothh̃0 and k̃0 are constant and diagonal, andH0 is
also diagonal for normally incident waves,k̃05h̃0

21, and
T05V0

21. Therefore, the two Born series are

s̃05 (
n50

`

i nV0
n"s̃Inc , ~37!

@ ũ#05 (
n50

`

~2 i !nV0
2n

•@ ũ# Inc . ~38!

Since the eigenvalues of the matricesV0 and V0
21 are the

Haugen and Schoenberg’s dimensionless frequencies and
their inverse, the above Born series converge foruVSv,Sh,Pu
,1 for compliance based series, anduVSv,Sh,Pu.1 for the
stiffness based series. Therefore compliance and stiffness-
based Born approximations can be applied in the low- and
high-frequency limits, respectively. Physically, the
compliance-based Born series can be viewed as a perturba-
tion of the totally transmitted waves across a welded fracture
in the static limit by small reflection of nonzero-frequency
wave energy. In contrast, the stiffness-based Born series is a
perturbation of the totally reflected waves for an open frac-
ture in the high-frequency limit by small transmission of
finite-frequency wave energy.

For heterogeneous fracture compliance and stiffness dis-
tributions, these relationships are more complicated due to
the nonspecular scattering of waves. The matrix-vector form
of the Born series is obtained from Eq.~23! as

s̄5 (
n50

`

~ ivH̄21hS !ns̄Inc[ (
n50

`

i nV̄ns̄Inc . ~39!

Also, from the Appendix, the stiffness-based Born series is

@ ū#5 (
n50

`

@~ iv!21H̄kS #n@ ū# Inc[ (
n50

`

~2 i !nT̄n@ ū# Inc .

~40!

These series are convergent ifiV̄i,1 and iT̄i,1, i.e., the
magnitude of the eigenvalues of the matrices are smaller than
unity. It is desirable to interpret these conditions as the low-
and high-frequency limits, as we saw for a homogeneous
fracture, so that we can apply the Born approximations to the
low- and high-frequency scattering problems for a heteroge-
neous fracture. We will examine these possibilities using nu-
merical simulations.

For the fracture model used in the preceding section, we
can compute the scattered wavefield from the~generalized!
Born series. For simplicity, we assume normally incident,
monochromatic transmittedP waves, and examine only the
specular component of the waves. The ‘‘exact’’ solutions are
also computed from Eq.~27! for a range of frequencies, and
compared to the Born approximations of different orders.
Figures 6 shows the comparisons of transmission coefficient
amplitudes computed from thez-direction particle motions of
P waves. Each curve in the plots is labeled with the order of
Born approximation. The low-frequency approximations
were computed using the compliance-based Born series, and
the high-frequency approximations were computed using the
stiffness-based Born series. As can be seen from the plots,
the Born approximations appear to be valid in both low- and
high-frequency limits, respectively, and including higher-
order terms in the Born series does improve the applicability

FIG. 6. Real~top! and imaginary~bottom! parts of the
transmission coefficients~the most dominant specular
components ofP wave are compared! computed using
the Born approximations of different orders up ton
55. For comparison, the ‘‘exact’’ numerical solutions
are also plotted. The low-frequency~left! approxima-
tions are computed using the compliance-based Born
series while the high-frequency~right! approximations
are obtained from the stiffness-based Born series.
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of the approximations. For the fracture and background prop-
erties used for this example, the low-frequency approxima-
tion is valid below 150 Hz, and the high-frequency approxi-
mation is valid above 10 kHz. In Fig. 7,z-direction particle
displacements are compared for both third-order Born ap-
proximation and the exact numerical solution. The receivers
are located atz532 m ~transmitted waves! and z5232 m
~reflected waves!, and a low frequency~a central frequency
of 100 Hz! Ricker wavelet was used. For this example, the
results of the two methods are indistinguishable.

However, these results do not necessarily guarantee that
the first two terms in the Born series~first-order Born ap-
proximations! are exactly the leading terms in the series, i.e.,
low- and high-frequency asymptotes of the exact solutions.
We examined the low- and high-frequency limit behavior of
the two Born series more in detail by plotting the displace-
ment amplitudes computed from the individual terms of both

series as a function of frequency@Figs. 8 left and right, re-
spectively#. It is noted that the lowest order term of the
stiffness-based Born series isO(1/v), because the transmit-
ted wave’s displacement computed from the displacement is
computed via a relationshipũ15@ ũ#2@ ũ# Inc which removes
the 0th order term from the original Born series.

From Fig. 8 left, the second and the higher-order terms
of the compliance-based Born series all exhibitO(v) depen-
dence, instead of the expectedO(vn) dependence for a ho-
mogeneous fracture in Eq.~37!, wheren is the order of the
term. This indicates that, although it is still a good approxi-
mation due to small magnitudes of the terms higher thann
.2, the compliance-based Born approximation does not give
the exact low-frequency asymptotic solution. In contrast,
from Fig. 8 right, the terms in the stiffness-based Born ap-
proximation areO(1/vn), giving correct high-frequency as-
ymptotes.

Since the frequency-independentH matrices should re-
sult in O(vn) dependence of the compliance-based Born se-
ries from Eq.~39!, the above result seems to be incorrect.
This apparent discrepancy is due to the wave number convo-
lution involving bothH5H(kr /v) and h̃5h̃(kr) for twice
or more scattered waves in the compliance-based Born se-
ries. H is frequency independent only if the plane parallel
wave numberkr is viewed as a function of frequency
(kr /v5p, p is the plane parallel slowness!. However, this
exchange of independent variables does not make the convo-
lution integral frequency independent, becauseh̃, which
originally is dependent upon onlykr , is now frequency de-
pendent:h̃5h̃(kr)5h̃(vp). Therefore, the resulting convo-
lution operators ~or matrices! V̄n[(vH̄21hS )n are not
O(vn). In contrast, for high-frequencies and the stiffness-
based Born series,H is frequency independent without ex-
changing the variables, because H5H(kr /v)
5H(kz

P/kS ,kz
S/kS)→H(cS /cP,1), which yields T̄n

;O(v2n).

FIG. 7. Comparison betweenz-direction particle motions computed by solv-
ing the matrix equation in Eq.~27! and by the third-order, compliance-based
Born approximation. The central frequency of the incident Ricker wavelet
~P wave! is 100 Hz, and the receivers are located on both sides, 32 m away
from the fracture. The results are nearly identical.

FIG. 8. Displacement amplitude computed from individual terms in the Born series for a unit-amplitude, plane incidentP wave. Thez-direction particle
displacements of transmittedP wave are shown. Thenth-order term of the high-frequency Born series~right! scales asO(1/vn). In contrast, all the terms
except for the 0th-order term~incident wave! in the low-frequency Born series~left! scale asO(v). The absolute magnitudes of the higher order terms,
however, are small for this example.
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IV. CONCLUSIONS

We developed a plane wave method to compute the
three-dimensional scattering of plane elastic waves by a frac-
ture with a heterogeneous stiffness~compliance! distribution.
This technique allows us to examine the relationships be-
tween the characteristics of scattered elastic waves and the
microstructural variations along the fracture plane~e.g., sur-
face contact and crack distribution, gouge layer thickness
variation! that are modeled as heterogeneities in the fracture
compliance distribution.

This method is a straightforward extension of the com-
monly used seismic displacement discontinuity~SDD!
method for a homogeneous fracture, to a fracture with a het-
erogeneous fracture compliance distribution. Even though
the developed technique is a full-waveform technique and
successfully models a variety of wave phenomena involving
a fracture, such as mode converted waves, head waves~re-
fracted waves!, surface waves and diffracted waves, it does
not require massive parallel computers as finite difference
methods and boundary element methods would do.

The current numerical technique can be applied to non-
planar incident waves by simply modifying the incident
wave vector. In this case, however, a larger number of wave
number components need to be used in the matrix equation.
It should also be noted that this technique is difficult to apply
to extremely heterogeneous fractures, because such fractures
typically results in a large linear system of equations to solve
for nonspecular components of scattered waves with wave
numbers far different from the incident wave. Further, the
compliance-based equations break down for open cracks and
voids ~infinite compliance! and the stiffness-based equations
break down for welded surfaces~infinite stiffness!, because
the Fourier transforms cannot be performed.

Last, we demonstrated that two types of Born series can
be used to examine the low- and high-frequency limit behav-
ior of the wave scattering by a heterogeneous fracture. The
low-frequency Born series~compliance-based formulation!,
however, should be used with a caution, because the lowest-
order term does not provide the exact low-frequency
asymptotic solution. In contrast, the high-frequency Born se-
ries ~stiffness-based formulation! is the exact high-frequency
asymptote, although, in practice, the local SDD conditions
used as a basis of the theory may not be valid for such high
frequencies.
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APPENDIX

As an alternative to using the compliance-based equa-
tions, we can use equations based on fracture stiffness
k(x,y)5h21(x,y). In this case, Eq.~7! in the text is re-
placed by

~ k̃* @ ũ# !~kx ,ky!5s̃~kx ,ky!. ~A1!

k̃ is the Fourier transformed fracture stiffness matrix. By
using the displacement discontinuity vector@ũ# as the pri-
mary variable, the traction vectors̃ is eliminated from Eq.
~A1!, resulting in

~ ivH212k̃* !@ ũ#5 ivH21@ ũ# Inc , ~A2!

where the incident term for the displacement–discontinuity
vector is defined as

@ ũ# Inc[2HS1aInc . ~A3!

Equation~A3! is the displacement–discontinuity vector for
an open fracture~free surface!. The integral equation corre-
sponding to Eq.~22! is

@ ũ#~kx ,ky!5@ ũ# Inc~kx ,ky!1~ iv!21H~kx ,ky!

3E
2`

1`E
2`

1`

k̃~kx2kx8 ,ky2ky8!@ ũ#

3~kx8 ,ky8!dkx8 dky8 , ~A4!

and the Neumann series~Born series! corresponding to Eq.
~24! is

@ ũ#5@ Ī2 i T̄1~2 i T̄!21¯#@ ũ# Inc5~ Ī1 i T̄!21@ ũ# Inc ,
~A5!

where the operatorT̄ is defined asT̄[v21H̄kS . Note that, in
general, the fracture stiffness convolution operatorkS is not
the inverse of the compliance operatorhS . Equation~A4! can
be written in a matrix form to be solved numerically. The
resulting matrix equation is equivalent to the compliance-
based equation~26! but shows faster convergence of iterative
solutions at higher frequencies. This property can be used to
efficiently implement the computer program to solve for the
‘‘exact’’ solutions: the compliance formulation is used at low
frequencies and the stiffness formulation at high frequencies.
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The scattering amplitude for the scattering of anti-plane shear waves by screw dislocations, and of
in-plane shear and acoustic waves by edge dislocations are computed within the framework of
elasticity theory. The former case reproduces well-known results obtained on the basis of an
electromagnetic analogy. The latter case involves four scattering amplitudes in order to fully take
into account mode conversion, and an adequately generalized optical theorem for vector waves is
provided. In contrast to what happens for scattering by obstacles, the scattering amplitude increases
with wavelength, and, in general, mode conversion in the forward direction does not vanish.
© 2004 Acoustical Society of America.@DOI: 10.1121/1.1687735#

PACS numbers: 43.20.GP, 43.35.Cg, 43.40.Fz@ANN# Pages: 2773–2780

I. INTRODUCTION

The interaction of an elastic wave with inclusion-like
defects has received quite a bit of attention, starting with
work in the 1950s concerning the scattering of acoustical
waves by spherical obstacles that may be empty, fluid filled,
or elastic, embedded in an elastic medium.1–3 Further works
consider the case of transverse incident wave both for two-
dimensional cylindrical cavities4,5 and for three-dimensional
spherical cavities6–8 as well as for more complicated inclu-
sion shapes.9–12

In addition to inclusions and flaws, which are static ob-
stacles to elastic wave propagation in a solid, and whose
interaction provide the underpinning for nondestructive
testing,13–17 dislocations are also defects that interact with
acoustic waves. Edge dislocations were introduced as defects
in a crystal by Orowan, Polanyi, and Taylor,18–20 and screw
dislocations were introduced by Burgers.21 Although they
play a central role in the understanding of plasticity, it is very
difficult to quantitatively measure their properties, a standard
tool being electron microscopy. Would it be possible to de-
velop acoustical diagnostic techniques to make quantitative
dislocation measurements? A first step in that direction
would involve a full understanding of the interaction be-
tween elastic waves and dislocations, about which surpris-
ingly little can be found in the literature.

Again in the 1950s, the interaction of elastic waves with
dislocations was studied by Nabarro,22 who noted that waves
would be scattered by a dislocation because the motion in-
duced by the incoming wave would generate the emission of
a scattered wave. Thus, a description of this mechanism in-

volves two steps: the motion of a dislocation in the presence
of an incident wave has to be known as well as a represen-
tation for the elastic field generated by a moving dislocation.
Eshelby23,24 and Nabarro22 used an electromagnetic analogy
to tackle the case of a two-dimensional screw dislocation,
which reduces to a scalar problem when the interaction is
with an anti-plane shear wave. However, this analogy is no
longer valid for edge dislocations when both in-plane shear
and compressional waves are involved, each one with its
own propagation velocity. In 1963, Mura25 derived from the
Navier equations an integral representation for the elastic
field generated by a dislocation loop in three dimensions in
arbitrary motion, of which two-dimensional cases can be ob-
tained as special cases. Kiusalaas26 considered the special
case of an edge dislocation oscillating with an arbitrary ve-
locity. Also, the expression of the total scattering cross sec-
tion of an elastic shear wave incident at right angles with the
Burgers vector of the dislocation can be found in the conclu-
sion of this paper, suggesting that the authors have used
some equation of motion for the edge dislocation. Unfortu-
nately, no calculations are given, the authors indicating that
they are too lengthy to be reproduced.

The derivation from the Navier equation of the equation
of motion for a dislocation in the presence of an external,
time-dependent, stress field has been obtained by Lund.27

This work, together with the integral representation of
Mura,25 allows for a full description of the scattering of elas-
tic waves by dislocations. This paper carries out this program
for both screw and edge dislocations in two dimensions. In
the former case, the problem reduces to a scalar problem for
the anti-plane~shear! wave. The results obtained are in
agreement with those obtained in Ref. 22 using the electro-
magnetic analogy. The latter case leads to a vector problema!Electronic mail: agnes.maurel@espci.fr
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for the two in-plane~shear and compressional! waves. Thus,
accounting for mode conversions, four scattering functions
are determined.

In three dimensions, the interaction of sound waves with
dislocation segments has been described by the vibrating
string model28–31 based on the formulation of Koehler32 in
which the dislocation is modeled as a scalar string driven by
a scalar time dependent stress. This model is very simple, a
fact that allows for many applications, and it certainly cap-
tures the essence of the physics of the elastic wave–
dislocation interaction. It has been quite successful in ex-
plaining a wealth of data in acoustics and thermal
conductivity experiments.33 However, it does not consider
the many complexities of this interaction. For example, it
does not differentiate between edge and screw dislocations,
or among the various polarizations available to an elastic
wave. The present work presents a full vector treatment of
the elastic wave–dislocation interaction in two dimensions.

The paper is organized as follows. Section II presents
briefly the integral representation of the scattered wave due
to the motion of the dislocation and the equation of motion
for a dislocation in the presence of an incident wave. Sim-
plified expressions for the bidimensional problem and in the
case of small amplitude and small velocity~well below the
speed of sound! motion of the dislocation are given. Sections
III and IV treat, respectively, the anti-plane and in-plane
cases and the derivation of the scattering functions are pre-
sented, as well as the resulting cross sections. It is found in
both cases that the scattering strength of a dislocation in-
creases when increasing the wavelength of the incident
wave. The explanation for this unusual behavior comes from
the particular mechanism of the scattering which differs from
the mechanism responsible for the scattering by static inho-
mogeneity such as inclusions and voids, where a vanishing
scattering cross section is expected at long wavelengths. As
previously noted, the scattering by a dislocation is a conse-
quence of a dynamic interaction with the incident wave and
there is no reason to expect similar results here. Rather, the
scattering cross section is linked to the equation of motion of
the dislocation in the presence of an incoming wave, a mo-
tion whose amplitude does increase with the wavelength in
the dynamical models of Refs. 24 and 27. A complete de-
scription of the interaction of an elastic wave with a disloca-
tion would also consider the interaction with the core of the
dislocation. This would need an atomistic description of the
dislocation core. However, this effect can be neglected for
elastic wavelengths that are long compared to core size, as is
the case for externally generated waves even at the highest
ultrasonic frequencies available.

II. BASIC EQUATIONS

The mechanism for the scattering of an elastic incident
wave by a dislocation is quite simple: The incident wave hits
the dislocation, causing it to oscillate in response. The ensu-
ing oscillatory motion will generate outgoing~from the dis-
location position! elastic waves.

The goal of this section is to briefly derive the integral
representation of the scattered wave due to the motion of a
dislocation~2.4! and the equation of motion of a dislocation

~2.5!. Equation~2.4! comes from Ref. 25 written in two di-
mensions and under the hypothesis of small amplitude mo-
tion. Equation~2.5! comes from Ref. 27 under the same hy-
pothesis.

In Secs. III and IV, these equations will be used when
the dislocation motion is induced by an incident wave.

A. Scattered wave by a moving dislocation

We consider a dislocation loopX(s,t), wheres is the
coordinate along the loopL in the three-dimensional space
with the current coordinatesx5(x1 ,x2 ,x3). b is the Burgers
vector, defined by a discontinuity of the displacement field
u:rCdu[2b, formally written @u#5b, whereC is a closed
curve around the dislocation with a direct orientation with
respect tot5]X/]s ~Fig. 1!.

A homogeneous, linearly elastic solid containing a dis-
location loopL is described by displacementsu(x,t) away
from an equilibrium position, and the equations of elastody-
namics are

r
]2

]t2
ui~x,t !2ci jkl

]2

]xj]xk
ul~x,t !50 ~2.1!

with boundary conditions

@ui #5bi , Fci jkl

]ul

]xk
nj G50 ~2.2!

across a surfaceS bounded by the dislocation loop. We con-
sider an isotropic solid, where the elastic constants areci jkl

5ld i j dkl1m(d ikd j l 1d i l d jk) with ~l,m! the Lamécoeffi-
cients andr is the density. Using the Green function in the
three-dimensional free spaceG0(3D), defined by

r
]2

]t2
Gim

0~3D!~x2x8,t2t8!2ci jkl

]2

]xj]xk
Glm

0~3D!~x2x8,t2t8!

5d~x2x8!d~ t2t8!d im ,

the displacementum generated by a dislocation loopX(s,t)
undergoing arbitrary motion can be written as an integral
representation,

um~x,t !5ci jkl E E
S~ t8!

dt8 dS blnk

]

]xj
Gim

0~3D!~x2x8,t2t8!,

wheren denotes the normal vector toS(t), the surface of
discontinuity for the displacement@S(t) is time dependent
since the dislocation line that definesX(s,t) moves#. Since
this surface does not have a special physical significance, it

FIG. 1. Definition of the Burgers vector.
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should be possible to express physically meaningful quanti-
ties in terms of a source that is localized along the loopL.
This was done by Mura25 taking the time derivative of the
preceding expression. Using*DSdS nk5eknhrLds ẊnthDt,
where DS is an increment ofS(t) with respect to a time
incrementDt, eknh is the usual completely antisymmetric
tensor and an overdot means time derivative. Thus, the ve-
locity vm[u̇m is found to satisfy the integral representation:

vm~x,t !5eknhci jkl E R
L
dt8 ds blẊn~s,t8!th~s!

]

]xj

3Gim
0~3D!~x2X~s,t8!,t2t8!. ~2.3!

In addition to the interest of deriving an integral representa-
tion over a curve that has a physical meaning, note that the
displacementu ~for which no such integral can be found! is
not particularly relevant contrary to its time and space de-
rivatives which appear in expressions of energy and momen-
tum.

We consider now the bidimensional case of a dislocation
line along thex3 axis moving in the plane (x1 ,x2) ~Fig. 2!.
Equation~2.3! takes the form

vm~x,t !5eknci jkl E dt8 blẊn~ t8!
]

]xj
Gim

0 ~x2X~ t8!,t2t8!,

wheree i j [e i j 3 andG0[* dx3 G0(3D) is the Green function
in two dimensions. For small amplitude motion of a disloca-
tion near the origin, we have at dominant orderG0(x
2X(t8),t2t8).G0(x,t2t8). Sincevm appears as a convo-
lution product, we obtain in the frequency domain

vm~x,v!5eknci jkl bl Ẋn~v!
]

]xj
Gim

0 ~x,v!. ~2.4!

In order to complete the description of the problem, the
motion of the dislocation,Ẋ(t), needs to be known.

B. Equation of motion of a dislocation in two
dimensions

A method of finding an equation of motion for a dislo-
cation loop can be found in Ref. 27. It is based on the ob-
servation that the equations of dynamic elasticity follow
from a variational principle, and assumes low accelerations
so that the backreaction of the radiation on the dislocation
dynamics can be neglected. In two dimensions and under the
hypothesis of subsonic bidimensional motionẊ!a, b,
where a5A(l12m)/r and b5Am/r are the shear and
compressional velocities, it takes the form:

]

]t S ]L
]Ẋa

D 5eabbiS ib , ~2.5!

whereS ib5cibkl(]/]xl)uk is the stress tensor@in Eq. ~2.5!,
S ib is evaluated at the dislocation position# and L is the
Lagrangian density,

L52
m

4p
lnS d

e D H bi
2S 12

Ẋ2

2b2D
1b'

2 F2~12g22!2
Ẋ2

2b2
~11g24!G

1
~b'∧Ẋ!2

b2
~12g24!J ,

with g5a/b andd, e are the long- and short-distance cut-off
lengths, respectively.bi and b' are the components of the
Burgers vector parallel and perpendicular to the dislocation
line. Equation~2.5! represents typically an equation for a
string endowed with mass forced by the usual Peach–
Koehler force.34 In a more general case, say for oblique wave
incidence, there would be additional terms arising from the
line tension associated with the dislocation line curvature. A
more realistic case would also consider the dislocation’s vis-
cosity. Here we neglect this effect for simplicity. Note, how-
ever, that even in the absence of an intrinsic dissipation by a
single dislocation, the multiple scattering by many disloca-
tions will damp an acoustic wave.35

In Secs. III and IV, the responseẊ(t) of screw (b'

50), and edge (bi50), dislocations to an external elastic
wave is derived from Eq.~2.5!.

III. THE ANTI-PLANE CASE: SCATTERING BY A
SCREW DISLOCATION

Here we consider the two-dimensional problem of the
scattering of an elastic wave by a screw dislocation, for
which b'50, interacting with an incident anti-plane shear
wave ~no interaction with in-plane waves occurs!. This is a
scalar problem, which is easy to deal with.

A. Derivation of the scattering function

A screw dislocation corresponds to a Burgers vector par-
allel to the dislocation linebi5bd i3 ~Fig. 3!. In the presence
of an incident wavevinc of frequencyV, Eq. ~2.4! concerns
the wave scattered by the dislocationvs5v2vinc and simpli-
fies in

FIG. 2. Configuration of the two-dimensional~2D! problem.

FIG. 3. Shear wave propagating alongx1 ~velocity v inc) interacting with a
2D screw dislocation.
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vs~x,v!5mbeabẊb~v!
]

]xa
G0~x,v!, ~3.1!

wherev denotesv3 and G0[G33
0 is the scalar Green func-

tion for the shear wave. SinceG31
0 5G32

0 50, the anti-plane
case corresponds to the scalar case of the interaction of the
anti-plane shear wave with a screw dislocation. As previ-
ously said, the integral representation has to be completed
with the law for the dislocation motionẊ~v! to be self-
consistent. In the case of a screw dislocation, the Lagrangian
density reduces toL5(mb2/4pb2)ln(d/e)(Ẋ2/22b2). Equa-
tion of motion ~2.5! takes the form

MẌb~ t !52mbebc

]u

]xc
~X~ t !,t !,

with M5(mb2/4pb2)ln(d/e) the usual effective mass per
unit length of dislocation.36,37For a weak scattering strength,
we use the Born approximation (u5uinc in the term on the
right-hand side! and we use the hypothesis of small ampli-
tude motion@X(t) is taken equal to zero at dominant order
for VX/b!1]. The previous expression takes the following
form in the frequency domain:

Ẋb~v!52
mb

Mv2
ebc

]v inc

]xc
~0,v!. ~3.2!

The Born approximation is valid for weak interaction,
i.e., when the scattered wave is a small correction to the
incident wave. That this is a realistic assumption is demon-
strated by recent experiments of acoustic waves interacting
with dislocations38–40 where it can be seen that the incident
plane wave is only slightly distorted when crossing a dislo-
cation.

Finally, Eqs.~3.1! and ~3.2! lead to

vs~x,v!5
m2b2

Mv2

]v inc

]xa
~0,v!

]

]xa
G0~x,v!. ~3.3!

At the distancex far from the dislocation, the scattering
function f (u) is defined as the angular dependence of the
scattered wavevs(x,t)5 f (u)(eiVx/b/Ax)v inc(0,t) for an in-
cident plane wavev inc(x,t) of frequencyV, propagating, say
along the x1 axis, and of unit amplitudev inc(x,t)
5eiV(x1 /b2t), with u5(Ox1 ,x̂). Using the asymptotic be-
havior of the Green functionG0(x,v)5( i /4m)Ḣ0

(1)(vx/b)
.( i /4m)A(2b/pv)e2 ip/4(eivx/b/Ax), we obtain from Eq.
~3.3!

vs~x,t !5E dv e2 ivt
m2b2

Mv2 S iV

b
d~v2V! D

3S 2
1

4m
A2b

pv
e2 ip/4

vx1

bx

eivx/b

Ax
D ,

from which it is easy to obtain

f ~u!52
mb2

2M

eip/4

A2pVb3
cosu. ~3.4!

B. Total cross section

The total cross section is classically defined starting
from the time averaged total energy flux across a cylinder
around the dislocationsa5 1

2R(* dSSv* ) and decomposing
S and v into a sum of the incident part and scattered part.
Then, the scattered and total cross sections are defined, with
ss52 1

2R(* dSSsvs* ) ands t5sa1ss. In the scalar case,
Sv* reduces tom(]u/]x)v* . Normalizing the fluxes with
the energy fluxs05mV2/2b of the incident plane wave
across a unit surface leads to

ds̃s

du
5u f ~u!u2, ~3.5!

s̃ t52ISA2pb

V
f ~0!e2 ip/4D , ~3.6!

wheres̃5s/s0 . The first relation gives the scattering cross-
sections̃s and we obtain

s̃s5
m2b4

8M2Vb3
, ~3.7!

in agreement with Ref. 26. Note that the behavior of the
scattering cross section versus frequencyV, first observed in
Refs. 22–24, is unusual since it indicates that the strength of
the scatterer increases with wavelength, as opposed to what
happens with fixed inclusions. This is discussed further in
Sec. V. The second relation is known as the optical theorem.

IV. THE IN-PLANE CASE: SCATTERING OF AN
ELASTIC WAVE BY AN EDGE DISLOCATION

We consider in the following the two-dimensional prob-
lem of the scattering of an elastic wave by an edge disloca-
tion interacting with incident in-plane compressional and
shear waves~Fig. 4!. In this case, no interaction with anti-
plane wave occurs. The mechanism for such scattering is the
same as in the anti-plane case: The dislocation oscillates un-
der the action of the incident wave, producing the emission
of scattered waves. The differences come from the vectorial
nature of the considered waves: Due to mode conversions, an
incident compressional wave produces both compressional
and shear scattered waves and the same occurs for an inci-
dent shear wave. Thus, in a general case, four scattering
functions have to be calculated.

FIG. 4. Acoustic wave~velocity potentialw inc) and in-plane shear-wave
~velocity potentialc inc) interacting with a 2D gliding edge dislocation.
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A. Derivation of the scattering functions

The in-plane case corresponds to the interaction of an
edge dislocation, for whichbi50, with the in-plane waves,
propagating at velocitiesa andb. We restricted ourselves to
the case of gliding edge dislocations, for which the line dis-
location moves only along its Burgers vector. Dislocation
climb is not considered in this paper as it involves diffusive
mass transport and cannot be treated within a purely elastic
framework.

The velocity of the wave scattered by a gliding edge
along thex1 axis can be expressed using Eq.~2.4!, with bi

5bd i1 and Ẋi5Ẋd i1 ,

vm
s ~x,v!52bmẊ~v!S ]

]x2
G1m

0 ~x,v!1
]

]x1
G2m

0 ~x,v! D ,

~4.1!

The motion Ẋ(t)5(Ẋ(t),0,0) of a gliding edge along
the x1 axis submitted to the wave displacement fieldu is
given by Ref. 27, using Eq.~2.5! with bi50 and b'∧Ẋ
50. In this case, the Lagrangian density reduces to
L5(mb2/4pb2)(11g24)ln (d/e)(Ẋ2/222b2(12g22)/(1
1g24)) and we get

MẌ~ t !5S12b, ~4.2!

where M5(mb2/4pb2)(11g24)ln(d/e) is the effective
mass per unit length of edge dislocation. As for the case of
the screw dislocation, we use the Born approximation to ex-
pressẊ(v) as a function of the incident potentials~for weak
scattering!. At dominant order, the small parameter being
VX/a,b, we get

Ẋ~v!52
bm

Mv2 S ]v1
inc

]x2
~0,v!1

]v2
inc

]x1
~0,v! D , ~4.3!

so we have

vm
s ~x,v!5Km~x,v!

b2m2

Mv2 S ]v1
inc

]x2
~0,v!1

]v2
inc

]x1
~0,v! D ,

~4.4!

with

Km~x,v!5
]

]x2
G1m

0 ~x,v!1
]

]x1
G2m

0 ~x,v!. ~4.5!

It now becomes convenient to introduce longitudinal~w!
and shear~c! velocity potentials:

v5“w1“Ãc ~4.6!

with c5~0,0,c!. The incident wave, propagating in a direc-
tion u0 with thex1 axis~Fig. 4!, is described by its potentials

w inc~x,t !5Aaei ~V/a!~x1 cosu02x2 sin u0!e2 iVt,
~4.7!

c inc~x,t !5Abei ~V/b!~x1 cosu02x2 sin u0!e2 iVt.

Far from the dislocation, the scattered potentials are defined
by

S ws~x,t !
cs~x,t ! D5

1

Ax
S f aa~u!ei ~Vx/a! f ab~uei ~Vx/a!

f ba~u!ei ~Vx/b! f bb~u!ei ~Vx/b!D
3S w inc~0,t !

c inc~0,t ! D , ~4.8!

where the scattering functionsf ab , with a,b5a,b denote
the a wave resulting from an incidentb wave and angleu is
the angle betweenx and the direction of propagation of the
incident wave~Fig. 4!.

To derive the scattering functions, the matrix in Eq.~4.8!
has to be found. To do this, we use the following relations:

S ws~x,v!

cs~x,v! D5NsS v1
s~x,v!

v2
s~x,v! D , ~4.9!

S v1
s~x,v!

v2
s~x,v! D 5Ns, inc~x,v!S v1

inc~x,v!

v2
inc~x,v! D , ~4.10!

S v1
inc~x,v!

v2
inc~x,v! D 5NincS w inc~x,v!

c inc~x,v! D , ~4.11!

where Eqs.~4.9! and~4.11! are simply the relations between
velocity and potentials deduced from Eq.~4.6!, with

Ns5
1

iV S a cos~u2u0! a sin~u2u0!

b sin~u2u0! 2b cos~u2u0!
D ~4.12!

and

Ninc5 iVS cosu0 /a 2sinu0 /b

2sinu0 /a 2cosu0 /b D . ~4.13!

Equation~4.10! is equivalent to Eq.~4.4! with

Ns, inc~x,v!

5
m2b2

Mv2 S K1~x,v!
]

]x2
U

x50

K1~x,v!
]

]x1
U

x50

K2~x,v!
]

]x2
U

x50

K2~x,v!
]

]x1
U

x50

D ,

~4.14!

whereKm is defined in Eq.~4.5!. In the next step, we use
now that the differential operators

]

]xi
U

x50

in the product of matricesNs, inc(x,v)Ninc act on the poten-
tials w inc(x,v) andc inc(x,v). It is sufficient to use

]

]xi
w inc~x,v!ux505

iV

a
~cosu0 ;2sinu0!w inc~0,v!,

~4.15!
]

]xi
c inc~x,v!ux505

iV

b
~cosu0 ;2sinu0!c inc~0,v!

to write the set of Eqs.~4.10! and ~4.11! as

S v1
s~x,v!

v2
s~x,v! D 5Ms, inc~x,v!S w inc~0,v!

c inc~0,v! D ~4.16!

and we find
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Ms, inc~x,v!

5
m2b2V2

Mv2 S K1~x,v!

a2
sin 2u0

K1~x,v!

b2
cos 2u0

K2~x,v!

a2
sin 2u0

K2~x,v!

b2
cos 2u0

D .

~4.17!

Finally, with w inc(0,v), c inc(0,v)}d(v2V), we have

S ws~x,t !
cs~x,t ! D5NsMs, inc~x,V!S w inc~0,t !

c inc~0,t ! D . ~4.18!

Far from the dislocation, the asymptotic values ofKm

are calculated~see the Appendix! and the scattering func-
tions are found by identification between Eqs.~4.8! and
~4.18!,

f aa~u!5
mb2

2M

eip/4

A2pVa3 S b

a D 2

sin 2u0 sin~2u22u0!,

f ab~u!5
mb2

2M

eip/4

A2pVa3
cos 2u0 sin~2u22u0!,

~4.19!

f ba~u!52
mb2

2M

eip/4

A2pVb3 S b

a D 2

sin 2u0 cos~2u22u0!,

f bb~u!52
mb2

2M

eip/4

A2pVb3
cos 2u0 cos~2u22u0!,

whose shapes are given in Fig. 5. From Fig. 5 and related
formulas~4.19!, important features of the elastic wave scat-
tering can be seen:~i! no interaction occurs between the in-
cident wave and the dislocation in the case of an incident
longitudinal a wave propagating in a direction parallel or
perpendicular to the Burgers vector (u050,p/2); similarly
no interaction occurs in the case of an incident shearb wave
propagating in directions with anglep/4 with the Burgers
vector.~ii ! The scattered longitudinal wave is always zero in

the direction of the Burgers vector (u5u0) and in the direc-
tion orthogonal to the Burgers vector while the shear wave
reaches its maximum in these directions. Similarly, the shear
scattered wave vanishes in directions with anglep/4 with the
Burgers vector ~directions where the longitudinal wave
reaches its maximum!.

However, in a general case, there is no particular behav-
ior of the cross-coupled scattered waves in the incident di-
rection, contrary to the case of scattering by an inhomogene-
ity studied in Ref. 41, where the cross-coupled scattered
waves remain always apart from the incident direction. An
important consequence is that there is no simple argument to
neglect mode conversion in a pure forward scattering prob-
lem.

B. The optical theorem with polarized waves

The cross sections are defined as in the scalar case.
Here, the termSv* dS reduces to

xdurS a2
]ur

]x
v r* 1b2

]uu

]x
vu* D .

It is easy to find thats̃s ands̃ t, normalized with the energy
flux s05rV2/2(Aa

2/a1Ab
2/b) of the incident plane wave

across a unit surface, verify

ds̃s

du
5

1

Aa
2

a
1

Ab
2

b

S u f aa~u!Aa1 f ab~u!Abu2

a

1
u f ba~u!Aa1 f bb~u!Abu2

b D , ~4.20!

s̃ t5
1

Aa
2

a
1

Ab
2

b

H 2ISA2pa

V
f aa~0!

Aa
2

a
e2 ip/4D

12ISA2pb

V
f bb~0!

Ab
2

b
e2 ip/4D

12IFAaAbS f ab~0!

Aa
1

f ba~0!

Ab
DA2p

V
e2 ip/4G J .

~4.21!

The scattering cross-sections̃s is deduced from Eq.
~4.20!,

s̃s5
1

Aa
2

a
1

Ab
2

b

S mb2

2M D 2 1

2V S 11
b4

a4D
3S sin 2u0

Aa

a2
1cos 2u0

Ab

b2 D 2

. ~4.22!

This expression is in agreement with Ref. 26 where the cal-
culation was performed in the particular caseAa50, u0

5p/2, with a shear wave incident along the Burgers vector.
Note that the scattered and total cross sections cannot be split
in longitudinal and shear wave portions, because of the mode

FIG. 5. Scattering function vsu for an angle between the Burgers vector
~along the horizontal axis! and the incident wave directionu05p/5 ~the
direction of the incident wave is indicated in plain line!.
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conversion. Such coupling has already been observed in the
case of scattering of ultrasound by flaws in elastic materials42

or in the case of the scattering of sound by an elastic
inclusion.43 As in the scalar case, it is found that the scatter-
ing strength increases with wavelength~see Sec. V!. The
second relation~4.21! corresponds to the optical theorem for
coupled vector waves.

V. CONCLUDING REMARKS

The scattering by a dislocation investigated in this paper
is related to a particular interaction that an elastic wave ex-
periences with a dislocation. In addition to the scattering by
the dislocation core, which is negligible at wavelength large
compared with core size, the incident wave forces the dislo-
cation to move. This motion involves not only the material
close by the dislocation core, but also material at a distance
from it comparable to the range of the dislocation deforma-
tion field. It is this mechanism that is investigated here. As
the dislocation moves with an amplitude proportional to the
frequency of the incident wave, it is found that the scattering
strength increases with the wavelength~the scattering cross
section is proportional toV21).

The limit V→0, in which the scattering cross section
diverges, is outside the framework of the present study. This
is mainly because two-dimensional analysis assumes that the
typical length in the third direction~here the length of the
dislocation line! is large compared to the typical in-plane
lengths, which fall off for infinite wavelength. In our calcu-
lations, the wavelength thus has an explicit lower limitb and
an implicit upper limit that three-dimensional analysis would
make appear.

This mechanism, although unusual, has been previously
observed for an acoustic wave incident on a fluid vortex;44

solving Navier–Stokes makes appear a motion of the vortex
core due to the incident wave, producing scattering of the
acoustic wave.

The vector case of coupled longitudinal and shear waves
has been investigated here and it is, to the best of our knowl-
edge, the first time that the complete calculation is reported.

In the recent years, experimental works38–40have shown
pictures of the wave scattered by an individual dislocation in
LiNbO3 thanks to x-ray imaging. Comparison with these ex-
perimental results would necessitate extracting from the im-
ages quantitative information which is still not available.

Also, a natural extension of the present study would be
to describe the modification of the wave propagation in the
presence of multiple dislocations.35 A recent experiment sug-
gests that ultrasounds may be used to determine changes in
the attenuation and the acoustic velocity due to
dislocations.45 Another possible experiment in this case
would be to measure the modification of the resonant fre-
quencies of a sample of material due to the presence of such
scatterers. Work is in progress in that direction.

Finally, one can intend to describe the scattering by the
dislocation core, i.e., due to the local microstructure near the
dislocation line. As previously said, such scattering has a
vanishing strength at long wavelengths~for instance, a dis-
cussion on this mechanism can be found in Ref. 22 where the
author estimates the scattering cross section of order

b2V/b). Since long means large compared with the core size
b, usual situations are always in the rangel@b. Neverthe-
less, if interest is in that description, care has to be taken
when considering the lattice as a continuum and a better
description has to be sought with atomistic modeling, as
done for instance numerically in Refs. 46 and 47.
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APPENDIX: ASYMPTOTIC BEHAVIOR OF THE GREEN
FUNCTIONS FOR THE TWO-DIMENSIONAL
NAVIER EQUATION

The asymptotic behavior of the Green functions
G0(x,v) for x→` can be calculated starting fromG0(k,v).
With

r
]2

]t2
Gim

0 ~x2x8,t2t8!2ci jkl

]2

]xj]xk
Glm

0 ~x2x8,t2t8!

5d~x2x8!d~ t2t8!d im ,

we obtain

G0~k,v!5
1

ra2

1

g2~k22ka
2 !~k22kb

2 !

3S k22kb
21~g221!k2

2 2~g221!k1k2

2~g221!k1k2 k22kb
21~g221!k1

2D .

~A1!

It is now sufficient to take the asymptotic form for largex
~dominant terms in 1/Ax) of the k-Fourier transform of
G0(k,v). After some calculations, we find

G11
0 ~x,v!.

1

4r
A 2

pv
eip/4

3S cos2 u

a3/2

eivx/a

Ax
1

sin2 u

b3/2

eivx/b

Ax
D , ~A2!

G22
0 ~x,v!.

1

4r
A 2

pv
eip/4

3S sin2 u

a3/2

eivx/a

Ax
1

cos2 u

b3/2

eivx/b

Ax
D , ~A3!

G12
0 ~x,v!.

1

4r
A 2

pv
eip/4 sinu cosu

3S 1

a3/2

eivx/a

Ax
2

1

b3/2

eivx/b

Ax
D . ~A4!

The asymptotic behaviors ofK1 and K2 defined in Eq.
~4.5! are thus deduced
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K15
]

]x2
G11

0 ~x,v!1
]

]x1
G21

0 ~x,v!

.
iv

4r
A 2

pv
eip/4S sin 2u cosu

eivx/a

a5/2Ax

2cos 2u sinu
eivx/b

b5/2Ax
D ,
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The propagation speed of shear waves is related to frequency and the complex stiffness~shear
elasticity and viscosity! of the medium. A method is presented to solve for shear elasticity and
viscosity of a homogeneous medium by measuring shear wave speed dispersion. Harmonic radiation
force, introduced by modulating the energy density of incident ultrasound, is used to generate
cylindrical shear waves of various frequencies in a homogeneous medium. The speed of shear waves
is measured from phase shift detected over the distance propagated. Measurements of shear wave
speed at multiple frequencies are fit with the theoretical model to solve for the complex stiffness of
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I. INTRODUCTION

Pathological changes are usually correlated with
changes in mechanical properties of soft tissues, such as
shear elasticity~stiffness!. In vitro and in vivo studies show
that normal breast tissue is approximately four times softer
than fibroadenoma tissue, which is approximately eight times
softer than carcinomas@Ophir et al., 1996#. Palpation fails in
many cases, despite the difference in stiffness, due to the
small size of a lesion and/or its deep location in the body.
The lesion may or may not possess echogenic properties that
make it ultrasonically detectable. For example, prostate and
breast tumors can be much harder than the surrounding tis-
sue, yet be invisible in standard ultrasound examinations
@Garraet al., 1997#. In addition to pathology, the shear elas-
ticity of variousnormal tissues spans over orders of magni-
tude, providing very high inherent contrast for medical im-
aging @Sarvazyanet al., 1998#. Kallel et al. ~1998! have
shown strain images of a kidney with easily discernible con-
trast between the cortex and the medullary pyramids. There-
fore, noninvasive and quantitative measurement of mechani-
cal properties of tissue can be very useful in medical
diagnosis.

Many methods have been proposed to image tissue elas-
ticity. The general approach is to measure the response of a
tissue to an excitation force and use it to infer some mechani-
cal parameters of the tissue. The excitation force can be ap-
plied externally by static compression@Ophir et al., 1991#,
dynamic vibration@Lerneret al., 1988#, or internally by ul-
trasound radiation force@Sarvazyanet al., 1998#. The re-
sponse of the tissue can be detected by ultrasound@Ophir
et al., 1991#, magnetic resonance imaging@Muthupillai
et al., 1995#, or an acoustic hydrophone@Fatemi and Green-
leaf, 1999#.

Despite all the techniques mentioned above, there are

still problems to be explored in this field. First, many of
these methods are not truly quantitative. For example, some
methods only provide images ofrelative stiffness, where the
absolute value of a lesion’s stiffness is unknown, although
one can tell that it is softer or stiffer than its surroundings. In
some other methods, the imaged parameter is not truly stiff-
ness. Strain or displacement is used as a surrogate for stiff-
ness. Absolute measurement of stiffness would help to iden-
tify pathology despite observer and subject variations.
Second, characterization of tissue viscosity is rarely studied.
Very little is known about its value in medical diagnosis and
measurement techniques.

In this paper, we explore the possibility ofquantifying
both tissueelasticityandviscosityfrom measured shear wave
speed dispersion~change of speed vs frequency!. Shear wave
propagation speed has been used in a number of studies to
quantify tissue elasticity. Yamakoshiet al. ~1990! used shear
wave speed, estimated from displacement measured with ul-
trasound Doppler, as a parameter for tissue characterization.
The same concept was employed in magnetic resonant elas-
tography@Muthupillai et al., 1995#, where MRI was used as
a detection method for displacement. Sarvazyanet al. ~1998!
used a short pulse of ultrasound radiation force to introduce
shear waves remotely within the object. Shear wave speed
was then estimated by tracking the propagation of the wave
front. However, viscosity was ignored in these investigations
because the dispersion of shear wave propagation speed was
not studied.

We propose a new method to evaluate the complex stiff-
ness of a homogeneous medium by measuring its shear wave
speed dispersion. Ultrasound radiation force is used to gen-
erate monochromatic shear waves of various frequencies
within the object. Oscillatory radiation force is produced by
mixing two ultrasound beams with slightly different frequen-
cies, as demonstrated by Fatemi and Greenleaf~1999!. In
contrast to Sarvazyan’s method, the shear waves introduced
within the object are narrow band rather than broadband.a!Electronic mail: jfg@mayo.edu
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Therefore, we determine the propagation speed by tracking
the phase delay~Dw! over the distance traveled (Dx) by the
shear wave. For a monochromatic wave, the ratioDw/Dx is
equal to the wave number of the shear wave, which can be
used to calculate the speed if the frequency of motion is
known. The dispersion of the shear wave speed is measured
at several frequencies and used to estimate the complex stiff-
ness of the medium. The paper is organized as follows. The
method and its related theory are presented in Sec. II. Sec-
tion III describes the details of experiments. The results are
presented in Sec. IV. Section V discusses some practical ap-
plication issues of this research. The last section is the sum-
mary.

II. METHOD

Section II A presents the formula relating the shear elas-
ticity and viscosity to the shear wave speed. The details of
the measurement technique and the theory of shear wave
generation are explained in Sec. II B. The formula used to
solve for the shear wave speed from measurement of phase
delay is also provided. Section II C explains a technique used
to validate the method proposed in this paper.

A. Shear wave speed formula

The Voigt and Maxwell models are linear descriptions of
a viscoelastic medium. They consist of a spring and a dash-
pot, either in parallel~Voigt! or in series~Maxwell! @Fung,
1993#. We use the Voigt model in the following derivations
because it seems to produce satisfactory results for soft ma-
terials such as gelatin phantoms@Chenet al., 2002a, b; Roys-
ton et al., 1999#. The equation relating the propagation speed
of a plane shear wave and the mechanical properties of a
homogeneous isotropic Voigt body is given by Yamakoshi
et al. ~1990!

cs5A 2~m1
21v2m2

2!

r~m11Am1
21v2m2

2!
, ~1!

wherer is the density of the medium,v is the angular fre-
quency of vibration, andm1 and m2 are the shear elasticity
and shear viscosity. Therefore, given the mechanical proper-
ties of the medium and the frequency of vibration, one can
compute the shear wave speed. On the other hand, if one can
measure the shear wave speed for several values ofv in an
unknown medium, the complex stiffness of the medium can
be calculated, assumingr is known. For a pure elastic me-
dium, m2 is equal to zero, and according to Eq.~1!, shear
wave speed is constant over all frequencies. For viscoelastic
media, such as soft tissues, shear wave speed increases
monotonically with frequencyv. The slope of such disper-
sion is controlled by the viscosity of the medium: higher
viscosity leads to higher slope. Therefore, one needs to mea-
sure shear wave speed at several frequencies in order to solve
for both shear elasticity and viscosity.

B. Measurement method

Acoustic radiation force is caused by a change in the
energy density of the incident acoustic field. Thus, an object
in the wave path that absorbs or reflects sound energy is

subjected to an acoustic radiation force. This force is a
steady force if the intensity of the incident sound field does
not change over time. Fatemiet al. ~1999! interfered two
ultrasound beams of slightly different frequency to modulate
the energy density sinusoidally at the beat frequency. This
produces an oscillatory radiation force on the object. An al-
ternative approach for generating oscillatory radiation force
is to modulate the amplitude~AM ! of a single incident ultra-
sound beam. We use the AM approach in this paper due to its
simplicity in instrumentation.

Near the focus of the transducer, the ultrasound has a
very narrow beamwidth, which is relatively uniform along
the beam axis. Therefore, the oscillatory radiation force is
mainly along the beam axis. The force varies strongly in the
transverse direction, decreasing with distance from the axis.
The force weakly depends on the axial coordinate. Therefore,
the ultrasound radiation force produces an approximate cy-
lindrical shear wave in the medium@Andreevet al., 1997#.
We present a brief theory about cylindrical shear wave
propagation in this section. A complete treatment of this
problem is out of the scope of this paper. Therefore, only
analysis illustrative to the application of our method is pre-
sented below.

For a pure elastic medium, the cylindrical shear wave
produced by a harmonic force concentrated along thez axis
of the cylindrical coordinates is@Graff, 1991#

uz~r ,t !5
i

4
H0

~1!~hr !e2 ivt, ~2!

whereuz is the displacement along thez axis, thez axis is the
axis of the cylindrical coordinate coinciding with the axis of
the acoustic beam,H0

(1) is the first kind of Hankel function of
order zero,h5Arv2/m1 is the shear wave number, andr is
the radial distance. At large distance from thez axis (hr
@0), Eq. ~2! can be approximated by

uz~r ,t !'
i

4
A 2

phr
ei ~hr2vt1p/4!. ~3!

Therefore, phase of the cylindrical shear wave changes lin-
early with distance traveled in ther direction. For a Voigt
viscoelastic medium, we follow the approach by Oestreicher
~1951! to introduce the complex stiffness in the expression of
wave numberh̃5Arv2/(m12 ivm2). Equations~2! and~3!
can be extended to include the medium’s viscosity simply by
replacingh with h̃. The speed of shear wave in this case is
v/Re@h̃#, which also leads to the result in Eq.~1!.

The linear relationship between phase delay andr,
shown in Eq.~3!, comes from an approximation for larger.
Simulations based on Eq.~2! show that this linearity holds
when r is greater than one-tenth of the shear wavelength,
which is about 1 millimeter in our typical application. These
simulations are not presented here because they are not the
focus of this paper. Under this approximation, one can mea-
sure the speed of the cylindrical shear wave from the phase
shift Dw caused by propagation over a distanceDr

cs5
vDr

Dw
. ~4!
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In this paper, Eq.~4! is used to determine the shear wave
speeds at multiple frequencies. These measurements are then
fit with Eq. ~1! to solve for the shear elasticity (m1) and
viscosity (m2) of the medium.

The concept of the proposed method is illustrated in Fig.
1. Amplitude-modulated ultrasound is used to introduce har-
monic radiation force within the medium. The shear waves
propagate away from the focus of the transducer and are
detected at two locationsDr apart laterally. Based on the
measured phase differenceDw, the shear wave speed is then
estimated by Eq.~4!. The frequency of the generated shear
wave can be varied by controlling the modulation frequency
of the input signal that drives the transducer. Therefore, shear
wave speed at various frequencies can be obtained to solve
for the shear elasticity and shear viscosity by Eq.~1!.

C. Validation

We use a method proposed by Chenet al. ~2002a! to
validate the estimations of shear elasticity and viscosity in
this paper. This method solves for the complex shear modu-
lus of a medium by characterizing the resonant behavior of
an embedded sphere. Theoretical analysis shows that the mo-
tion of an oscillating sphere is controlled by its radiation
impedance, which depends on the elastic and viscous prop-
erties of its surrounding medium. The vibration magnitude of
the sphere exhibits resonance vs frequency, which provides a
unique signature for the surrounding medium. In practice,
the sphere is vibrated by oscillatory radiation force at various
frequencies. The vibration magnitude is measured at each
frequency of vibration by laser velocimeter or ultrasound
Doppler. The measurements are then combined with the vi-
bration theory to solve for the complex stiffness of the me-
dium. The accuracy of this method has been studied and the
typical error is around 5%@Chenet al., 2002b#. Therefore,
we use this method as an independent validation for the new
method proposed in this paper.

III. EXPERIMENTS

The following experiments are designed to measure the
shear elasticity and viscosity of two different gel phantoms.
An optical vibrometry system is used to detect motions in the
gel phantoms. This method provides excellent motion sensi-
tivity for our experiment. Transparent gelatin phantoms of

different stiffness are made. A small, reflective plastic mirror
~Meadowbrook Inventions Inc., Bernardsville, NJ! and a
steel sphere~New England Miniature Ball LLC, Norfolk,
CT! are embedded in each phantom. The mirror provides a
reflective surface for the optical vibrometry measurement
and the sphere is used in the validation measurement. The
phantoms are of cylindrical shape, with a diameter of 65 mm
and a length of 65 mm. The diameter of the sphere is 0.85
mm and the plastic mirror has a diameter of 200mm and a
thickness of 12.7mm. The sphere and the mirror are placed
at the center of the phantom, about 15 mm apart.

Figure 2 is a schematic of the experiment. The trans-
ducer has a diameter of 45 mm and a focal length of 70 mm.
Continuous shear waves generated at the transducer focus
propagate to the micromirror whose vibration is detected by
the laser vibrometer~Polytec GmbH, Waldbronn, Germany!.
The micromirror is very small and its mass is negligible;
thus, it is considered to follow the medium’s motion caused
by the shear waves. Though the motion is of very small
magnitude, we are able to achieve accurate phase measure-
ments with a lock-in amplifier~PerkinElmer Instruments,
Oak Ridge, TN!. The lock-in amplifier recovers the phase
and amplitude of the motion at each selected frequency. The
frequency of the signal to be measured is set by the reference
which is the sinusoidal signal that modulates the amplitude
of ultrasound. During the experiments the transducer is
moved to several values ofr, at 1-mm intervals, to vary the
distance traveled by the shear wave from the focus to the
micromirror. At each position, phases for shear waves are
measured at frequencies between 300 and 900 Hz. The
phases measured by the lock-in amplifier are relative to the
reference signal. Therefore, the measured phase is the ‘‘true’’
phase of the motion plus an unknown constant. The phase
difference between any two positions is only due to the
propagation speed of the wave because the unknown con-
stant cancels out.

In the validation experiments using Chen’s method
~2002a!, the laser and the ultrasound are both focused on the
embedded sphere~not shown in Fig. 2 for the sake of clar-
ity!. The frequency of the oscillatory radiation force is swept
from 100 to 2000 Hz. The magnitude of the vibration at each
frequency is measured by the laser vibrometer. The recorded
data are fit with the theoretical model to solve for the shear
elasticity and viscosity of the phantom. Results are used to
validate the estimation from the dispersion method.

FIG. 1. Concept of speed estimation from phase detection. Phase of a mono-
chromatic shear wave generated by radiation force is measured at two loca-
tionsDr apart laterally. The speed of the shear wave can be calculated from
the phase shift (w1–w2), the frequency of the shear wavev, andDr .

FIG. 2. Diagram of experimental setup. A shear wave generated at the focus
of the transducer propagates to the micromirror, is detected by the laser
vibrometer, and fed through the lock-in amplifier to extract the phase.
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IV. RESULTS

Figure 3 shows results for two gelatin phantoms of dif-
ferent stiffness. Phantom~a! was made with Bloom 75 gela-
tin powder~from Sigma-Aldrich!, whereas phantom~b! was
made with Bloom 300 gelatin powder~also Sigma-Aldrich!.
Both had a concentration of 12% by volume. Phases of shear
waves at several different frequencies were measured at six
positions from 3 to 9 mm away from the transducer focus, at
1-mm intervals. Shear wave velocity at each frequency was
then calculated from the phase shifts forDr 51 mm. This
procedure yields six estimations at each frequency. The error
bar in Fig. 3 at each data point represents 1 standard devia-
tion from the mean value. The mean values of estimated
speeds at various frequencies were used with Eq.~1! to solve
for the shear elasticity and viscosity for the phantoms. The
least mean square~LMS! fit, with 95% confidence bounds,
for phantom ~a! yields m152220680 Pa andm250.24
60.03 Pa•s. The same parameters estimated from the em-
bedded sphere arem152350 Pa andm250.32 Pa•s. Because
the variance of estimation is small for the sphere method,
one set of data is assumed to be enough for comparison. The
results for phantom~b! are m1553606130 Pa andm2

50.3860.06 Pa•s, while the embedded sphere yieldsm1

55670 Pa andm250.36 Pa•s.

V. DISCUSSION

Our theory is based on a cylindrical shear wave gener-
ated by a line source. This is only an approximation because
the radiation force from a transducer is more like a ‘‘cigar’’
than a line source. Therefore, diffraction effects may modify
the relative phase of the vibration field at different points.

In this paper, we used shear wave speed dispersion to
estimate the complex stiffness of a medium. Another possi-
bility to estimate complex stiffness is through the shear wave
attenuation. Attenuation is usually measured by the decrease
of wave amplitude vs propagation distance. The amplitude of
a cylindrical wave decreases due to both geometric effect
@;1/Ar in Eq. ~3!# and attenuation. Therefore, one must cor-
rect for the geometric effect first in order to estimate attenu-
ation. In addition, the cylindrical shear wave caused by ra-
diation force is very weak. Therefore, estimation of complex
stiffness from attenuation measurement may be less reliable
than that from shear wave speed dispersion.

A laser vibrometer was used in this study to measure
shear wave motion. For medical applications, where tissues
are generally opaque, ultrasound can be used as an alterna-
tive detection method. In our experiments, the transducer
was operated at continuous wave~cw! mode. The intensity at
its focus was equivalent to 1 w/cm2 in tissue. The measured
vibration amplitude ranged from 5 to 35mm/s, depending on
the frequency of the shear wave and the propagation dis-
tance. The gelatin phantoms used in our experiments have
very little attenuation for ultrasound. Therefore, we expect
the vibration amplitude in tissue to increase by an order of
magnitude because radiation force is proportional to attenu-
ation coefficient of the medium@Nightingale et al., 2001#.
Motion of such magnitude is still difficult to detect by con-
ventional ultrasonic methods. One possible solution is to use
ultrasound of higher intensity to increase the tissue motion.
For safety reasons, the FDA has recommended the output
intensity of diagnostic ultrasound devices to be limited to
0.72 w/cm2. However, we can operate the transducer in tone-
burst mode to increase the shear wave magnitude, while
keeping the average intensity below the FDA limit. Another
possibility is to increase the sensitivity of ultrasound detec-
tion method, using the fact that the motion is harmonic and
its frequency is known. Taking advantage of sucha priori
knowledge, we are able to measure harmonic vibration down
to 90 mm/s with a novel ultrasound pulse–echo method
@Zhenget al., 2003#.

Equation~1! assumes that the medium is homogeneous.
In medical applications, tissues are usually inhomogeneous.
However, Eq.~1! is still applicable under the assumption of
piecewise homogeneity, given that we can accurately mea-
sure the local shear wave speed. The experiments presented
in this paper show that shear wave speed can be estimated
with measurements at two locations 1 mm apart. Therefore,
we believe that this method can detect the shear elasticity
and viscosity of a region a few millimeters in diameter. Of
course, measurements over longer distance will yield more
precise results. According to Eq.~4!, speed estimation over
largerDr results in smaller percentage error, assuming simi-
lar uncertainty in the phase measurementDw.

Another potential problem that can be caused by tissue
inhomogeneity is the reflection of shear waves. Under such
situations, shear wave speed estimated by Eq.~4! will not be
applicable. The viscosity of tissue is fairly high~about an
order of magnitude larger than that of the phantoms used in
this paper!. Therefore, shear waves die out quickly within a
short distance and standing waves caused by tissue inhomo-

FIG. 3. Measured shear wave speed in two different phantoms. The shear
elasticity and viscosity estimated by embedded spheres arem152350 and
m250.321 for ~a!, andm155670 andm250.358 for ~b!. Bars represent 1
standard deviation for six measurements. Solid lines represent LMS fit to the
data according to Eq.~1!.
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geneity will be less of a problem. In addition, to reduce the
effect of standing waves, we can use shear waves of higher
frequencies, which have higher attenuation. However, this
requires the shear wave speed to be estimated over a shorter
distance, resulting in less precision. The frequency of shear
waves, and the propagation range over which the phase will
be tracked, can and should be carefully selected to benefit
different applications.

VI. SUMMARY

We present a new method to estimate the complex stiff-
ness of a viscoelastic medium by measuring shear wave
speed at multiple frequencies. The uniqueness of this method
lies in its ability to measureviscosity, as well as elasticity, in
a truly quantitativesense. Ultrasound radiation force is used
to generate cylindrical shear waves of various frequencies in
an object. The formula relating the complex stiffness of the
medium and the shear wave speed, and the formula for cal-
culating the speed from phase shift, are given. The shear
wave speeds in the medium are measured from displacement
phase shift vs the distance traveled. The speeds measured at
multiple frequencies are then fit with the theoretical formula
of shear wave speed to solve for the complex stiffness of the
medium. Experiments in phantoms show very promising re-
sults that were validated by an independent method. Practical
considerations and challenges in possible medical applica-
tions are also discussed.
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Recently, an implementation of the mixed pressure displacement$u,P% formulation for poroelastic
materials using the theory of hierarchical elements has been proposed. It has been shown that
poroelastic hierarchical elements allow for an important reduction of the number of degrees of
freedom required for the modeling of a porous material in three dimensions, compared to linear
finite elements. In this paper, the coupling of a porous material modeled with hierarchical elements
and an elastic domain modeled with finite elements or a fluid modeled with hierarchical elements is
presented. Non-coincident meshes are assumed. Continuity of the fields is ensured by using a
two-field hybrid formulation. The paper is organized as follows. The theory is first presented. The
computation of fluid-structure coupling integrals over non-coincident meshes is then tackled.
Numerical results are produced to show the accuracy and the performance of the proposed model for
the modeling of an elastic-porous or a porous-fluid coupled system. Comparisons between
numerical simulations and experiments are also presented in the case of a porous coated plate.
© 2004 Acoustical Society of America.@DOI: 10.1121/1.1698758#

PACS numbers: 43.20.Jr, 43.50.Gf, 43.55.Wk@ADP# Pages: 2786–2797

I. INTRODUCTION

Due to their dissipative properties, porous materials are
extensively used in building acoustics as well as in the auto-
motive industry or in aeronautics for the purpose of passive
noise control. In practical applications, poroelastic materials
are involved in multilayered structures comprising elastic
and acoustic media. These systems may have complex geom-
etries, and are subjected to various kinds of boundary condi-
tions and loadings. To calculate the low frequency response
of such multilayered structures, the use of numerical meth-
ods such as the finite element method becomes necessary.

In the past, several 2-D and 3-D finite element models
based on Biot-Allard theory have been proposed for the com-
putation of the forced response of a poroelastic material. The
first models use the displacementu in the solid phase and the
displacementU in the fluid phase as unknowns.1–4 These
$u,U% formulations are accurate but lead to large frequency-
dependent systems. Hence, cumbersome calculations are re-
quired for complex structures. A$u,P% finite element formu-
lation for a porous material in three dimensions was
proposed by Atallaet al.5 The boundary and coupling condi-
tions for this formulation were presented by Debergueet al.6

The proposed$u,P% formulation presents several interesting
features. First, it is exact since the equations used are those
from Biot’s theory of poroelasticity without any new as-
sumption. Also, the coupling conditions with an elastic or an
acoustic medium are easily handled. Compared to classical

$u,U% formulations, 4 degrees of freedom per node are used
instead of 6, allowing for an important saving of computa-
tional ressources.

Classical finite elements based on the latter formulations
have a slow convergence for real 3-D deformations because
of, among other things, numerical locking of 3-D linear
elements.7 To alleviate this problem, the theory of hierarchi-
cal elements has been recently used for the implementation
of a weak$u,U%8 or a weak$u,P%9,10 formulation. The use of
high-order polynomials for the interpolation of the fields al-
lows for an increase of the convergence rate of the solution
and solves the problems of numerical locking. As a result,
the so-called hierarchical poroelastic elements bring an im-
portant reduction of the number of degrees of freedom re-
quired for the modeling of a porous domain in comparison
with classical linear poroelastic elements. The connection of
the finite element models of two subdomains requires the
satisfaction of continuity equations at their common interface
and, in some instances, the computation of coupling inte-
grals. These two steps are achieved without any difficulty if
compatible meshes are used, namely if the nodes of the mesh
for the two subdomains coincide at the common interface.
However, using compatible meshes may require a number of
degrees of freedom uncessarily large. For instance, consider
the coupling of an elastic domain to a fluid with compatible
meshes. The wavelengths in the fluid and the structure are
usually very different. The common mesh at the interface is
related to the smaller wavelength and hence is not optimal
for one of the two components of the coupled system. Thus,
the use of non-coincident meshes is interesting in practical
applications, especially when porous materials are involved

a!Author to whom correspondence should be addressed. Electronic mail:
franck.sgard@entpe.fr
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since they need to be discretized along their thickness.
Few published works deal with the computation of fluid-

structure coupling integrals on non-coincident meshes. A
method proposed by Coyetteet al.11 is based on the projec-
tion of the nodes of one of the domains on the mesh of the
other domain. However, it leads to a loss of information
regarding the coupling between the fluid and the structure.
The approach presented by Guerich and Hamdi12 overcomes
this problem by considering a common mesh for the geom-
etry on the interface from which new meshes are constructed
independently for the structure and the fluid. Cubic spline
functions are then used for the approximation of the modes
shape for the structure and the fluid on their respective new
mesh. The coupling integrals are then computed on the com-
mon mesh of the interface.

On the other hand, the connection of non-coincident
meshes have been tackled by several authors dealing with the
static or dynamic analysis of structures. For these problems,
the continuity of displacements has to be satisfied. Node col-
location is the simplest method to account for the continuity
of displacement.13 This technique is based on the following
principle. For each of the two subdomains, the displacement
at each node of the mesh lying on the interface is expressed
as a function of a reference displacement field. This amounts
to verifying a set of linear constraints, involving the degrees
of freedom for each subdomain related to the interpolation of
the displacement at the interface. A weaker form of these
constraints can be obtained by establishing a discrete least
square formulation based on the same principle.14 These lin-
ear relations are then classically enforced in the discretized
weak formulation of the problem using discrete Lagrange
multipliers. Aminpour14 notes that the collocation method
and the discrete least square compatibility are not suitable
since these methods do not pass the interface patch test. The
uniform strain approach for finite elements was used by
Dohrmann15 to ensure the displacement continuity in the
case of nonconforming geometries. This method allows one
to overcome the difficulties met in the application of the
collocation method but its implementation is not straightfor-
ward. Non-coincident meshes can also be connected using
two fields16,13 or three fields14 hybrid formulations. Both of
these techniques consist in ensuring a weak continuous com-
patibility of displacement on the interface, which is enforced
in the weak formulation of the problem using continuous
Lagrange multipliers. In two-field formulations, the variables
of interest are the displacement at the interface for each sub-
domain and the Lagrange multipliers. When using a three-
field formulation, a reference displacement field is intro-
duced in addition. Both of these methods are efficient but the
use of Lagrange multipliers leads to nonpositive definite lin-
ear systems to be solved.

In this paper, the coupling of hierarchical poroelastic
elements with the finite element model of an elastic or an
acoustic domain is presented. Non-coincident meshes are as-
sumed in order to benefit fully from the important reduction
of the number of degrees of freedom allowed by the use of
the former elements for the modeling of a poroelastic domain
in comparison with classical finite elements. The problem
tackled herein is summarized in Fig. 1. In the first part of this

paper, the classical weak formulation for an elastic and an
acoustical domain are recalled together with the$u,P% formu-
lation. The coupling conditions at the interface between a
porous material and an elastic domain or a fluid are pre-
sented. Second, a two-field hybrid formulation is constructed
for the coupled porous-elastic and porous-fluid coupled sys-
tem, taking into account the essential coupling conditions to
be satisfied for these two configurations. The numerical
implementation of these formulations is then presented as-
suming non-coincident meshes. In particular, a simple tech-
nique is proposed for the computation of the fluid-structure
coupling integral appearing in the case of a porous material
coupled to a fluid. Validation results are then presented for
the configurations of a porous material coupled to a cavity
and a porous coated plate. Comparison with measurements
performed on the plate for the latter configuration is also
provided.

II. THEORY

In the following subsections, a harmonic time depen-
dence is assumed for the fields in an elastic, poroelastic or
acoustic domain. Namely, considering a harmonic excitation,
any field x of interest writesx(t)5 x̂(v)•ej vt in the time
domain.v is the angular frequency related to the frequencyf
by the formulaw52p f . The work presented in this paper is
based on theoretical developments in the frequency domain.

A. Weak formulation for an elastic domain

The weak integral form of the equation of motion for an
elastic domainVel is classical and reads17

E
Vel

s< el~uel!:e< el~duel!dV2E
Vel

relv
2uel

•duel dV

2E
]Vel

@s< el
•n#•duel dS50, ~1!

wheres< el, e< el are the stress and strain tensors related to the
elastic domain.uel is the displacement vector andduel is its
admissible variation.rel is the mass density.]Vel is the
boundary of the elastic domain, andn is the outward normal
vector to]Vel .

FIG. 1. Elasto-poro-acoustic system with complex geometry submitted to
various kinds of excitations and boundary condition. Subdomains are as-
sumed to have non-coincident meshes.
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B. Weak formulation for a fluid

The propagation of waves in an acoustical mediumVa

is governed by Helmholtz equation. The associated weak for-
mulation is given by17

E
Va

F 1

v2ra

“pad“pa2
1

raca
2

padpaGdV

2
1

v2ra
E

]Va

]pa

]n
dpa dS50, ~2!

wherepa anddpa are the pressure in the fluid and its admis-
sible variation.ra is the fluid density andca is the sound
speed in the fluid.

C. Weak ˆu,P‰ formulation for a porous material

The weak formulation used in this paper and derived
from the poroelasticity equations of Biot–Allard theory is a
variant of the original$u,P% formulation for a porous mate-
rial initially established by Atallaet al.5 Compared to the
latter formulation, the variant used herein couples naturally
with elastic, acoustic, and porous media and handles natu-
rally acoustic and mechanical loads. It reads18

E
Vp

s<̃ s~us!:e< s~dus!dV2 r̃v2E
Vp

us
•dus dV

1E
Vp

F f2

v2r̃22

“p•“dp2
f2

R̃
pdpGdV

2E
Vp

F g̃1fS 11
Q̃

R̃
D Gd~“p•us!dV2fS 11

Q̃

R̃
D

3E
Vp

d~p div~us!!dV2E
]Vp

@s< t
•n#•dus dS

2E
]Vp

f~Un
f 2un

s!dp dS50, ~3!

wheres<̃ s ande< s are the strain and stress tensor related to the
solid phase of the porous materialin vacuo. s< t is the total
strain tensor in the porous material.us andp are respectively
the displacement vector of the solid phase and the pressure in
the pores.dus anddp are their admissible variations.Un

f is
the component of the fluid displacement normal to the
boundary of the poroelastic domain.r̃22 is the modified Bi-
ot’s density of the fluid phase accounting for viscous dissi-
pation. r̃ is a modified density given byr̃5 r̃112 r̃12/ r̃22

where r̃11 is the modified Biot’s density of the solid phase
accounting for viscous dissipation.r̃12 is the modified Biot’s
density which accounts for interaction between inertia forces
of the solid and fluid phase together with viscous dissipation.
f denotes the porosity.g̃, Q̃, and R̃ are poroelastic
coefficients.6

D. Coupling conditions

This section recalls the coupling conditions to be satis-
fied at the interfaceG between a porous material and an
elastic or an acoustic domain.

1. Poroelastic-elastic coupling conditions

At the interfaceG between a poroelastic and an elastic
domain, the following relations hold:4

s< t
•n5s< el

•n, Un
f 2un

s50, us5uel, ~4!

where n is the normal vector pointing into the elastic do-
main. The first equation allows for the continuity of the
forces acting at the interface between the two subdomains.
The second equation indicates that there is no relative mass
flux across the interface. The third equation ensures the con-
tinuity of displacement.

2. Poroelastic-acoustic coupling conditions

The coupling conditions at the interfaceG between a
poroelastic domain and an acoustic domain are the
following:4

s< t
•n52pan,

1

rav2

]pa

]n
5~12f!un

s1fUn
f , pa5p,

~5!

wheren is the normal vector pointing outward the poroelas-
tic domain. The first equation transcribes the continuity of
stresses at the interface. The second equation corresponds to
the continuity of normal displacements. The third equation
ensures the continuity of pressures.

E. Weak formulation for the coupled system

In this paragraph, the weak formulation for a coupled
system made up of a porous material and an elastic or an
acoustic domain is presented. It is obtained in two steps.
First, a weak formulation for the system is established from
the weak formulation of each of the two components of the
multilayer, and the natural coupling conditions~e.g., conti-
nuity of stresses! are implicitly taken into account. Next,
continuous Lagrange multipliers are introduced to enforce
the essential coupling conditions, such as the continuity of
displacement for the case of a porous material coupled to an
elastic domain, leading to a two-field hybrid formulation for
the coupled system.

1. Porous material-elastic domain coupled system

The porous-elastic coupled formulation is obtained by
summing Eqs.~1! and~3! and by considering the first and the
second equations in Eq.~4!:
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E
Vel

s< el~uel!:e< el~duel!dV2relv
2E

Vel
uel

•duel dV1E
Vp

s< s~us!:e< s~dus!dV2 r̃v2E
Vp

us
•dus dV

1E
Vp

F f2

v2r̃22

“p•“dp2
f2

R̃
pdpGdV2E

Vp
F g̃1fS 11

Q̃

R̃
D Gd~“p•us!dV2fS 11

Q̃

R̃
D

3E
Vp

d~p div~us!!dV2E
]Vel\]Vp

@s< el
•n1#•duel dS2E

]Vp\]Vel

@s< t
•n2#dus dS2E

]Vp\]Vel

f~Un2
f

2un2
s

!dp dS50, ~6!

wheren1 andn2 denote the normal outward vector to]Vel

and ]Vp , respectively.]Vel\]Vp ~resp.]Vp\]Vel) stands
for the part of the boundary of the elastic~resp. poroelastic
domain! which is not adjacent to the poroelastic~resp. elas-
tic! domain. It may be adjacent to an acoustical medium, for
example, or subjected to boundary conditions or excitations.
Only the two latter cases are considered in this paper.

In the following, the external fluid loading on the plate
or on unconstrained boundaries of the porous material is not
accounted for. To be precise this is taken into account in the
weak$u,P% of a porous material by settingp50 on the con-
cerned boundary~see Ref. 6!. Considering the configuration
of a porous coated plate immerged in a surrounding fluid,
Dauchezet al.7 indicate that this lack may have an influence
on the quality of the predictions for the vibroacoustics indi-
cators. Horoshenkovet al.19 presented an analytical model
taking into account the influence of the vibrations of the
skeleton of a porous material on a surrounding fluid medium.
However, this model does not take into account the coupling
between the two phases of the porous material, which phe-
nomenon was proved to be important in some cases in the
low frequency range.9 Actually, accounting for the radiation
of a poroelastic material in an infinite fluid is of great interest
in many fields including geophysics, underwater, architec-
tural acoustics, etc., but is still a subject of research in the
context of the finite element method.

The weak formulation given by Eq.~6! implicitly ac-
counts for the continuity of stresses and the equality of the
solid and fluid normal displacement~zero displacement flux!
in the porous material along the interfaceG. Namely, the first
and third equations of system~4! stand for the continuity of
stresses and displacements on the common interface, which
the latter condition also applies to the variational fields in the
elastic and poroelastic domains. Hence, one gets

E
G
@s< el

•n1#•duel dS1E
G
@s< t

•n2#•dus dS50 ~7!

with n152n2 on G. This explains why the surface integrals
on G related to the description of elastic and poroelastic do-
main vanish. Equation~6! is equivalent to the minimization
of an energy functionalPpel depending on the admissible
variablesuel, us, andp. In order to enforce the continuity of
displacement, an energy functionalPpel8 is introduced:

Ppel8 5Ppel1E
G

l•~uel2us!dS, ~8!

wherel is a continuous Lagrange multiplier.Ppel depends
on the admissible variablesuel, us, p, andl. Perfoming the
variation ofPpel8 leads to

~9!

dPpel is given by the left-hand side of Eq.~6! augmented by
the term

2E
G
@s< el

•n1#•duel dS2E
G
@s< t

•n2#•dus dS, ~10!

which was previously disregarded as it was proved to be
equal to 0@see Eq.~7!#. The solution to the problem satisfies
dPpel8 50 for any admissible variationduel, dus, dp anddl.
Hence, Eq.~6! has to be satisfied together with

E
G
dl•~uel2us!dS1E

G
~l2s< el

•n1!•duel dS

2E
G
~l2s< t

•n1!•dus dS50, ~11!

which must be true for all variationsduel, dus anddl. First,
this leads to

uel5us on G, ~12!

namely the continuity of displacements at the interface be-
tween the elastic material and the poroelastic medium. Sec-
ond, it definesl as

l5s< el
•n15s< t

•n1. ~13!

This equation indicates that the Lagrange multipliers can be
physically interpreted as the interface forces allowing for the
continuity of displacements.

IntegralsI 1 andI 18 ~resp.I 2 andI 2) appearing in Eq.~9!
are discretized on the mesh of the elastic domain~resp. po-
rous domain!. The meshes for the elastic and the porous
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domain are thus not required to be compatible. The shape
functions used for the approximation ofuel and us in the
computation of these equations are those used in the finite
element model for the elastic and the porous domains, re-
spectively. Moreover, a discretization for the Lagrange mul-
tipliers is also required. This point is discussed further later
in the paper.

2. Porous material-acoustic domain coupled system

The methodology is similar to the previous case. The
weak formulation for the porous material given by Eq.~3!
and the weak formulation for the fluid given by Eq.~2! are
summed. Taking into account the first and second equations
of system~5!, one gets

~14!

wheren1 and n2 are the normal vector pointing out of the
acoustic and the poroelastic domain, respectively. Equation
~14! is equivalent to the minimization of an energy func-
tional Ppa and implicitly takes into account the continuity of
normal stresses and normal displacements leading to the
fluid-structure coupling integralsI 3 andI 38 . The computation
of these two terms is detailed in the following section. A new
energy functionalPpa8 is defined in order to enforce the con-
tinuity of pressure at the interface between the porous mate-
rial and the fluid. It is given by

Ppa8 5Ppa1E
G
l~p2pa!dS, ~15!

where l is a scalar continuous Lagrange multiplier. The
minimization ofPpa8 leads to

~16!

which has to be satisfied for any admissible variabledus,
dp, dpa, dl, which leads to

dPpa50, p5pa on G, l5f~un2
s

2Un2
f

!. ~17!

It follows that Eq.~14! is satisfied and that the continuity of
pressure is ensured. In this configuration, the Lagrange mul-

tiplier corresponds to the relative flux across the interfaceG
allowing for the continuity of pressure.

Integrals I 4 and I 5 , together withI 48 and I 58 , are dis-
cretized on the mesh of the porous domain and the fluid
domain, respectively. In consequence, these two meshes are
not required to be coincident. The shape functions used for
the approximation ofp andpa are the same as the ones used
in the finite element model of the porous and the acoustic
domain.

III. NUMERICAL IMPLEMENTATION

In this section, the numerical implementation of the pro-
posed approach is presented. First, the theoretical develop-
ments leading to the construction of hierarchical poroelastic
elements are briefly recalled. More details are available in
Ref. 9. Second, the interpolation on the interfaceG of the
Lagrange multipliers introduced in the two-field hybrid for-
mulations presented in the previous section is discussed. A
simple technique is then presented for the computation of
fluid-structure coupling integrals assuming non-coincident
meshes.

A. Hierarchical poroelastic elements

In the following, a porous domain is considered and the
weak $u,P% formulation given by Eq.~3! is used. The po-
roelastic domain is discretized using eight-node brick ele-
ments. The theoretical foundations of hierarchical elements
lie in the way the pressure in the pores and the displacement
of the solid phase are interpolated at any point of the subdo-
main. The pressure in the pores is given by9
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p~j,h,z!5(
i

Niqi
ph1(

j
Gjqj

gen, ~18!

wherej, h, z are the coordinates on the parent element.Ni

andGj are polynomial shape functions defined on the parent
element. The associated variablesqi

ph andqj
gen stand for the

amplitude of these functions. Amplitudesqi
ph (1, j ,8) are

the amplitudes of the pressure in the pores at the element
nodes, andNi are the classical shape functions used in finite
elements. Amplitudesqj

gen denote generalized coordinates.
The associated generalized functionsGj are divided in sev-
eral categories: side modes, face modes, and internal modes.
These functions are selected to make complete polynomials
of ascending order. Namely, the basis functions of the hier-
archical variables are constructed using Legendre polynomi-
als. Their number depend on the interpolation order. For fur-
ther details on the selection process, the reader is invited to
refer to Szabo` and Babusˇka.20

Equation~18! can be rewritten:

p5$Nf%
T
•$pn%

e, ~19!

where$Nf% is the columun vector containing the polynomial
shape functions and$pn%

e is the column vector including the
amplitudesqi

ph and qj
gen associated to each shape function.

The approximation of the variationdp of p as well as the
solid phase displacement and its variation is achieved in the
same way.

Hierarchical poroelastic elements are obtained from the
coupling of a solid element and an equivalent fluid element.
A hierarchical finite element model for fluids is therefore
available and will be used in the result section for the mod-
eling of acoustic media.

B. Interpolation of Lagrange multipliers

Vector or scalar Lagrange multipliers have been intro-
duced to enforce the continuity of solid displacement or pres-
sure on the interfaceG between a porous material and an
elastic material or a fluid. The discretization of the two-field
hybrid formulation used to describe the problem implies the
computation of surface integrals alongG involving these
Lagrange multipliers. These unknowns thus need to be inter-
polated on the interface. This point is the subject of the
present section.

To illustrate the used methodology, the porous-acoustic
medium coupled system is considered. The subdomains are
assumed to have planar geometries. Any point lying on the
interfaceG is located by itsx andy coordinates. The continu-
ous scalar Lagrange multiplierl used in Eq.~15! to ensure
the continuity of pressure is defined globally on the interface
by

l5(
j 51

px

(
k51

py

Ajk•L j~x!•Lk~y!, ~20!

whereL j is the Legendre polynomial of orderj. px and py

are the maximum orders for that polynomial in the directions
x andy. Equation~20! can be rewritten as

l5$Nl%T
•$Ajk%, ~21!

where $Nl% is the column vector of the shapes functions
L j (x)•Lk(y) associated to the amplitudesAjk .

The choice of the values forpx and py is an important
issue. Farhatet al.16 indicate that in order to avoid the stiff-
ening of the most refined mesh, the number of unknowns
associated to the interpolation ofl should remain lower than
the number of degrees of freedom~d.o.f.! np andna related
to the approximation of pressure in the fluid phase of the
porous material and in the acoustic medium, respectively.16

This leads to

~px11!~py11!<min~np ,na!. ~22!

Surface integrals in Eq.~16! are discretized on the porous
and the acoustic domain meshes. Consider for instanceI 4 .
This integral is expressed as the sum of integralsI 4

e evaluated
on each element of the mesh for the poroelastic domain hav-
ing a side lying onG5]Vpù]Vp . On elemente, the use of
the expressions ofl andp given by Eqs.~21! and~19! gives

I 4
e5$dAjk%

TS E
]Ve

$Nl%•$Nf%
T dSD $pn

e%

5$dAjk%
T
•~@Cpp#

e!T
•$pn

e%, ~23!

where the amplitudes$pn
e% are related to the approximation

of the interstitial pressure on the face of the element lying on
G. $dAjk% is the vector containing the unknowns related to
the interpolation of the variation of the Lagrange multiplier
l. Summing the integralsI 4

e for all e amounts to proceeding
to the assembly of element matrices@Cpp#

e into a global
matrix @Cpp# to write

I 45$dAjk%
T@Cpp#

T$pn%, ~24!

where$pn% is the vector of the degrees of freedom related to
the approximation of the pressure in the porous medium.
Using the same methodology for the computation ofI 48 , I 5

and I 58 leads to the following expressions:

I 485$dpn%
T@Cpp#$Ajk%, ~25!

I 55$dAjk%
T@Cpa#

T$pn
a%, ~26!

I 585$dpn
a%T@Cpa#$Ajk%, ~27!

where$pn
a% is the vector containing the degrees of freedom

related to the approximations of the pressure in the acoustic
medium.$Ajk% is the vector containing the unknowns related
to the interpolation of the variation of the Lagrange multi-
plier l. The matrices@Cpp# and @Cpa# may be very ill-
conditioned for high values ofpx and py . The use of an
orthogonal basis does not completely overcome the problem
but allows for a minimization of these effects. This justifies
the use of Legendre polynomials.

In the case of a porous material coupled to an elastic
domain, each componentli of the Lagrange multiplier vec-
tor l used to enforce the continuity of displacements is in-
terpolated using a formula similar to Eq.~20!. One writes

li5(
j 51

px
i

(
k51

py
i

Bjk
i
•L j~x!•Lk~y!. ~28!
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The maximum degree for the Legendre polynomials used for
the interpolation ofli must satisfy Eq.~22!, replacingna by
ne which is the number of dof related to the approximation
of the ith component ofuel.

Surface integralsI 1 and I 2 in Eq. ~9! are discretized
together with integralsI 18 and I 28 on the meshes used for the
elastic domain and the porous domain, respectively. Proceed-
ing the same way as in the acoustic-porous material configu-
ration, one gets

I 15$dBjk%
T@Cuel#

T$un
el%, I 185$dun

el%T@Cuel#$Bjk%,
~29!

I 25$dBjk%
T@Cup#

T$un
s%, I 285$dun

s%T@Cup#$Bjk%, ~30!

where$un
el% and$un

s% are the degrees of freedom used for the
approximation ofuel and us. $Bjk% is the vector containing
the unknowns related to the interpolation ofuel.

C. Fluid-structure coupling integral

Fluid-structure coupling integrals appear in Eq.~14! re-
lated to the weak formulation for the porous material-
acoustic medium coupled system. The computation of these
integrals is not straightforward if the meshes for the two
subdomains are non-coincident. The following technique is
used here in the case of a planar interface.

A mesh, denotedmG , is constituted for the interfaceG.
mG is the union of the meshmp andma used on the interface
for Vp andVa respectively, as indicated in Fig. 2. Integrals
I 3 and I 38 @see Eq.~14!# are then discretized onmG . By
construction, each elementi G of mG is embedded into an
elementj p of mp and j a of ma . The coupling integral oni G

is then computed using the shape functions onj p and j a of
the hierarchical finite element model for the porous material
and the fluid. The proposed technique allows for an easy

evaluation of the elementary fluid-structure integrals. Using
the same methodology as for the computation ofI 4 , one
finally gets

I 385$dun
s%@Cf s#$pn

a%, ~31!

I 35$dpn
a%@Cf s#

T$un
s%, ~32!

where$un
s% and $pn

a% are the vectors containing the degrees
of freedom used for the interpolation ofus andpa. @Cf s# is a
‘‘global’’ coupling matrix between the solid phase of the po-
rous material and the acoustic medium.

D. Linear coupled systems

1. Porous material-elastic domain coupled system

The system composed of a porous material coupled to an
elastic material is considered. The excitation is a mechanical
force applied on the elastic domain. The discretization of the
weak formulation given bydPpel8 50 @see Eq.~9!# leads to
the following linear system:

F @Kel#2v2@Mel# 0 0 @Cuel#

0 @Ks#2v2@M̃ s# 2@C̃# 2@Cup#

0 2@C̃#
@H̃#

v2
2@Q̃# 0

@Cuel#
T 2@Cup#

T 0 0

G H $un
el%

$un
s%

$pn%
$Bjk

i %
J 5H $Fn

el%
$0%
$0%
$0%

J , ~33!

where@Kel# and@Mel# are the stiffness and mass matrix for
the elastic domain.@Kel# is a complex valued matrix taking
into account structural damping in the elastic domain.@Ks#

and @M̃ s# are the stiffness and mass matrix for the solid
phase of the porous material.@H̃# and@Q̃# are the kinematic
and compression matrix for the fluid phase of the porous
material.@C̃# is a coupling matrix between the two phases of
the porous material.@Cuel# and @Cup# are the matrices re-
lated to the use of Lagrange multipliers to ensure the conti-
nuity of solid displacements at the interface between the two
subdomains. These matrices are defined by Eqs.~29! and

~30!, respectively.$Fn
el% is the force vector corresponding to

the excitations on the elastic domain.@̃ # means that matrices
are frequency dependent.

2. Porous material-acoustic domain coupled system

The case of a porous material coupled to an acoustical
fluid is now considered. The porous material is assumed to
be subjected to an acoustical excitation, namely an imposed
pressure condition with amplitudep0 . This kind of excita-
tion leads to linear constraints on the degrees of freedom for
the fluid phase, which are expressed by

FIG. 2. Construction of a specific mesh for the interface.
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@Cp#$pn%5$F0
p%. ~34!

These constraints are enforced in the discretized weak for-
mulation using a set of discrete Lagrange multipliers$lp

u%.9

In addition, a surface force acting on the solid phase has to

be accounted for. This is achieved by considering a forcing
vector$F1

p%.
The discretization of the weak formulation given by

dPpa8 50 @see Eq.~16!# leads to the following system:

3
@Ks#2v2@M̃ s# 2@C̃# @Cf s# 0 0

2@C̃#
@H̃#

v2
2@Q̃# 0 2@Cpp# @Cp#T

@Cf s#
T 0

1

rav2
@Ha#2

1

raca
2 @Qa# @Cpa# 0

0 2@Cpp#
T @Cpa#

T 0 0

0 @Cp# 0 0 0

4 5 $un
s%

$pn%
$pn

a%
$Ajk%
$ln

p%
6 55

$F1
p%

$0%
$0%
$0%
$F0

p%
6 , ~35!

where @Ha# and @Qa# are the kinematic and compression
matrices for the acoustic medium.@Cf s# is defined by Eq.
~31! and corresponds to the discretization of the fluid-
structure coupling integral between the poroelastic domain
and the acoustic domain.@Cpp# and @Cpa# are the matrices
related to the use of Lagrange multipliers to ensure the con-
tinuity of pressure on the interface between the two subdo-
mains.

IV. VALIDATION RESULTS

In this section, numerical results are presented in order
to validate the proposed approach in the case of a porous
material modeled with hierarchical elements coupled to an
elastic or an acoustic domain assuming non-coincident
meshes. A comparison is performed with the results obtained
with a classical finite element code using linear poroelastic
elements and coincident meshes.

A. The studied configurations

1. Elastic plate-porous material

The configuration of a porous coated plate, depicted in
Fig. 3, is considered. The plate is made of aluminum and is
simply supported. The coating is a mineral wool bonded on
the plate. Free edges conditions are applied on the lateral
faces of the porous subdomain~see Ref. 6 for details!. The
characteristics of the materials are given in Table I. The plate
and the porous coating are 1 mm and 2 cm thick, respec-
tively. The lateral dimensions areLx50.35 m and Ly

50.22 m. The excitation is a point force with amplitude 1 N

normal to the plate. This force is located at the point with
coordinatesX50.04375 m andY50.0275 m.

In the following, the plate is modeled with the same
four-node quadrilateral plate classical finite elements in both
the classical finite element code and the presented method.

2. Porous material-fluid cavity

The coupling between a porous material and an acoustic
domain is validated through the study of the configuration of
a fluid cavity backed by a porous material, as represented in
Fig. 4. The fluid in the cavity is air (r051.213 kg/m3 and
c05342.3 m/s). The porous material is a 2-cm-thick foam,
denoted foam A in the following, and its lateral edges are
bonded. Its characteristics are given in Table I. The dimen-
sions of the cavity are 0.3530.2230.2 m3. The excitation is
an imposed pressure condition with amplitude 1 Pa applied
on the porous material~see Fig. 4!.

As indicated previously, hierarchical fluid elements are
used for the modeling of the cavity since these elements are
easily obtained from poroelastic hierarchical elements.

B. The vibroacoustic indicators

In the following, the effect of a porous material on the
vibrations of the plate or on the pressure levels in the cavity
is studied. The indicators of interest are the mean square

TABLE I. Properties of the materials.

Material
E

~kPa! n h
rs

~kg/m3! f a`

s
~kN•s/m4!

L
~mm!

L8
~mm!

Aluminum 6.93107 0.33 0.01 2700 ¯ ¯ ¯ ¯ ¯

Steel 2.353108 0.29 0.01 7842 ¯ ¯ ¯ ¯ ¯

Foam A 540 0.35 0.1 1500 0.98 1.7 13.5 80 160
Foam B 29.4 0.3 0.18 928 0.906 1.68 25.15 58.9 147.2
Mineral wool 42 0 0.05 600 0.95 1.4 25 93.2 93.2
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velocity of the plate and the mean square pressure in the
cavity. The definition and the computation of these indicators
are now recalled.

1. Mean square velocity of the plate

The mean square velocity^Vz
2& of the plate is defined by

^Vz
2&5

v2

2Vel
E

Vel

uuz
elu2 dV, ~36!

wherev is the angular frequency andVel denotes the vol-
ume occupied by the plate.uz

el is the plate displacement
along the thickness. Considering the discretization of the dis-
placement field in the plate, this indicator is computed using
the following formula:

^Vz
2&5

v2

2Spl
$wn%

T@Mz#$wn%* , ~37!

where$wn% is the vector containing the degrees of freedom
used for the interpolation of the deflection of the plate.@Mz#
contains the coefficients of@Mel# divided by rel related to
the degrees of freedom of interest.Spl is the surface of the
plate.~* ! means complex conjugate.

2. Mean square pressure in the cavity

The mean square pressure^P2& in the fluid cavity is
defined by

^P2&5
1

2Va
E

Va

upau2 dV, ~38!

whereVa is the volume of the cavity. Given the approxima-
tion of the pressure in the fluid, this indicator is obtained by
the following formula:

^P2&5
1

2Va
$pn

a%T@Q#$pn
a%* , ~39!

where @Q# is the real-valued compression energy matrix of
the fluid multiplied byraca

2.

C. Results

1. Porous coated plate

The values of plate mean square velocity@Eq. ~37!#
computed using the present approach is compared to the re-
sults given by MNS/Nova™,21 a finite element code devel-
oped at the Universite´ de Sherbrooke for the modeling of
elasto-poro acoustic multilayers. This latter code, validated
both numerically and experimentally,5,6 is based on classical
linear poroelastic elements and coincident meshes and is re-
ferred to as the classical approach in the following. The clas-
sical code uses a 28318-node mesh in the lateral dimensions
and two elements along the thickness for the porous material,
which suffices to ensure the convergence of the vibroacoustic
indicators.

The present approach uses a 16311 node mesh for the
plate. The poroelastic domain is discretized with a 33231-
brick element mesh. The convergence of the present ap-
proach, as far as the modeling of the porelastic material is
concerned, is obtained by applyingp-method, namely by in-
creasing the interpolation order in the solid phase and in the
fluid phase, respectively. This method leads to an interpola-
tion order equal to 6 in the solid phase and 4 in the fluid
phase. A coarser mesh for the porous domain would have
required higher interpolation orders for convergence. In-
creasing interpolation orders leads to an increase of the com-
putational time devoted to the calculation of the elementary
mass and stiffness matrices related to the porous domain. In
practice, the use of interpolation orders greater than 9 in-
duces too important a time overhead. Hence, a 33231-
element mesh rather than a mesh composed of a single ele-
ment was used for the application of thep-method.

As indicated above, the determination of the interpola-
tion orders for the convergence of thep-methodin the stud-
ied configuration is done iteratively using successive richer
interpolation orders. The same remarks hold when modeling
a single poroelastic domain with hierarchical elements. The
convergence of poroelastic materials has been investigated
by Rigobert.22 This study has been performed for a mineral
wool and a polymer foam. It indicates that a general conver-
gence criterion seems to be difficult to establish for poroelas-
tic hierarchical elements. These difficulties are consistent
with the fact that the behaviors of the two materials consid-
ered in this study depend on the excitation and the boundary
conditions.

The results of the comparison between the classical and
the present approach are given in Fig. 5 for a frequency
domain ranging from 10 to 500 Hz. Figure 5 shows an ex-
cellent agreement between the two approaches. Besides, the
present approach allows for a significant reduction of the
number of d.o.f. required for an accurate description of the
multilayer. Actually, 2701 d.o.f. are sufficient to ensure con-
vergence instead of 10 232 d.o.f. for the classical approach.

FIG. 3. Porous coated plate excited by a point force.

FIG. 4. Porous material coupled to a fluid cavity acoustical excitated.
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2. Porous material coupled to a fluid cavity

As indicated in the previous section, a hierarchical
acoustic element is easily derived from a poroelastic hierar-
chical element. Hence, hierarchical acoustic elements are
used to model the cavity. A 23132-element mesh is pro-
vided for that subdomain with an interpolation order equal to
4, which is sufficient to ensure the convergence of the model.
43332 elements are used for the poroelastic domain with an
interpolation order equal to 5 for the solid phase and 1 for
the fluid phase. The results obtained with the present ap-
proach for the prediction of the mean square pressure in the
cavity are given in Fig. 6 for the frequency band@10 Hz; 500
Hz#. The results given by the classical code are also shown.
For the latter approach, the porous material and the fluid
cavity are modeled with linear poroelastic elements and lin-
ear fluid elements, respectively, using two different sets of
compatible meshes for the multilayer. Mesh 1 contains
26316 elements in the lateral dimensions, 2 elements along
thickness for the porous material, and 5 elements along the
thickness for the cavity. Mesh 2 contains 35322 elements in
the lateral dimensions, 4 elements along thickness for the
porous material, and 5 elements along thickness for the cav-
ity. Note that a number of elements greater than 5 along
thickness for the cavity does not improve the accuracy of the
prediction.

According to Fig. 6, the predictions made with the clas-
sical approach with mesh 1 show small discrepancies com-
pared to the results obtained with the present approach. In
particular, this is noticeable around the peak located at 275
Hz associated with a resonance of the skeleton in the foam.
Mesh 2 alleviates these differences. The convergence of the
classical code is thus obtained using a very refined mesh for
the poroelastic domain.

The number of d.o.f. required for the convergence of the
model is about 11 times less for the present approach~1677
d.o.f.! compared to the classical approach with mesh 2
~19 818 d.o.f.!. Note that the convergence of the model pre-
sented herein is obtained using very different interpolation
orders for the solid and the fluid phases of the porous mate-
rial, namely 5 and 1, respectively. Actually, the ability of
chosing these two parameters independently enables one to
optimize the number of d.o.f. From a physical viewpoint, this
indicates that a good prediction of the pressure levels in the
cavity is closely related to a good description of the solid
phase. The peak noticed in Fig. 6 at 275 Hz and associated
with a resonance of the skeleton of the foam shows the great
influence of the solid phase motion on the pressure levels in
the cavity.

Considering the latter remarks, the reasons for the slow
convergence of the classical approach can be explained. One
notices that a number of elements greater than 4 in the thick-
ness of the porous material does not improve the predictions
for ^P2& in the fluid cavity whatever the mesh in the lateral
dimensions~these results are not produced here!. The con-
vergence of the classical code, which is related to an accurate
description of the solid phase material, hence requires a re-
finement of the mesh in the lateral dimensions. The slow
convergence of linear poroelastic elements is therefore prob-
ably due to shear locking related to the bending motion of
the porous material and the used boundary conditions
~bonded edges!. This phenomenon has already been under-
lined in the literature for a similar configuration in which the
porous material has a bending motion.7

V. COMPARISON WITH EXPERIMENTS

In this section, the presented approach is confronted to
experimental results in the case of a porous coated plate.

An 0.8-mm-thick steel plate~see Table I for the charac-
teristics of steel! with clamped edges is considered. Its lateral
dimensions areLx50.5, Ly50.38 m. This plate is coated
with a 2-cm-thick porous material. The coating is a foam,
denoted as foam B in the following, with the characteristics
given in Table I. A measurement grid is constituted on the
plate as shown in Fig. 7. The plate is excited with a hammer
at point 27 of this grid. The excitation is modeled as a point
force with 1-N amplitude in numerical simulations. The fre-
quency response function~FRF! associated to the accelera-
tion of the plate is measured at different points of this grid
with an accelerometer.

The modeling of this configuration is achieved consid-
ering the following assumptions. First, the coupling between
the porous material and the surrounding acoustic medium is
not accounted for as discussed in Sec. II. As an approxima-
tion, a ‘‘free face’’ condition~see Ref. 6 for details! has been

FIG. 5. Mean square velocity of a plate coated with a mineral wool. Com-
parison between the present approach and the classical approach.

FIG. 6. Porous material coupled to a fluid cavity. Computation of the mean
quadratic pressure in the cavity. Comparison between the present approach
and the classical approach.
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imposed on the edges and the rear face of the coating. In
addition, the effects of the surrounding acoustic medium on
the plate vibrations~mass effect, damping related to the ra-
diation of the plate! are not taken into account.

The present approach is compared to the measured FRF
at point 69 for frequencies ranging from 0.5 to 350 Hz. At
first, the comparison between measurements and simulations
has been performed considering the mechanical properties of
the foam measured in the laboratory. No good agreement
could be obtained on the whole frequency band using these
values in the numerical simulations~results not presented!.
In order to get a better match between numerical and experi-
mental results, the frequency band of interest was split into
several intervals. For each of them, the Young’s modulus of
the solid phase of the porous material was fitted to get the
best agreement possible between measurements and simula-
tions. The Young’s modulus initially measured is referred to
asE in the following. From 0.5 to 160 Hz, a value equal to
0.5E was used. For the frequency band@160 Hz; 250 Hz#,
Young’s modulus was chosen to be equal toE. The value
1.9E was used beyond 225 Hz. Figure 8 represents the nu-
merical predictions for the FRF obtained with the present
approach. 21316 quadrilateral plate elements were used for
the plate. A 83632-brick element mesh was provided for

the porous material with an interpolation order equal to 3 for
the solid and the fluid phase.

A good agreement is observed between simulation and
measurement. These results demonstrate the utility and va-
lidity of the presented approach. Equally important, they un-
derline the frequency dependence of the mechanical proper-
ties of the foam used for the coating of the plate.~This is
usually neglected in the published methods used to measure
the mechanical properties of foams.! In particular, the vis-
coelastic behavior of the solid phase is highlighted, which is
a known property of polymer foams.23

VI. CONCLUSION

The coupling of a poroelastic material modeled with hi-
erarchical elements and an elastic domain modeled with clas-
sical finite elements or an acoustic domain modeled with
hierarchical elements has been presented. The meshes for the
subdomains coupled have been assumed to be non-co-
incident at their common interface. A two-field hybrid for-
mulation has been constructed for the coupled system. In this
weak formulation, continuous Lagrange multipliers are used
to enforce the essential coupling conditions, such as the con-
tinuity of pressure or solid displacements, and natural cou-
pling conditions are implicitly accounted for. A simple tech-
nique has been presented for the computation of fluid-
structure coupling integrals over incompatible meshes at the
interface between a porous material and an acoustic domain.

The present approach has been validated through a com-
parison with a finite element code using linear poroelastic
elements and coincident meshes. The configurations of a po-
rous coated plate and a porous material coupled to a fluid
cavity have been considered. Numerical locking of linear
poroelastic elements has been underlined and overcome by
the use of poroelastic hierarchical elements. The latter ele-
ments allow for an increase of the convergence rate of the
solution and thus an important reduction of the number of
degrees of freedom required for the modeling of the
multilayer. This feature of the proposed model is enhanced
by the use of non-coincident meshes. A comparison between
simulation and experiment has also been presented for the
configuration of a porous coated plate mechanically excited.
The results given by the present approach were found to be
in good agreement with measurement and underlined the fre-
quency dependence of the Young’s modulus of the solid
phase of the porous coating.
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Evolution of nonlinear Rayleigh waves in a coated substrate
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Nonlinear Rayleigh waves propagating in a substrate coated with a thin elastic film are studied
numerically. The evolution model consists of the nonlinear spectral equations of Zabolotskaya@J.
Acoust. Soc. Am.91, 2569–2575~1992!# augmentedad hoc to include film dispersion. The
dispersion relation is obtained from linear theory but is otherwise exact. Both loading and stiffening
films are considered. Computations are performed for nonlinear evolution of an initially sinusoidal
Rayleigh wave under three distinct dispersion regimes corresponding to different film thicknesses.
The validity of the evolution model is also examined. ©2004 Acoustical Society of America.
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I. INTRODUCTION

Over the past decade, interest in thin-film characteriza-
tion have led to a resurgence of surface acoustic wave
~SAW! spectroscopy as a tool for nondestructive testing.
Presence of a thin film on the surface of an elastic half-space
can introduce significant dispersion. By observing dispersion
characteristics of SAWs in a thin-film system, one can deter-
mine parameters such as film thickness, adhesion strength,
and mechanical properties of the film.1,2 Because the inten-
sities involved in traditional SAW spectroscopy are relatively
low, linear theory is often sufficient to describe SAW propa-
gation under such circumstances. However, a series of ex-
perimental investigations3–7 has emerged on high-intensity
SAWs in thin-film systems, where nonlinearity as well as
dispersion were pronounced. Nayanov,3 Cho et al.,4 and
Kavalerov et al.5 observed evolution of a sinusoidal input
wave in coated LiNbO3 substrates. Recently, Lomonosov
et al.6,7 reported that laser-excited SAW pulses in coated sili-
con and fused quartz can exhibit soliton-like behavior that is
characteristic of wave propagation in dispersive nonlinear
systems. The analysis of SAWs in such systems requires pro-
vision for both nonlinearity and dispersion.

One of the most common approaches to modeling dis-
persive nonlinear waves is to augment an existing nonlinear
evolution equation ~initially derived for nondispersive
waves! by adding a dispersion termad hoc. Here, the char-
acterization ‘‘ad hoc’’ refers to a tacit assumption that intro-
duction of dispersionper sedoes not perturb the preexisting
nonlinear mechanism. For example, in order to study the
effects of a thin film on nonlinear surface wave propagation,
one may add to a nonlinear evolution equation an appropriate
dispersion term that is either assumed or obtained from the
exact linear boundary value problem. Adler and Nassar8 were
among the first investigators who adopted this modeling
scheme to describe dispersive nonlinear SAWs. They modi-
fied a nonlinear evolution equation of Adleret al.9 to include
dispersion and calculated the generation of higher harmon-

ics. Ewenet al.10 later proposed Benjamin–Ono~BO! and
Korteweg–de Vries~KdV! equations as possible evolution
models for nonlinear SAWs in film-coated substrates.
Mayer11 showed in his extensive review article that the mod-
els of Adleret al. and Ewenet al. could be viewed as sim-
plifications of a more comprehensive evolution model. Re-
cently, Eckl et al.12,13 studied numerical and analytical
solutions for solitary nonlinear SAWs in coated substrates.
Using the nonlinear evolution model of Mayer that includes
a dispersion term of the BO type, they obtained stable nu-
merical solutions for periodic pulse trains that become soli-
tary waves in the limit of infinite periodicity. Most recently,
Lomonosovet al.7 reported experimental corroboration of
Mayer’s theoretical model.

Although there is a growing body of literature on non-
linear SAWs in thin-film systems, no extensive parametric
studies on the topic appear to have been performed or re-
ported. Moreover, despite the general acceptance of thead
hocapproach employed in the aforementioned theoretical in-
vestigations, its validity remains to be examined on a more
rigorous theoretical basis. In this context, the present article
provides a comprehensive numerical study of nonlinear
SAWs in a film-coated half-space, conducted with an appro-
priate validity criterion in place. Unlike the earlier studies
that assumed dispersion laws of the BO or KdV type, the
current work employs the exact film-dispersion relation de-
rived from the linear theory.14 The dispersion relation is in-
corporated into the nonlinear evolution model of
Zabolotskaya15 for the study of SAW propagation in different
dispersion regimes~weak, moderate, and strong in relation to
nonlinearity!. Because there is a myriad of possible combi-
nations of film-substrate materials, surface cuts, and propa-
gation directions for crystals, our attention is devoted to Ray-
leigh waves propagating in two representative isotropic
material pairs~gold film on fused-quartz substrate for load-
ing dispersion, and alumina film on fused quartz for stiffen-
ing dispersion!. The relative simplicity brought by the as-
sumption of isotropy does not come at the expense of
generality; Rayleigh waves have been shown to possess
many of the salient features of SAWs in crystals.

a!Current address: Acoustical Standards, Institute for National Measurement
Standards, National Research Council, Ottawa, Ontario K1A 0R6, Canada.
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II. LINEAR THEORY

Consider an inhomogeneous plane wave propagating in
an isotropic elastic half-space coated with a single layer of a
second isotropic elastic material~Fig. 1!. The direction of
propagation~taken as the1x direction! is parallel to the free
surface. The film-substrate interface is located atz50 and
the traction-free surface atz5h. The film is assumed to be
perfectly bonded to the substrate so that continuity of particle
displacements and stresses at the interface is satisfied at all
times.

Because the substrate and film are isotropic, both the
equations of motion and the boundary conditions decouple
into the sagittal-plane~spanned by thex and z axes! and
transverse~the y axis! components. This results in two inde-
pendent modes of propagation; solutions with sagittal-plane
components only are called Rayleigh modes while the ones
with transverse components only are called Love modes.
Here, we consider only the Rayleigh modes of propagation.

Rayleigh-mode solutions in the form of particle dis-
placement components are given by

ux5@ iCt
2j te

j tkz1Cl
2ej l kz#eik~x2cpht !, ~1!

uz5@Ct
2ej tkz2 iCl

2j le
j l kz#eik~x2cpht ! ~2!

in the substrate. Here,ux,z are horizontal~x! and vertical~z!
displacement components,cph is the phase speed,k is the
wave number,j l ,t5(12cph

2 /cl ,t
2 )1/2, andcl ,t are the longitu-

dinal ~l! and transverse~t! bulk wave speeds of the substrate.
Parametersj l ,t determine the amplitude variation as a func-
tion of depth (2z direction!. The corresponding particle dis-
placement components in the film are

ûx5@2 iĈ t
1ĵ te

2 ĵ tkz1Ĉl
1e2 ĵ l kz1 iĈ t

2ĵ te
ĵ tkz

1Ĉl
2eĵ l kz#eik~x2cpht !, ~3!

ûz5@Ĉt
1e2 ĵ tkz1 iĈ l

1ĵ le
2 ĵ l kz1Ĉt

2eĵ tkz

2 iĈ l
2ĵ le

ĵ l kz#eik~x2cpht !, ~4!

where circumflexes are used to designate quantities in the
film. Note that the solutions in the substrate consist solely of
terms that decay exponentially into the substrate, while both

decaying and growing terms are allowed within the film of
finite thickness.

Six weighting factors (Cl ,t
2 for the substrate andĈl ,t

6 for
the film! in Eqs. ~1!–~4! are chosen in such a way as to
satisfy the boundary conditions. Upon substitution of Eqs.
~1!–~4! into six boundary condition equations~continuity of
sagittal displacements and stresses at the interface and zero
sagittal stresses at the free surface!, a system of six linear
homogeneous equations is produced.16 The determinant of
the resulting boundary-condition matrix must be zero to en-
sure nontrivial solutions. In general, for a given dimension-
less wave numberkh, the boundary-condition determinant
will not be zero for an arbitrary choice ofcph. Numerical
iteration is necessary to find the value ofcph that renders the
boundary-condition determinant zero. Repeating the iterative
search procedure over a range ofkh leads to the desired
dispersion curve of the phase speedcph as a function ofkh.

It has been shown by Tiersten17 that two classes of dis-
persion can be observed depending on the ratio of transverse
bulk wave speeds of the film and substrate. When the trans-
verse bulk wave speed of the film is less than that of the
substrate, the phase speed of a Rayleigh mode decreases with
frequency and the film is said to ‘‘load’’ the substrate. On the
other hand, a film whose transverse bulk wave speed is
greater than that of the substrate increases the phase speed
and is said to ‘‘stiffen’’ the substrate. Sufficient conditions
for loading and stiffening dispersion are

ĉt /ct,1/A2, loading dispersion, ~5!

ĉt /ct.A2, stiffening dispersion, ~6!

whereĉt andct are transverse bulk wave speeds of the film
and substrate, respectively.

With the above criterion in mind, we choose two repre-
sentative material pairs as follows. We select fused quartz18

(ct53754 m/s,r52203 kg/m3! as the substrate because it is
a readily available material that has been used in a number of
experimental and numerical studies.7,18 With fused quartz as
the substrate, polycrystalline gold19 ( ĉt51200 m/s, r̂
519 300 kg/m3) and alumina20 ( ĉt56401 m/s, r̂
53978 kg/m3) are chosen as film materials for their respec-
tive loading and stiffening behaviors.

A. Loading dispersion

The dispersion curves for the loading-dispersion pair
~gold film on fused-quartz substrate! are shown in Fig. 2. A
noticeable feature of loading dispersion is the existence of an
unlimited number of Rayleigh modes. The phase speed of the
first Rayleigh mode~R1! starts at the Rayleigh speed of the
substrate (c53401 m/s) forkh50 and decreases monotoni-
cally with increasingkh. For largekh the phase speed as-
ymptotically approaches the Rayleigh speed of the film (ĉ
51134 m/s). In contrast, each of the higher-order Rayleigh
modes has a low-frequency cutoff at which the phase speed
is equal to the transverse bulk wave speed of the substrate
(ct53754 m/s). All higher-order modes eventually approach
the transverse bulk wave speed of the film (ĉt51200 m/s)
with increasingkh. ~We note that the Stoneley wave mode
cannot exist at the interface between gold and fused quartz.!

FIG. 1. Propagation geometry of a thin-film system.
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Due to the large phase speed variation of the first Ray-
leigh mode nearkh50, a substantial amount of dispersion
can be introduced with relatively small film thickness.
Throughout our numerical simulation of nonlinear Rayleigh
waves with loading dispersion, the film thickness is restricted
to be considerably smaller than any wavelengths associated
with significant energy in the signal. Thus, our practical up-
per limit of kh becomes very small compared to unity, and
we may ignore nonlinear mode coupling with the higher-
order Rayleigh modes, which occurs only forkh*0.2. For
convenience, the first Rayleigh mode is hereafter referred to
as simply ‘‘the Rayleigh mode’’ without ambiguity.

Variation in amplitudes of the displacement components
@the terms inside brackets in Eqs.~1!–~4!# is shown in Fig. 3.
The amplitude of each displacement component is normal-
ized to its value at the free surface (z5h) and is plotted
against the dimensionless vertical coordinatekz. If the me-
dium consists of the substrate only and is therefore nondis-
persive, Rayleigh waves not only propagate at the same
phase speed but also have the same depth profile versuskz
regardless of frequency; the depth profile at any frequency is
represented by the curve forkh50. However, if the substrate
is layered with a film, the substrate depth profile of any fre-
quency component differs increasingly from the profile for

kh50 as frequency is increased. This change in mode
shapes imposes limits on the validity of the nonlinear evolu-
tion model, as discussed below in Sec. III A.

B. Stiffening dispersion

For the stiffening material combination~alumina film on
fused-quartz substrate!, only one Rayleigh mode can exist.
As shown in Fig. 4, the dispersion curve for the Rayleigh
mode starts at the substrate Rayleigh speed (c53401 m/s)
and increases until it reaches the transverse bulk wave speed
of the substrate (ct53754 m/s) atkh51.18. The fractional
increase in phase speed fromkh50 to 0.1 is only about 4%,
whereas the phase speed for loading dispersion~Fig. 2! un-
dergoes 18% fractional change over the same range ofkh.
Therefore, in order to introduce dispersion comparable to
that of the loading film, relatively large film thickness is
necessary for the stiffening film.

Shown in Fig. 5 is the depth dependence of the particle
displacement. Again, the displacement amplitude normalized
to its value at the free surface is plotted against the dimen-
sionless vertical coordinatekz. As in Fig. 3, the depth pro-
files for any frequencies collapse into the curve forkh50 if
the substrate is not layered with a film. With a film of finite

FIG. 2. Dispersion curves for the Rayleigh modes in polycrystalline gold on
fused quartz. The first Rayleigh mode is designated by R1, the second R2,
and so on.

FIG. 3. Particle displacement depth profiles for polycrystalline gold on
fused quartz.

FIG. 4. Dispersion curve for the Rayleigh mode in polycrystalline alumina
on fused quartz. The cutoff of the Rayleigh mode occurs nearkh51.18.

FIG. 5. Particle displacement depth profiles for polycrystalline alumina on
fused quartz.
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thickness, however, the depth profile deviates from the curve
for kh50 with increasing frequency.

One striking contrast to the loading counterpart@Fig.
3~b!# is the behavior of the vertical component at large pen-
etration depth with increasing frequency@Fig. 5~b!#. The
depth profile near cutoff~the kh51.17 curve! shows very
slow decay into the substrate, portending the onset of the
transverse bulk mode that exists above the cutoff frequency.
This can also be observed from Eq.~2!. As kh nears the
cutoff, the phase speedcph approaches the substrate shear
speedct . The parameterj t approaches zero, and the term
Ct

2ej tkz in Eq. ~2! becomes dominant with a very slow decay
rate. Because the transverse bulk waves radiate into the sub-
strate at grazing angles, they may manifest themselves
through unusually high attenuation of a signal detected at the
free surface when there is significant mode coupling between
the Rayleigh and transverse bulk waves.

III. EFFECTS OF DISPERSION ON NONLINEAR
RAYLEIGH WAVES

A. Evolution model

The dispersion law described above is introducedad hoc
in the model equation of Zabolotskaya15 to constitute our
evolution equation for nonlinear Rayleigh waves in a coated
substrate. It should be pointed out that Zabolotskaya’s theory
is derived for an uncoated medium; the effect of thin-film
coating enters into our model only through a dispersion term.
This way, the problem is transformed into that of surface
waves propagating in a fictitious homogeneous half-space
possessing a dispersion law equivalent to that for a film on
the same substrate.

In Zabolotskaya’s model, the following Fourier series
representation is used for the particle velocity components of
a Rayleigh wave in an isotropic half-space:

vx~x,z,t!5
i

2 (
n51

`

vn~x!~j te
j tnk1z1hej l nk1z!e2 inv1t

1c.c., ~7!

vz~x,z,t!5
1

2 (
n51

`

vn~x!~ej tnk1z1j lhej l nk1z!e2 inv1t

1c.c. ~8!

Here, t5t2x/c is a retarded time,c is the nondispersive
Rayleigh speed,v1 is the fundamental~or repetition! angular
frequency,k15v1 /c is the associated wave number,j l ,t

5(12c2/cl ,t
2 )1/2, and h522j t /(11j t

2). The terms in pa-
rentheses describe the depth dependence of the velocity com-
ponents and are collectively depicted by thekh50 curves as
in Figs. 3 and 5. The spectral amplitude of thenth harmonic
component is denoted byvn(x).

The dependence ofvn on x is due to nonlinearity, dis-
persion, and absorption. The coupled evolution equations15,21

for the harmonic amplitudesvn as functions of propagation
distancex are

dvn

dx
1~an1 idn!vn52

n2v1m

2zrc4 S (
m51

n21

Rm,n2mvmvn2m

22 (
m5n11

`

Rm,n2mvmvm2n* D , ~9!

wherer is the density of the substrate material,m is the shear
modulus, andz5j t1j t

211(j l1j l
21)h214h. The nonlin-

earity matrixRlm determines the strength of nonlinear inter-
action between thelth and mth harmonics leading to the
generation of thenth harmonic. The matrix is defined by

Rlm5
a8

unuj l1u l uj t1umuj t
1

a8

unuj t1u l uj t1umuj l

1
a8

unuj t1u l uj l1umuj t
1

b8

unuj t1u l uj l1umuj l

1
b8

unuj l1u l uj t1umuj l
1

b8

unuj l1u l uj l1umuj t

1
3g8

unuj l1u l uj l1umuj l
, ~10!

wheren5 l 1m, and the material-dependent coefficientsa8,
b8, andg8 are found in Ref. 15. The nonlinearity matrix is
based only on material properties of the substrate. Equation
~9!, without the second term on the left-hand side, was de-
rived by Zabolotskaya15 using Hamiltonian formalism. The
evolution equation was obtained using averaging to eliminate
asynchronous, weakly coupled spectral interactions, leaving
only nonlinear terms describing resonant spectral interac-
tions in progressive waves.

Both absorption and dispersion are taken into accountad
hoc by the term (an1 idn)vn in Eq. ~9!, wherean and dn

are, respectively, absorption and dispersion coefficients for
the nth harmonic. The dispersion coefficientdn is given by

dn5nv1S 1

c
2

1

cn
D ~11!

and quantifies the difference between the nondispersive Ray-
leigh wave speedc and the phase speedcn for the nth har-
monic. For waves in a thin-film system, the phase speedcn is
obtained from the dispersion relation described in the pre-
ceding section. The purpose of the absorption coefficientan

is twofold. First, it models the attenuation of surface waves
in solids. Second, it provides numerical stability when com-
putations of Eq.~9! are to be extended into a region of shock
formation.

To judge the validity of the above evolution model it is
instructive to recall from linear theory the effects of a film on
the propagation of Rayleigh waves. First, a film introduces
dispersion. Second, a film causes the depth profiles for par-
ticle displacement in the substrate to deviate from those for
an uncoated, nondispersive substrate. The latter effect dic-
tates the range of applicability of the evolution model, be-
cause the nonlinear theory15 is derived for mode shapes cor-
responding to an uncoated medium.~Other nonlinear
evolution models based upon these same depth profiles11,22

are all subject to this restriction when augmentedad hocto
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include film-dispersion.! Therefore, the following criterion is
proposed to determine the accuracy of our numerical calcu-
lation. From Figs. 3 and 5 it can be seen that the deviation of
depth profiles from those for an uncoated medium is reason-
ably small forkh,0.1. Because the waveforms under con-
sideration have broad spectra, particularly following nonlin-
ear distortion and shock formation, a frequency that
characterizes the upper end of the spectrum has to be iden-
tified. We define this upper frequency to be that above which
the energy is always 40 dB below the peak in the spectrum.
The corresponding value ofkh is designated (kh)max. If
(kh)max,0.1, we suggest that our simulation is accurate.

The evolution equations@Eq. ~9!# are solved numeri-
cally. For this purpose, it is convenient to introduce the di-
mensionless quantities

Vn5vn /v0 , X5x/ x̄, An5anx̄, Dn5dnx̄, ~12!

wherev0 is a characteristic velocity amplitude and23

x̄5
rc4z

4mv1v0uR11u
~13!

is a length scale that approximates the shock formation dis-
tance for a surface wave radiated at angular frequencyv1

with amplitude uv1(0)u5v0 . The evolution equations then
take the following dimensionless form:

dVn

dX
1~An1 iD n!Vn52

n2

8uR11u
S (

m51

n21

Rm,n2mVmVn2m

22 (
m5n11

N

Rm,n2mVmVm2n* D ,

~14!

whereN is the number of harmonics retained in the calcula-
tion. The above spectral equations are integrated by way of a
second-order Runge-Kutta method with a fixed step size. We
use 400 harmonics (N5400) for all calculations but retain
only 390 harmonics in the waveform reconstruction~to re-
duce Gibbs-type oscillations!. For calculation of the nonlin-
earity matrix Rlm we use the values of third-order elastic
constants for fused quartz measured by Bogardus.24 These
third-order elastic constants areA5242 GPa,B593 GPa,
and C526 GPa in the notation of Landau and Lifshitz.25 A
quadratic absorption lawAn5n2A1 is assumed, which is a
reasonable model for attenuation of surface waves in
solids.26 We chooseA150.01 for all calculations because at
the propagation distances of interest, effects of absorption
are significant only at the shocks. For appreciably lower val-
ues ofA1 , computations require unreasonably large numbers
of harmonics in order to accurately describe the shocks.

In Secs. III B–D, numerical results for the evolution of
an initially monochromatic wave are presented. The source
condition atX50 corresponding to a pure sinusoid is given
by V1521, andVn50 for n.1. To provide a benchmark,
we first discuss nonlinear Rayleigh wave propagation in an
uncoated medium. Then, the propagation under both loading
and stiffening dispersion is addressed.

B. Nondispersive propagation

Depicted in Fig. 6 is the nonlinear evolution of an ini-
tially sinusoidal Rayleigh wave in an uncoated fused-quartz
substrate. In Fig. 6~a!, one period of the horizontal velocity
waveform at the free surface (z50), normalized by the hori-
zontal source amplitudevx052v0(j t1h), is shown in the
dimensionless retarded time framev1t. The waveform at
distanceX52 ~solid line! is compared with the source wave-
form ~dashed line!. The corresponding frequency spectrum at
X52 is shown in Fig. 6~b!. The horizontal velocity wave-
form exhibits a typical feature of nonlinear surface wave
distortion; the waveform develops a shock with cusps.15

Fused quartz possesses negative nonlinearity in the sense
that the negative portions of the horizontal velocity wave-
form advance on the zero crossings and positive portions
recede~e.g., the opposite occurs in velocity waveforms for
sound waves in fluids!.

The dependence of the first three harmonic amplitudes
on propagation distance is displayed in Fig. 6~c!. The funda-
mental component decreases monotonically in magnitude,

FIG. 6. Nonlinear evolution of an initially monochromatic Rayleigh wave.
No dispersion.
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whereas the second and third harmonics ramp up initially
and then gradually decay with propagation distance.

C. Propagation with loading dispersion

The propagation medium considered here is a fused-
quartz substrate coated with a gold film. The dispersion co-
efficient Dn in Eq. ~14! is calculated via Eqs.~11! and ~12!,
where the phase speedcn for thenth harmonic is determined
by the dispersion curve labeled R1 in Fig. 2. In so doing, it is
necessary to specify the fundamental frequency~the source
frequency! v1 and the nonlinear length scalex̄. We choose
the fundamental frequency to bef 1530 MHz and the non-
linear length scalex̄51 mm in the absence of the film (h
50), which are values typical for the experiments of
Lomonosov et al.6,7 The corresponding peak horizontal
strain is ex[vx0 /c50.0084. Three different film thick-
nesses, representing weak, moderate, and strong dispersion
in relation to nonlinearity, are considered because the fea-
tures of waveform distortion turn out to be very distinct in
these dispersion regimes.

We start with Rayleigh wave propagation with weak
loading dispersion, produced by a film thickness of 5 nm.
Shown in the first row of Fig. 7 are~a! phase speeds of the
harmonic components,~b! the horizontal velocity waveform,
~c! the corresponding frequency spectrum, and~d! propaga-
tion curves for the first three harmonics under the condition
of weak dispersion. Because the film considered here is rela-
tively thin, the values ofkh for the participating harmonics
are correspondingly small. Hence, the spectral lines are
densely packed near the origin in Fig. 7~a! and are indistin-
guishable from one another.

A comparison of Figs. 7~b! and 6~a! reveals that in the
presence of a film, waveforms are no longer antisymmetric
about v1t5p. The dispersion is sufficiently weak that a
shock still forms invx , although different in appearance and
slightly farther back in the waveform~i.e., at later retarded
time! than when there is no dispersion. This lag in retarded
time is because under loading dispersion, high-frequency
components responsible for the formation of a shock possess

lower phase speeds than the nondispersive Rayleigh speedc.
Dispersion also causes the spectral amplitude to taper off
relatively fast with frequency@Fig. 7~c!# compared to the
nondispersive case@Fig. 6~b!#.

The propagation curves for the three lowest harmonics
@Fig. 7~d!# are virtually identical to those for the nondisper-
sive case shown in Fig. 6~c!. This is because for the given
film thickness (h55 nm), the dispersion is not strong
enough to change the dependence of the lowest several har-
monics on propagation distance.

Increasing the film thickness to 20 nm produces a mod-
erate dispersion regime. The second row of Fig. 7 contains
~e! phase speeds of the harmonic components,~f! the hori-
zontal waveform,~g! the corresponding spectrum, and~h!
propagation curves for the first three harmonics under mod-
erate dispersion. Due to the increased dispersion and phase
mismatch among higher harmonic components, the coupling
and generation of higher harmonics are not as strong as in
the previous case.@Compare Figs. 7~c! and ~g!.# Therefore,
the horizontal velocity waveform no longer develops a
shock. Instead, ‘‘impulse shedding’’ occurs in the time wave-
form @Fig. 7~f!#; a train of well-defined impulses emerges
gradually as the waveform evolves from the initial sinusoid.
A similar behavior was observed by Zabuskyet al.27 in the
numerical solution of the KdV equation, who solved the pe-
riodic boundary value problem for an initially sinusoidal pro-
file. For loading dispersion, the direction of impulse shed-
ding is toward later time~to the right!. In other words,
emerging impulses travel at speeds lower than the nondisper-
sive Rayleigh speedc. Among the impulses, the larger ones
propagate faster than the smaller ones, i.e., the larger waves
appear before the smaller ones in retarded time.

In Fig. 7~h!, crossing of the harmonic propagation
curves is observed. The propagation curve for the fundamen-
tal component decreases monotonically while the second
harmonic shows a slight upward turn nearX58. The curve
for the third harmonic~dashed line! exhibits rather an erratic
behavior, crossing the propagation curves of the first two
harmonics. The undulation of the third harmonic amplitude

FIG. 7. Summary of nonlinear Ray-
leigh wave propagation with loading
dispersion.
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forecasts the growth-decay cycle that occurs under strong
dispersion.

The strong dispersion regime is encountered forh
5100 nm~the third row in Fig. 7!. When dispersion is strong
in relation to nonlinearity, the velocity waveform@Fig. 7~j!#
assumes a drastically different shape from those of the two
preceding cases; the waveform is smooth because it is com-
posed mainly of the first few harmonics.

For understanding the relevant nonlinear distortion pro-
cess for strong dispersion, propagation curves are more con-
venient than the time waveform. Shown in Fig. 7~l! are the
propagation curves for the lowest three harmonics. Note the
growth-decay cycle of each harmonic component, which is a
common occurrence in the presence of strong dispersion.
The large variations in phase speeds prevent efficient cou-
pling of the interacting harmonics, and therefore the acoustic
energy tends to be exchanged between the source frequency
component and the lowest several harmonics. One interest-
ing aspect of nonlinear wave propagation under conditions of
strong dispersion is the recurrence of the initial waveform.
As shown in Fig. 7~l!, the fundamental component has a
local maximum nearX55, where the second and third har-
monic amplitudes are smallest. Since most of the energy is
channeled back to the source frequency component, the
waveform almost recovers its initial profile, apart from
slightly reduced amplitude due to absorption~waveform not
shown!.

We conclude this section by mentioning that all calcula-
tions shown here meet our proposed validity criterion. That
is, the maximum effectivekh for any of the weak, moderate,
and strong dispersion cases turns out to be less than 0.1. For
example, the number of harmonic components participating
effectively in the evolution process under strong dispersion is
n57 according to the aforementioned240 dB cutoff in
spectral amplitude. The corresponding value of (kh)max is
0.04 and thus the calculation is deemed accurate according to
our validity criterion.

D. Propagation with stiffening dispersion

We now consider a fused-quartz substrate layered with
an alumina film. As in the previous section, the fundamental
component is set atf 1530 MHz and the shock formation
distance in the absence of the film (h50) is x̄51 mm. The
dispersion coefficientsDn are obtained from the correspond-
ing dispersion curve~Fig. 4!.

A film thickness ofh50.1mm is chosen to introduce
weak stiffening dispersion. Because of the cutoff of the Ray-
leigh mode~recall Fig. 4!, only 232 harmonics can propa-
gate, and only those harmonics are retained in the calculation
@Fig. 8~a!#. Figure 8~b! shows the waveform distortion pro-
cess. In contrast to the case of weak loading dispersion@Fig.
7~b!#, the shock in the horizontal component displays a left-
ward shift in the retarded time frame. High-frequency com-
ponents having greater speeds than the nondispersive Ray-
leigh speedc manifest themselves in the form of a shock that
advances in retarded time. The accompanying spectrum and
harmonic propagation curves are shown in Figs. 8~c! and~d!,
respectively.

Moderate stiffening dispersion is obtained forh
51 mm. In this case, the cutoff occurs just below the 24th
harmonic and therefore only the lowest 23 harmonics can
propagate@Fig. 8~e!#. The corresponding waveform distor-
tion @Fig. 8~f!# is characterized by impulse shedding similar
to that found in Fig. 7~f!. However, the direction of impulse
shedding for stiffening dispersion is opposite to that for load-
ing dispersion, i.e., it is earlier in retarded time~to the left!.
@Note that the impulses shown in Fig. 8~f! have already
moved pastv1t50 and wrapped around in the retarded time
frame.# Also, impulses emerging from a monochromatic
horizontal velocity waveform are positive in polarity under
stiffening dispersion, whereas negative impulses form from a
sinusoid under loading dispersion. This is characteristic of
impulse shedding in the film-substrate pair, where the sub-
strate possesses negative nonlinearity, as in fused quartz. If a
substrate exhibits positive nonlinearity~as in most solids!,
the impulses that are shed in an initially mono-frequency

FIG. 8. Summary of nonlinear Ray-
leigh wave propagation with stiffening
dispersion.
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horizontal waveform assume opposite polarities depending
on the dispersion; negative impulses emerge for stiffening
dispersion while positive impulses appear for loading disper-
sion.

A simple argument can be made to explain the direction
and polarity of the impulse shedding. Take a fused-quartz
substrate as an example. Since fused quartz possesses nega-
tive nonlinearity, the positive side of an initially sinusoidal
horizontal velocity waveform gradually steepens to the right
in the retarded time frame, while the negative side steepens
to the left. Just before shock formation, dispersion comes
into play and a train of impulses composed mainly of high-
frequency components emerges. The location of the emer-
gence of impulses relative to the near-shock front is deter-
mined by the sign of the dispersion at hand. If the film
stiffens the substrate, impulses emerge on the left-hand side
of the near-shock front because higher-frequency compo-
nents travel faster than the front, which moves at roughly the
phase speed of the fundamental component. On the left-hand
side of the front exists the positive portion of the velocity
waveform, which eventually dictates the polarity of the
emerging impulses; if any impulse is to emerge from the
positive portion, it must possess positive polarity. Under
loading dispersion, however, impulses appear from the nega-
tive portion on the right-hand side of the near-shock front
and hence must carry the negative sign. A similar logic can
be used to predict the polarity of the impulses emerging un-
der conditions of positive nonlinearity and the accompanying
dispersion.

Waveform distortion for strong stiffening dispersion is
shown in Fig. 8~j!. Here, the film thickness is 7mm, and, due
to the cutoff, only the first three harmonics participate in the
nonlinear interaction@Fig. 8~i!#. The waveform distortion is
reminiscent of the loading counterpart in Fig. 7~j!. Figure
8~l! shows the propagation curves for the first three harmon-
ics. As expected, each propagation curve follows its own
growth-decay cycle. NearX55, the fundamental harmonic
achieves its local maximum, while the second and third har-
monics reach their local minima, resulting in the recurrence
of the initial wave profile~waveform not shown!.

With strong loading dispersion the large variations in
phase speeds are responsible for the periodic undulation of
propagation curves. For strong stiffening dispersion, how-
ever, the grow-decay cycle of propagation curves can be at-
tributed chiefly to the abrupt truncation of the frequency
spectrum. Since the cutoff for stiffening dispersion limits the
number of interacting harmonic components, the acoustic en-
ergy must be shared among the participating three harmonics
regardless of the variations in phase speeds~if one does not
account for the nonlinear mode coupling with the bulk
waves!.

As pointed out in Sec. II B, due to the relatively small
changes in phase speed associated with stiffening dispersion,
relatively large film thicknesses are required to create a de-
gree of waveform distortion comparable to the loading coun-
terpart shown in Fig. 7. This implies that (kh)max is corre-
spondingly large for stiffening dispersion. Indeed, the values
of (kh)max for the weak, moderate, and strong stiffening dis-
persion cases in Fig. 8 are, respectively, 0.9, 1.2, and 1.1, all

of which are well above the proposed tolerance limit of 0.1.
Nonetheless, we propose that the violation of the valid-

ity criterion may not necessarily invalidate our numerical
results. Note that it is mostly higher harmonic components
whose predicted contributions may be erroneous due to their
large values ofkh. The effects of higher harmonics can be
diminished by applying a spectral amplitude shading func-
tion similar to that used by Kumon:28

W~n!5exp@2~n/M !16#, ~15!

where M is the harmonic number that corresponds to the
effective bandwidth. Spectra obtained from running the
propagation algorithm@Eq. ~14!# keeping all harmonics (N
5232, 23, and 3 for the cases of weak, moderate, and strong
stiffening dispersion, respectively! are multiplied by the
weighting function @Eq. ~15!#. Waveforms reconstructed
from spectra with and without shading are then compared to
judge the influence of the higher harmonics. Results of the
spectral amplitude shading withM520, applied to the fre-
quency spectra of Fig. 8, are displayed in Fig. 9. Spectral
amplitudes before~s! and after~1! the shading are shown
in the first column and the corresponding horizontal velocity
waveforms are found in the second column. For the case of
weak stiffening dispersion, the shading function dramatically
reduces the number of harmonics@Fig. 9~a!#. The value of
(kh)max for the shaded spectrum is 0.1, indicating that the
waveform is constructed only with harmonics for whichkh
,0.1. The waveforms before and after shading are quite
similar, apart from oscillations due to the truncation@Fig.
9~b!#. For moderate and strong stiffening dispersion, how-
ever, most, if not all, harmonics are unaffected by shading
@Figs. 9~c! and ~e!# and the values of (kh)max thus remain

FIG. 9. Effects of spectral amplitude shading for the case of stiffening
dispersion. Spectra before~s! and after~1! shading in the first column are
followed by the corresponding horizontal velocity waveforms in the second
column. The pairs of waveforms in~d! and ~f! are virtually indistinguish-
able.

2805J. Acoust. Soc. Am., Vol. 115, No. 6, June 2004 W.-S. Ohm and M. F. Hamilton: Nonlinear Rayleigh waves in coated substrates



greater than 0.1. Whereas the phase speeds of all modes are
correct, the mode shapes are inaccurate for largekh, and
therefore simulations presented in the second and third rows
of Fig. 8 should be viewed as qualitative descriptions of the
actual wave process.

Although undertaken above as a mathematical exercise,
spectral amplitude shading has a practical ramification when
comparisons are to be made between computations and mea-
surements; spectral amplitude shading can be used to simu-
late the bandwidth limitation inherent in experiments and
therefore to facilitate a fairer comparison of computed wave-
forms with measurements.28 For example, given the funda-
mental frequency at 30 MHz, Eq.~15! with M520 yields a
bandwidth of approximately 500 MHz, which is a typical
bandwidth of the experimental setup used by Lomonosov
et al.6

IV. SUMMARY

Nonlinear Rayleigh wave propagation in an isotropic
substrate coated with a film of a second isotropic material is
investigated numerically. Two representative isotropic mate-
rial pairs are chosen for loading and stiffening dispersion.
Linear solutions of the problem are presented in terms of
dispersion relations and depth profiles of the particle dis-
placement components. It is suggested that the deviation of
the depth profiles from those of the nondispersive case can
be used to judge the error associated with the nonlinear evo-
lution model. Based on this, a criterion for assessing the
accuracy of the numerical calculation is proposed. Nonlinear
distortion of an initially sinusoidal waveform is considered
for three different dispersion strengths: weak, moderate, and
strong. The features of the nonlinear waveform distortion
differ drastically among different dispersion regimes; graphi-
cal summaries are provided in Figs. 7 and 8.
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The automatic spatial and temporal focusing properties of a time-reversing array~TRA! make it an
attractive technology for active and passive sonar systems that may be deployed in unknown
multipath environments. However, in these and other potential underwater applications of TRAs,
either the source, the array, or both are likely to be moving. In this paper we present
broadband-signal TRA performance predictions that include the influence of the Doppler effect on
the time-reversal process for broadband signals transmitted from an arbitrarily moving source to a
stationary vertical TRA through a shallow ocean environment. Here, the impact of source motion on
TRA performance is predicted from analysis and numerical simulations using a formulation of the
Doppler shifted field based on Fourier superposition of stationary but spatially distributed
time-harmonic sources. Quantitative results for the size and location of the TRA’s retrofocus are
presented as well as the correlation of the TRA retrofocus signal with the time-reversed original
signal for various source motions in range-independent and range-dependent shallow water sound
channels. Overall, source motion is predicted to have little effect on TRA operations with source
speeds less than 20 m/s for signals having a center frequency of 500 Hz at source–array ranges of
a few kilometers. ©2004 Acoustical Society of America.@DOI: 10.1121/1.1703539#

PACS numbers: 43.30.Es, 43.30.Vh, 43.30.Yj@WLS# Pages: 2807–2817

I. INTRODUCTION

Active acoustic time reversal is the process of recording
a signal from a remote source with an array of transducers,
and then replaying the signal in a time-reversed fashion from
the same array to retrodirect the sound back to where it came
from to form a retrofocus. A successful time-reversing array
~TRA! retrofocus may be formed without any prior knowl-
edge of the environment, the source location, or the array’s
transducer locations. A TRA may be of nearly any size or
shape and may operate in any frequency range. Moreover,
TRAs with sufficient aperture perform well in multipath en-
vironments in the absence of acoustic absorption losses and
temporal changes in the environment. The robust focusing
and pulse compression provided by time-reversal techniques
may be exploited for active sonar@Kupermanet al., 1998;
Lingevitch et al., 2002# and by coherent@Rouseff et al.,
2001; Edelmannet al., 2002; Yanget al., 2003# and incoher-
ent @Smith et al., 2003; Heinemannet al., 2003# underwater
communication systems deployed in unknown multipath en-
vironments.

However, array motion, medium motion, and source mo-
tion can each influence the time-reversal process because
they alter the reciprocity on which the technique relies. In
fact, prior work on scattering from a moving source~Lai and
Makris, 2003! suggests that time-reversal techniques may
not be applicable when the source or the array or both are
moving. Yet, the effects of array motion on time reversal in

an ocean waveguide may be mild at low towing speeds, de-
pending on the source–array geometry and the array orien-
tation ~Sabra and Dowling, 2003a!. Medium motion may
also mildly influence the effectiveness of time reversal with
similar speed and geometry dependencies~Dowling, 1993;
Sabra and Dowling, 2003b!.

In this paper we cover the remaining topic of how
source motion and the Doppler effect influence the time-
reversal process. Both analytical and simulation results that
describe the impact of source motion on TRA performance in
ocean waveguides are presented. These results are developed
from extension and simplification of the Doppler formulation
found in Schmidt and Kuperman~1994, hereafter referred to
as SK94! for sources and receivers moving in a range-
independent ocean waveguide. This prior formulation is ex-
tended in this paper to arbitrarily moving sources and range-
dependent waveguides via computations, and to the two-way
propagation scenario of time reversal. The prior formulation
is simplified for zero receiver velocity because the TRA is
assumed stationary. In addition, the current formal results are
simplified for low Mach number source motion to analytical
formulas.

The effects of source motion on time reversal and on
one-way propagation of sound in a waveguide have been the
subjects of prior studies; in this paper we combine the two.
In free space the effect of a moving source is well known
~see Morse and Ingard, 1968!, and early time-reversal work
for ideal continuous closed TRAs~Jackson and Dowling,
1991! utilized these classical results. In an ocean sound chan-
nel, the Doppler shifts created by source or receiver motion
are more complex because of multipath propagation. A vari-
ety of studies of one-way propagation~from a moving source
to an array! are available for small Mach number source

a!Portions of this work were presented at the 142nd ASA meeting in Chi-
cago, IL, June 2001.

b!Currently employed by the Marine Physical Laboratory, Scripps Institution
of Oceanography.

c!Corresponding author. Electronic mail: drd@umich.edu
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motion. Ray-acoustic approaches have been reported for an
isospeed channel~Jacynaet al., 1976! and a bounded deep
ocean channel~Clark et al., 1976!. An early normal-mode-
based formulation for long-range sound propagation is pro-
vided in Neubert~1977!. Another normal-mode-based for-
mulation was introduced~Hawker, 1979! and then exploited
to analyze the performance of source localization schemes
based on matched-mode processing~Song and Baggeroer,
1990; Chen and Lu, 1992; Song, 1993!. Another waveguide
Doppler formulation was developed in terms of retarded
times for range-independent environments~Lim and Ozard,
1994a! and weakly range-dependent environments via the
adiabatic mode approximation~Lim and Ozard, 1994b!.
These formulations are equivalent at small Mach number. A
parabolic equation~PE! approach has been reported~Howell
et al., 1993!, but these simple PE results differ from recent
spectral and modal formulations~SK94!, where the source
and receiver dynamics are shown to be inherently nonrecip-
rocal. The work reported here utilizes elements of the one-
way spectral and PE formulations mentioned above for simu-
lations of TRA performance.

The remainder of this paper is divided into four sections.
A broadband formulation of the Doppler-shifted field from
an arbitrarily moving point source is presented in the next
section. This general description is simplified for short signal
pulses and low source Mach number to highlight the impor-
tant phenomena leading to changes in TRA performance. In
the third section we extend the broadband formulation to the
time-reversal process with a moving source and a stationary
array, and shows that time reversal remains an optimum
spatial–temporal matched filter when the source is moving.
In the fourth section we illustrate the impact of a moving
source on TRA performance through simulations of various
source motions in range-independent and range-dependent
shallow water sound channels. A summary of findings and
the conclusions drawn from this study are presented in the
final section.

II. DOPPLER EFFECT FORMULATION

A. General solution for arbitrary source motion

The acoustic pressure field,p(r ,t), at locationr at time
t, produced by a point source moving along a trajectory
r s(t), can be obtained as the solution of the forced wave
equation in a time-independent environment~cf. Morse and
Ingard, 1968!:

1

c2~r !

]2p~r ,t !

]t2
2¹2p~r ,t !5S~ t !d„r2r s~ t !…, ~1!

wherec(r ) is the speed of sound,S(t) is the signal emitted
by the moving source, and bold characters indicate vectors.
The formal solution of Eq.~1!,

p~r ,t !5E
2`

1`E
all r 8

G~r ,r 8;t2t8!S~ t8!

3d„r 82r s~ t8!…d3r 8 dt8, ~2!

involves the time-dependent Green’s function,G(r ,r 8;t
2t8) for the same environment that solves

1

c2~r !

]2G~r ,r 8;t2t8!

]t2
2¹2G~r ,r 8;t2t8!

5d~r2r 8!d~ t2t8!, ~3!

and satisfies the same boundary conditions asp(r ,t) ~Pierce,
1989!. Here, the solution domain is presumed to be semi-
infinite below the ocean surface with spatial variations in
c(r ) arising from the ocean’s water column and bottom prop-
erties. Thus, a radiation condition applies asur u→` below the
ocean surface, and the usual pressure release boundary con-
dition, p50 andG50, applies on the ocean surface. Under
these circumstances the possible boundary integral contribu-
tion to Eq.~2! is absent~Pierce, 1989; Jensenet al., 1994!.

Two simplifications of Eq.~2! are possible that facilitate
further analytical and numerical work. The volume integra-
tion overr 8 may be evaluated through the sifting property of
the Diracd function:

p~r ,t !5E
2`

1`

G„r ,r s~ t8!;t2t8…S~ t8!dt8. ~4!

The application of a temporal Fourier transform,

p̃~r ,v!5E
2`

1`

p~r ,t !eivt dt, ~5!

to Eq. ~4! produces the intended result:

p̃~r ,v!5E
2`

1`

G̃„r ,r s~ t8!;v…S~ t8!eivt8 dt8. ~6!

Here, the time-shift invariance inG(r ,r 8;t2t8) and the defi-
nition

G̃~r ,r 8;v!5E
2`

1`

G~r ,r 8;t!eivt dt, ~7!

have been used to reach Eq.~6! from Eq. ~4!. An inverse
Fourier transform of Eq.~6! recoversp(r ,t) from p̃(r ,v).

B. Consistency with prior Doppler formulation

At first glance, Eq.~6! may seem to be inconsistent with
Eq. ~16! in SK94. Our intent in this short subsection is to
show that the two formulations are equivalent when each is
evaluated for the same conditions within its stated limita-
tions. The overlap domain requires a range-independent en-
vironment, a stationary receiver (nr50), and a steady hori-
zontal source velocityns. For this situation, definer
5(r0 ,z) where r0 is two-dimensional vector composed of
the horizontal components ofr , andz is the vertical coordi-
nate. Using the current notation, Eq.~16! from SK94 be-
comes

p̃~r0 ,z,v!5
1

2p E S̃~v2kr"ns!GSK94~ ukru,z;v!

3exp$ ikr"r 0%d
2kr , ~8!

whereGSK94 is the depth-dependent wave number–domain
Green’s function that solves
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d2

dz2
GSK94~ ukru,z;v!1F v2

c2~z!
2ukru2GGSK94~ ukr u,z;v!

52
1

2p
d~z2zs!, ~9!

andkr is the two-dimensional horizontal wave number~see
Jensenet al., 1994!. The relationship betweenGSK94 and the
Helmholtz equation Green’s functionG̃ defined by Eq.~7!
can be obtained by applying a temporal Fourier transform
and a two-dimensional horizontal wave number transform to
Eq. ~3!. The relationship is

G̃~r 0,z,r 0s,zs ;v!5
1

2p E
all kr

GSK94~ ukru,z;v!

3exp$1 ikr"~r 02r 0s!%d
2kr , ~10!

where the additional notation changer s5(r 0s,zs) has been
made. Substituting Eq.~10! into the main result of the prior
subsection, Eq.~6!, produces

p̃~r 0,z,v!5E
2`

1`F 1

2p E
all kr

GSK94~ ukru,z;v!

3exp$1 ikr"~r 02nst8!%d2kr GS~ t8!eivt8 dt8,

~11!

where the replacementr 0s5nst8 specifies the horizontal
source motion.

The goal here is to show that Eq.~11! is identical to Eq.
~8!. First, regroup the various factors in Eq.~11! and swap
the order of the integrations to find

p̃~r 0,z,v!

5
1

2p E
all kr

GSK94~ ukru,z;v!exp$1 ikr"r 0%

3F E
2`

1`

S~ t8!exp$1 i ~v2kr"ns!t8%dt8Gd2kr . ~12!

Performing thet8 integration~equivalent to a Fourier trans-
form! reduces the contents of the@,# brackets to S̃(v
2kr"ns) and renders Eq.~12! equivalent to Eq.~8!. Thus, the
moving source formulation provided by Eq.~6! is consistent
with the formulation in SK94 when environmental and geo-
metric factors are matched.

C. Numerical implementation

The formal Doppler-field solution embodied in Eq.~6! is
applicable to arbitrary source motion in a time-independent
environment containing the lone sound source atr s. If the
signal S(t) is zero outside of the time interval@ t i ,t f #, the
integration in Eq.~6! is finite and can be approximated by a
sum:

p̃~r ,v!> (
tk5t i

tk5t f

G̃„r ,r s~ tk!,v…S~ tk!exp~ ivtk!, ~13!

where thetk are discrete sample times spaced finely enough
to ensure thatS(t) and r s(t) are well representedS(tk) and
r s(tk). For this effort, the Fourier-domain Green’s function
was numerically computed at the discretized source locations
r s(tk) at all the frequencies of interest. The spatial sampling
rate of the source trajectory was set to achieve accurate sig-
nal reconstructions; the distance between spatial evaluation
points, ur s(tk11)2r s(tk)u, did not exceed 1/10th of a wave-
length at radian frequencyv. A numerical inverse Fourier
transform recovered the time–domain pressure signal from
Eq. ~13!. This approach allows arbitrary source motion
within a range-dependent sound channel without limitations
on Mach number. Unfortunately, it becomes computationally
burdensome whenS(t) is broadband and the source moves
many characteristic wavelengthslc in the time interval
@ t i ,t f #. Here, lc may be defined ascc / f c , wherecc is a
representative water column sound speed andf c is the center
frequency of the signal.

D. Approximation for short signal pulses
and low-Mach number source motion

When the signal duration is short or when the source is
slowly moving, i.e., when maxur s(t)2r s(t i)u!lc , then the
frequency domain Green’s function in Eq.~6! may be ex-
panded around the average source position:

G̃„r ,r s~ t8!;v…'G̃„r ,r s~0!;v…1„r s~ t8!

2r s~0!…"“sG̃„r ,r s~0!;v…, ~14!

where“s implies spatial differentiation with respect to the
r s(0) coordinates. In this paper, the chosen source trajecto-
ries were centered on the origin of the range axis with the
transmitted pulses lying in a symmetric interval aboutt50,
i.e., t i52Ts/2 andt f51Ts/2. Consistent with the approxi-
mation inherent in Eq.~14! is an expansion of the source
trajectory itself:

r s~ t !5r s~0!1ns~0!t1as~0!t2/21¯, ~15!

wherens and as are the source’s velocity and acceleration.
Although it is possible to carry the source acceleration
through this analytical development~see Sabra, 2003!,
source acceleration and higher-order terms are typically un-
important in underwater acoustics and are dropped from the
following development for simplicity. Therefore, the substi-
tution of Eq.~14! and the first two terms of Eq.~15! into Eq.
~6! produces

p̃~r ,v!'G̃„r ,r s~0!;v…S̃~v!1@ns~0!"“sG̃„r ,r s~0!;v…#

3E
2`

1`

t8S~ t8!eivt8 dt8, ~16!

whereS̃(v) is the Fourier transform ofS(t). The integral in
Eq. ~16! can be evaluated in terms of the frequency deriva-
tive of S̃(v), so that

p̃~r ,v!'G̃„r ,r s~0!;v…S̃~v!

2 i ns~0!"“sG̃„r ,r s~0!;v…

dS̃~v!

dv
. ~17!
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A further evaluation is possible by specifying the envi-
ronment and the direction of source motion. For source mo-
tion that lies in a verticalr -z plane intersecting the origin
and the receiver location, a normal mode expansion ofG̃ can
be made in a range-independent sound channel~Jensenet al.,
1994!:

G̃~r ,z,r s ,zs ;v!5
eip/4

r~zs!A8p
(

m51

M

Cm~z!Cm~zs!

3
exp„ikm~r 2r s!…

Akm~r 2r s!
, ~18!

wherer andz are the usual range and depth coordinates,r s

andzs are the range and depth of the source,r is the water
column density,Cm is the vertical mode shape of themth
mode, andkm is the horizontal wave number of themth
mode. This form forG̃ is valid whenkm(r 2r s)@1.

In this environment, horizontal and vertical source mo-
tions are the two simplest possibilities. For horizontal source
motion, r s(t)5(nst,zs

0), Eqs.~17! and ~18! produce

p̃~r ,z,v!5
eip/4

r~zs
0!A8p

(
m51

M

Cm~z!Cm~zs
0!

3
exp~ ikmr !

Akmr
F S̃~v!2kmns

dS̃~v!

dv G . ~19!

Similarly, for vertical source motion,r s(t)5(0,zs
01nst),

Eqs.~17! and ~18! produce

p̃~r ,z,v!5
eip/4

r~zs
0!A8p

(
m51

M

Cm~z!
exp~ ikmr !

Akmr

3F S̃~v!Cm~zs
0!2S dCm

dz
2

Cm

r

dr

dzD
z5z

s
0

3S ins

dS̃~v!

dv
D G . ~20!

These final expressions forp̃ represent the first-order Dop-
pler effect for low source Mach numbers and short signal
pulses. As seen in the next section, they allow analytic pre-
dictions of TRA performance with moving sources.

III. THE TIME-REVERSAL PROCESS FOR A MOVING
SOURCE AND A STATIONARY ARRAY

A. Retrofocused signal at a stationary point

Time reversal involves two-way propagation. Here, the
recording step of time reversal takes place at a vertical array
of N transducers located atr n5(r a ,zn). During the playback
step of time reversal, each transducer replays the signal it
recorded backwards. The array transducers are stationary so
all Doppler effects occur during the recording step only. The
usual monopole formulation of the TRA-produced pressure
field ~Jackson and Dowling, 1991! at frequencyv and loca-
tion r f is

P̃TRA~r f,v!5 (
n51

N

@ p̃~r n,v!#* eivTcG̃~r f,r n,v!, ~21!

where the ‘‘* ’’ denotes a complex conjugate, andTc is a time
delay that ensures causality. Equations~6!, ~13!, and ~19!–
~21! allow formal, numerical, and approximate predictions of
TRA performance with a moving source. Inserting the form
of p̃ given by Eq.~6! yields

P̃TRA~r f ,v!5 (
n51

N E
2`

1`

G̃* „r n,r s~ t8!;v…

3G̃~r f,r n,v!S~ t8!eiv~Tc2t8! dt8. ~22!

The application of an inverse Fourier transform produces the
formal result for the time–domain field produced by the
TRA:

PTRA~r f,t !5
1

2p (
n51

N E
2`

1`E
2`

1`

G̃* „r n,r s~ t8!;v…

3G̃~r f,r n,v!S~ t8!e2 iv~ t1t82Tc! dt8 dv.

~23!

A numerical evaluation of Eqs.~21!–~23! may proceed di-
rectly from the scheme outlined below, Eq.~13!.

At the average source location,r s(0), thefirst-order ap-
proximation, Eq.~17!, allows Eq.~21! to be simplified to

P̃TRA„r s~0!,v…5eivTc(
n51

N F S̃* ~v!uG̃„r n,r s~0!,v…u2

1 i ns~0!"“sG̃* „r n,r s~0!;v…

3
dS̃* ~v!

dv
G̃„r n,r s~0!,v…G , ~24!

where reciprocity of has been used to swap the spatial argu-
ments ofG̃. For a sound channel with a vertical or horizontal
moving source, Eq.~18! may be used in Eq.~24!. If the TRA
is vertical with sufficient element density and length, then
mode orthogonality can be used to simplify the final results
~see Kupermanet al., 1998!. Thus, for a horizontally-moving
source, Eq.~24! becomes

P̃TRA„r s~0!,v…5
eivTc

8pr~zs
0!R

F S̃* ~v! (
m51

M
Cm

2 ~zs
0!

km

2S ns

dS̃* ~v!

dv
D (

m51

M

Cm
2 ~zs

0!G , ~25!

where r 5R is the range to the vertical array, while for a
vertically moving source it becomes

P̃TRA„r s~0!,v…

5
eivTc

8pr~zs
0!R F S̃* ~v! (

m51

M
Cm

2 ~zs
0!

km
1S ins

dS̃* ~v!

dv
D

3 (
m51

M
1

km
S 1

2

dCm
2

dz
2

Cm
2

r

dr

dzD
z5z

s
0G . ~26!
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These equations can be used to analytically assess the sensi-
tivity of time reversal to source motion for harmonic signals
when the mode shapes and wave numbers are known. Note
that the modal factor in the Doppler term in Eq.~25! is
always positive definite, while the same factor in Eq.~26! is
composed of terms that may be of either sign. Thus, horizon-
tal source motion should influence time reversal more
strongly than vertical source motion at the same speed.

B. Time-reversal process as the optimal matched filter

Stationary TRAs responding to stationary sound sources
provide optimal spatial–temporal matched filtering~Kuper-
manet al., 1998; Roux and Fink, 2000; Tanteret al., 2000!.
This subsection shows that this concept can be extended to
time reversal with moving sources. Here, source motion
couples the spatial and temporal variables so the TRA retro-
focus reverse traces the trajectory followed by the source
during its broadcast. The derivation starts from Eq.~4! for
the fieldp(r n,t) broadcast by the source and received at the
array element locations,r n,

p~r n,t !5E
2`

1`

G„r n,r s~ t8!;t2t8…S~ t8!dt8. ~27!

To accomplish time reversal,p(r n,t) is delayed~to ensure
causality! and the sign of its time argument is changed before
the TRA’s transmission. Thus,p(r n,Tc2t) is broadcast from
each element, and the TRA-produced field along an arbitrary
listening trajectoryr f(t) is

PTRA„r f~ t !,t…5 (
n51

N E
2`

1`

G„r f~ t !,r n;t2t9…p~r n,Tc2t9!dt9.

~28!

The appropriate matched filter,C(t), for PTRA can be
constructed as a correlation withS(2t),

C~t!5E
2`

1`

PTRA„r f~ t-!,t-…S~t2t-!dt-. ~29!

The listening trajectory that maximizesC(t) is best. To de-
duce this optimum trajectory, combine Eqs.~27!–~29!:

C~t!5 (
n51

N E
2`

1`E
2`

1`E
2`

1`

G„r f~ t-!,r n;t-2t9…

3G„r n,r s~ t8!;Tc2t92t8…S~t2t-!

3S~ t8!dt8 dt9 dt-. ~30!

This relationship forC(t) can be recast as sum of integrals
with perfect-square integrands when~i! C(t) is evaluated at
t5Tc ; ~ii ! the t8-integration variable is changed,t85Tc

2 t̂; ~iii ! spatial reciprocity is used to swapr n and r f in the
first Green’s function under the triple integral; and~iv! the
arbitrary listening trajectory is chosen to trace the source
trajectory backwards at a later time,r f(t-)5r s(Tc2t-).
With these conditions, Eq.~30! becomes

C~Tc!5 (
n51

N E
2`

1`F E
2`

1`

G„r n,r s~Tc2 t̂ !; t̂2t9…

3S~Tc2 t̂ !dt̂G2

dt9. ~31!

The Cauchy–Schwartz inequality and the form of Eq.~31!
ensure thatC(Tc) is maximal. Thus, the listening trajectory
with the highest correlation occurs on the path that reverse
traces the source’s broadcast trajectory, and this completes
the proof.

The above result also specifies a limitation of time re-
versal: TRAs can only focus sound back to where it origi-
nated; they do not anticipate where an evasive moving
source will go next. A TRA will retrofocus the received sig-
nal correctly but the retrofocus will occur at apast source
location because of the time required for sound propagation
and signal recording. If the source continues moving after its
signal broadcast, the source location at the time of the retro-
focus is not necessarily known and the source may not be in
the TRA’s focal region when the retrofocus forms.

This limitation of time reversal may not always be im-
portant. A slowly moving source that broadcasts a short-
duration signal at short source–array ranges may still be
within the TRA’s main lobe at the time of the retrofocus
~estimates of TRA retrofocus sizes in waveguides are avail-
able in Roux and Fink, 2000; and Kimet al., 2001!. TRA
aperture shading may be a benign way to achieve focal
broadening while maintaining side lobe control. For higher
source speeds, longer transmissions, or larger source–array
ranges, retrofocusing on the source may require a tracking
scheme, and a means for range~Songet al., 1998! and depth
~Conti et al., 2002! retrofocus shifting.

IV. NUMERICAL SIMULATIONS

In this section we present numerical results for the pres-
sure field generated by a moving source using Eqs.~6! and
~13!. The simulations cover horizontal and vertical source
motions in range-independent and range-dependent shallow
ocean waveguides. Results for signals of variable bandwidth
and duration are shown. In all cases, the array is linear and
vertical. The sound channel results are based on propagation
calculations using the wide-angle parabolic-equation code
RAM ~Collins, 1993, 1994, 1999! or the normal-mode code
KRAKEN ~Porter and Reiss, 1984!. The computational param-
eters withinRAM were set to ensure reciprocity for both am-
plitude and phase in the computed pressure fields: eight Pade´
terms, a range step of at most one wavelength, and a depth
step of at most one-thirtieth of a wavelength for each fre-
quency component of the signal. Such parametric choices
were similarly conservative for theKRAKEN calculations.
Time–domain signals were generated by Fourier superposi-
tion of single-frequency results.

A. Signal parameters

The simulated signals were Gaussian-windowed sine
waves:

S~ t !5e2t2/s2
sin~vct !, ~32!
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where s sets the signal duration of the pulse andvc

52p f c is the center frequency, withf c chosen to be 500 Hz
for these simulations. Here, the signal bandwidth,B5(v2

2v1)/2p, is the smallest range of positive frequencies that
contains 99% of the signal energy:

E
v1

v2
uS̃~v!u2 dv50.99E

0

`

uS̃~v!u2 dv. ~33!

Similarly, the signal duration,Ts5t22t1 , is defined as the
smallest time interval that contains 99% of the signal energy:

E
t1

t2
S2~ t !dt50.99E

2`

1`

S2~ t !dt. ~34!

The Fourier period for the simulations of single pulses was
0.256 s~a frequency spacing of 3.91 Hz!, while for pulse
trains it was 1.024 s~a frequency spacing of 0.98 Hz!. The
window durations were sufficient to contain the sound chan-
nel spread signals at the source–array ranges of interest, 1
and 3.072 km. The number of frequencies used in the com-
putations was chosen to fully cover the signal bandwidthB.
The single pulse simulations were conducted at four band-
widths: B564.5, 129, 258, and 516 Hz. The pulse train
simulations were conducted atB5258 Hz.

B. Horizontally moving source in a range-independent
environment

The geometry and parameters for the generic range-
independent oceanic waveguide used for the simulations are
shown in Fig. 1. The channel has a downward refracting
sound speed profile, a depth of 65 m, and first bottom layer
parameters representative of sand. The range coordinate,r,
runs in the horizontal direction, and the verticalz coordinate
increases downward and has its origin at the water surface.
The speed of sound, bottom layer densities, and bottom at-
tenuation coefficients are all specified in Fig. 1. The array is
centered in the sound channel and has 21 elements with 3 m
vertical spacing.

The Doppler effect for a source moving horizontally in
the Fig. 1 sound channel is illustrated by the signal spectra
shown in Fig. 2~a! for speeds ofns5220 m/s andns

5110 m/s. Here, the1 implies decreasing source–array
range andr 50 defines the center of the source trajectory, the
source depth is 18 m, and the signal is defined by Eq.~32!
with f c5500 Hz ands540/vc (B564.5 Hz). The signal
spectra shown in Fig. 2~a! occur at a depth ofzs

0518 m and
a source–array range ofr 51 km based on Eq.~13!. The
Doppler effect is clearly visible and related to the sign of the
source velocity but is not a simple frequency shift of the
stationary source spectrum in this multipath shallow water
sound channel sinceBTr.M ~Kilfoyle and Baggeroer,
2000! whereBTr is the time–bandwidth product of the sig-
nal at the receiver location andM5ns /cc50.013 is the
Mach Number withcc51475 m/s in this case. The absolute
difference between the numerical solution plotted in Fig. 2~a!
and the first-order approximate solution, given by Eq.~19!,
for the same source velocities are plotted in Fig. 2~b!. The
differences are small compared to the peak spectral levels
shown in Fig. 2~a!. Thus, the first-order approximation
shows good agreement~61%! with the numerical solutions
for a source velocity of 10 m/s, and is still reasonably accu-
rate ~65%! for a source velocity of220 m/s.

Overall the retrofocus field changes produced by source
motion are small for realistic source velocities, more than 20
dB below the signal energy peak forns5220 m/s, as illus-
trated in Figs. 3 and 4. Figure 3 shows the retrofocused en-
ergy, *2`

1`uPTRA(r ,t)u2 dt, in depth versus range coordinates
when the TRA is located 1 km from a stationary source at a
depth of 18 m, and the broadcast signal is the same as the
one used to create Fig. 2. Figure 4 shows the difference in
the retrofocused energy distribution in the array’s response to

FIG. 1. Computational range-independent shallow water sound channel.
Here, r5density, a5attenuation coefficient~with l5wavelength!, and
c5sound speed and is indicated by the heavier black line. FIG. 2. ~a! The received signal spectrum at a source array range of 1 km

when the source moves horizontally at a depth of 18 m at speeds of220, 0,
and110 m/s in the sound channel of Fig. 1. The original source signal is a
Gaussian windowed sine wave with a center frequency of 500 Hz and a
99%-energy bandwidth of 64.5 Hz.~b! The difference between the numeri-
cal solution plotted in~a! and the first-order approximation provided by Eq.
~19! for the same source velocities. The vertical axes for~a! and~b! have the
same units.
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a stationary source and a source moving away from the TRA
at ns5220 m/s, normalized by the stationary source retro-
focus peak energy and converted to decibels. The low deci-
bel values in Fig. 4 indicate that the retrofocused energy
distribution changes little at this source speed. This situation
remains true for other source speeds and broadcast-signal
durations as long as the signal energy is emitted while the
source moves only a small fraction of a center-frequency
wavelength~i.e., Tsns!lc5cc / f c). Under this condition,
the TRA retrofocuses the signal energy correctly along the
short source–broadcast trajectory.

Another performance requirement for TRA retrofocus-
ing is that the retrofocused signal at the intended retrofocus
location must be well correlated to a time-reversed version of
the original signal. This is especially important for potential
applications of TRAs in phase-coherent underwater commu-
nication. The appropriate correlation,Ĉ(r f), can be built by
normalizing a stationary-listener version of Eq.~29! and
evaluating it att5Tc ,

Ĉ~r f!5
*2`

1`S̃~v!P̃TRA~r f,v!e2 ivTc dv

@*2`
1`uS̃~v!u2 dv#1/2@*2`

1`uP̃TRA~r f ,v!u2 dv#1/2
,

~35!

whereP̃TRA(r f,v) is defined by Eq.~21! or Eq.~22! andr f is
stationary. Figure 5 shows theĈ(r f) field close to the retro-
focus location (r 50, zs

0518 m) when the source is moving
horizontally atns5220 m/s, for the same signal pulse and
source–array geometry used for Fig. 2. Here the signal cor-
relation is well above 95% throughout most of the field near
the TRA retrofocus. For longer pulses and higher source
speeds, a stationary listener located at the center of the
source track hears an increasingly distorted version of the
initial pulse because the source was closer to the array when
it started its broadcast and farther from the array when it
finished. Consequently, the correlation field values drop but
the spatial distribution of the correlation field remains similar
to that shown in Fig. 5.

The effect of source motion on the correlation of the
retrofocused field can also be predicted using the first-order
expansion given by Eq.~25!. Figure 6 illustrates this varia-
tion of the maximum value of the temporal correlation at the
average source broadcast position (r 50, zs

0518 m) for in-
creasing Mach number, for both the direct numerical simu-
lations and the first-order expansion~lines with dots! for the
four different signal pulses (B5516 Hz withTs54.1 ms,B
5258 Hz with Ts58.3 ms, B5129 Hz with Ts516.5 ms,
and B564.5 Hz with Ts532.7 ms). The correlation of the
shortest pulse remains almost constant and near unity for
Mach numbers exceeding 0.1, supercavitating torpedo
speeds~Ashley, 2001!. When the signal pulse is longer, the
correlation drops faster with the Mach number because the
source track lengthens relative tolc . For the highest source
speed considered (M'0.1), the source moves more than
four center-frequency wavelengths during transmission,
while for the shortest pulse at the same speed the source
moves only half a wavelength. The theoretical first-order
predictions~dotted lines! based on Eq.~25! match the direct
simulations well up to source speeds of 40 m/s (M'0.027,

FIG. 3. The TRA retrofocused energy distribution~in dB relative to the
peak! in depth versus range coordinates in the Fig. 1 sound channel for a
stationary source. The signal and sound channel parameters are the same as
for Fig. 2. A cylindrical spreading correction has been made to visually
balance the contrast up- and down-range from the source location.

FIG. 4. The difference in TRA retrofocused energy distribution~in dB rela-
tive to the peak energy in Fig. 3! between the array’s responses to a source
moving horizontally away from the array at a speed of 20 m/s and a station-
ary source. The signal and sound channel parameters are the same as Fig. 2.

FIG. 5. Spatial distribution of the maximum temporal correlation,Ĉ(r f)
from Eq. ~35!, between the retrofocused signal andS(2t) in depth and
range coordinates near the retrofocus location when the source is moving
horizontally away from the array at a speed of 20 m/s. The signal and sound
channel parameters are the same as Fig. 2.
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;80 knots!. Therefore, the approximation, Eq.~25!, may
provide a sufficiently accurate assessment of TRA sensitivity
to source motion for nearly all underwater TRA applications.

C. Horizontally moving source in a range-dependent
environment

The results presented in this subsection for a range-
dependent environment parallel those in the previous subsec-
tion. Here, the environment includes a seamount, trench, and
plateau added on top of the flat bottom of the Fig. 1 sound
channel. At the array location,r 51 km, the environment has
the same depth, 65 m, bottom properties, and speed of sound
profile as the Fig. 1 sound channel. The sound source also
has the same depth, 18 m, but now moves in shallower water,
;35 m. The bottom contour,z5H(r ), for this range-
dependent environment, is shown in Fig. 7 as a black line.
Bottom properties for depths shallower than 65 m are similar
to those of the top layer of the Fig. 1 sound channel. The
speed of sound profile at any range is similar to the speed of
sound profile of the Fig. 1 environment but is truncated for
depths larger thanH(r ). To facilitate comparisons, the signal
characteristics, source depth, source–array range, and array
parameters for the simulations in this environment are the
same as those used for Fig. 3.

Figure 7 shows the distribution of the retrofocused en-
ergy ~in dB relative to the peak energy in Fig. 3! for nearly
the whole range between the source and the array withns

5220 m/s. These results were generated using Eq.~13! and
RAM calculations. The retrofocus is correctly centered at the
initial source location (r 50, zs

0518 m), but sidelobe levels
are higher than in the range-independent case. The high-
amplitude features near the tip of the sea mount are created
by the near-field interference pattern of the array, indepen-
dently of source motion.

Similarly to the range-independent case, the effects of
source motion in the range-dependent environment are illus-

trated by comparing Fig. 8, which shows the retrofocus gen-
erated by a stationary source, and Fig. 9, which displays the
difference in the retrofocused energy distribution between a
stationary source and a source moving withns5220 m/s.
As in Fig. 4, this energy difference is normalized by the
stationary source retrofocus peak energy and converted to
decibels. Although the decibel values in Fig. 9 are larger than
those in Fig. 4, they do indicate that the retrofocused energy
distribution at this source speed remains close to the station-
ary source case.

The correlation between the retrofocused signal returned
to the center of the source track and the time-reversed origi-
nal signal in the range-dependent environment is shown in
Fig. 10 for the same four pulse signals used to generate Fig.
6. At the lowest source speeds, differences in attenuation
cause the correlation to be slightly less for the broader-band
pulses. Here, the range dependency of the environment
causes the acoustic waves to interact more strongly with the

FIG. 6. The maximum temporal correlation,Ĉ(r f) from Eq. ~35!, between
the retrofocused signal andS(2t) at the average location of the source
during its broadcast versus the Mach number of the source motion for single
pulses with different bandwidths from the numerical evaluation of Eq.~23!.
The sound channel parameters are the same as Fig. 2. The thin lines with the
black dots are approximate analytical results from Eq.~25!. The * ’s on the
horizontal axis indicate the Mach numbers at which the calculations were
performed.

FIG. 7. The TRA retrofocused energy distribution~in dB relative to the
retrofocus peak at zero range and 18 m depth! in depth versus range coor-
dinates in a range-dependent sound channel. The signal parameters are the
same as for Fig. 2. The source is moving horizontally away from the array at
a speed of 20 m/s at a depth of 18 m. The array is linear, vertical, spans the
water column, and is located at a range of 1 km, just off the right edge of the
figure. The black line marks the bottom contour. A cylindrical spreading
correction has been made to visually balance the contrast up- and down-
range from the source location.

FIG. 8. The same as Fig. 3 for the range-dependent sound channel of Fig. 7.
The black line marks the bottom contour.
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absorbing bottom, leading to higher attenuation at high fre-
quencies and thereby causing more retrofocus degradation
for the shorter~higher bandwidth! pulses. This phenomena
implies that an overall positive Doppler frequency shift
~source moving closer to the array! will lead to more rapid
decorrelation compared to an overall negative Doppler fre-
quency shift~source moving farther from the array! when
both sources have the same speed. In addition, these range-
dependent-environment results are similar to range-
independent ones, in that the correlation of the shorter pulse
is the greatest at higher source speeds. However, compared
to the range-independent-environment results, the correlation
drops faster in the range-dependent environment with in-
creasing source speed when the signal pulse is longer.

D. Vertically moving source in a range-independent
environment

In an oceanic time-reversal experiment a tethered or
float-suspended source may oscillate vertically because of
surface or internal waves. The analysis presented in Sec. II
allows the potential importance of such oscillations to be

assessed. In this subsection we present TRA simulations for a
vertically oscillating source in the range-independent
shallow-water sound channel shown in Fig. 1. Only one
simple case is considered: sinusoidal vertical motion with
amplitudeA0(52 m) at a frequencyv0(55 rad/s) centered
around an average source position ofzs

0515 m ~within the
thermocline!. These chosen parameters correspond to an ex-
treme case of large and rapid oscillations~peak source veloc-
ity of 10 m/s! to test the robustness of time reversal to ver-
tical source motion.

For the shallower source, the main results are illustrated
in Figs. 11 and 12. Figure 11 shows a close-up of the distri-
bution of the retrofocused signal energy for a stationary shal-
low source. Figure 12 displays the signal-energy difference
between the stationary and a vertically oscillating source.
Here, the signal is a sequence of 38 equally spaced Gaussian-
windowed sine pulses withf c5500 Hz andB5258 Hz @see

FIG. 9. The same as Fig. 4 for the range-dependent sound channel of Fig. 7
with the dB normalization drawn from the peak energy in Fig. 8. The black
line marks the bottom contour.

FIG. 10. Maximum temporal correlation,Ĉ(r f) from Eq. ~35!, between the
retrofocused signal andS(2t) at the average location of the source during
its broadcast versus the source speed for single pulses with different band-
widths from numerical evaluation of Eq.~23! in the range-dependent sound
channel of Fig. 7.

FIG. 11. The TRA retrofocused energy distribution~in dB relative to the
retrofocus peak at zero range and 15 m depth! in depth versus range coor-
dinates in the Fig. 1 sound channel for a stationary source at a depth of 15
m. A cylindrical spreading correction has been made to visually balance the
contrast up- and down-range from the source location. The array is linear,
vertical, spans the water column, and is located at a range of 3.072 km. The
signal is a pulse train of 38 Gaussian-windowed sine pulses with a center
frequency of 500 Hz and a 99% energy bandwidth of 258 Hz@see Fig.
13~a!#.

FIG. 12. The difference in the TRA retrofocused energy distribution~in dB
relative to the peak energy in Fig. 11! between the array’s responses to a
source oscillating vertically~amplitude52 m, oscillation frequency55
rad/s! about an average depth of 15 m and a stationary source. The signal,
array, and sound channel parameters are the same as for Fig. 11.
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Fig. 13~a!#; the TRA is vertical, linear, and located atr
53072 m; and signal energies are normalized by the retrofo-
cus peak energy value in Fig. 11. Figure 12 shows that the
TRA retrofocuses energy correctly despite the rapid oscilla-
tions of the source in the thermocline. The main change from
the stationary source case is a slight broadening of the focal
spot due to the spatial extent of the oscillating source trajec-
tory during the pulse train broadcast. A time–domain com-
parison between the broadcast signal sequence and the re-
ceived signal sequence at the average location of the source
is shown in Fig. 13. The primary difference between these
signals is62 dB amplitude modulation in the case of the
oscillating source@see Fig. 13~b!#.

When the source is placed in the lower half of the sound
channel~not shown!, the retrofocus is slightly louder, larger,
and less sensitive to source motion than the shallow source
case illustrated in Figs. 11–13. The decreased sensitivity to
source motion deeper in the sound channel comes from the
deeper source more strongly exciting the lower-order modes
that are less attenuated and have broader antinodes.

V. SUMMARY AND CONCLUSIONS

In this paper we describe the results of theoretical and
numerical investigations of time-reversing array performance
in a shallow ocean sound channel with a moving source. The
four main conclusions drawn from this study are presented
and discussed below.

First of all, the limitations imposed on TRA performance
by source motion can be understood in terms of the distance
that the source travels during the signal broadcast compared
to the center-frequency acoustic wavelength of the signal.
When the source path covers a tiny fraction of a wavelength,
TRA performance will be essentially identical to that with a
stationary source. When the source covers several wave-
lengths, the TRA retrofocus will move backwards over the
source track so that any stationary receiver will record a
distorted signal compared to the stationary source case. This
effect may be important for synchronization and demodula-
tion in underwater communication systems. Fortunately, at
least for underwater applications where the speed of sound is

approximately 1500 m/s, the parametric range where source
motion clearly becomes important lies somewhat beyond the
propulsion speed limit for most underwater vehicles. How-
ever, when the source moves rapidly, it may easily pass be-
yond the edges of the TRA retrofocus main lobe by the time
the signal has traveled to, and returned from, the TRA. Thus,
time reversal alone is unlikely to provide a means for track-
ing or illuminating evasive high-speed sources, but it may be
part of an overall solution involving other technologies.

Second, the simple approximations given by Eq.~17!
and the subsequent expressions, Eqs.~25! and~26!, can pro-
vide accurate assessments of TRA sensitivity to source mo-
tion for nearly all underwater TRA applications with a mov-
ing source when the environment is range independent or
nearly so. The accuracy of these approximations increases as
the source velocity decreases.

Third, TRA performance is more strongly influenced by
source motion in range-dependent sound channels than in
range-independent ones. This is clearly an effect of enhanced
sound interaction with the bottom in the simulations pre-
sented here.

And, finally, the time-reversal process in a shallow water
sound channel appears to be robust to both horizontal and
vertical source motions, even for a source moving in the
thermocline.
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Measurements of bottom scattering strengths were made with a multi-frequency echo sounder
mounted on a tower on a sandy bottom off West Destin, FL. Data were measured at five frequencies
in the range 265–1850 kHz, at subcritical grazing angles ranging from 9° to 20° and at azimuths
up to 690° around the tower. Scattering strength increased at aboutf 1.4 up to .400 kHz, peaked
between 700 and 1100 kHz, and decreased at higher frequencies. ©2004 Acoustical Society of
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I. INTRODUCTION

Reported measurements of bottom scattering are largely
confined to low ~hundreds of Hz up to 300 kHz!
frequencies.1–8 Relatively few measurements of bottom scat-
tering strengths in higher frequency ranges have been
reported.9 The general consensus of these and other field
studies of bottom scattering includes the following:~1! bot-
tom scattering generally follows a Lambert’s rule form of
dependence upon grazing angle;~2! for sand bottoms, scat-
tering strength tends to increase with frequency atf k, where
1,k,2; ~3! within the broad classifications of silt, sand,
gravel, and rock, there is little or no correlation with mean
particle size; and~4! at shallow grazing angles and for fre-
quencies above about 10 kHz, backscattering is primarily
controlled by surface roughness and sound penetration into
the sediment decreases with increasing frequency.

A multi-investigator experiment was conducted in 1999
to examine anomalous acoustic penetration into a near-shore
sandy sea bottom ~Sediment Acoustics Experiment,
SAX-9910,11!. During this experiment, the opportunity was
taken to obtain acoustic backscattering data from a well-
characterized shallow sandy bottom at frequencies from 265
kHz to 1.85 MHz. The results of this experiment are reported
here.

II. FIELD EXPERIMENT

The SAX-99 experiment was conducted approximately
2 km offshore of West Destin, FL during October–November
of 1999.10,11 The research vessel R/V Seward Johnson was
moored in 18–19 m of water over a medium sand bottom,
providing a platform and power to support several experi-
ments simultaneously.

A small ~3.5 m high! tower was deployed on the bottom
in the near vicinity of APL/UW’s Benthic Acoustic Measure-
ment System.10,12,13 A pan-tilt mechanism on this tower
mounted an 8-frequency echo integrator system~TAPS-8!
previously developed for bioacoustics research.14–17 The
TAPS-8 used eight separate piston transducers driven by in-
dividual transceivers to measure acoustic backscattering in-

tensities at discrete frequencies from 104 to 3000 kHz.
Beamwidths were similar at 6° – 8°~half-power!. An imbed-
ded computer, responding to external commands, controlled
transmissions and digitized the detected echo envelopes to
12 bit resolution, computing and storing the mean-squared
echo profiles internally. Cables for power and data transfer
led from the tower and TAPS-8 to the ship.

TAPS-8 was originally designed to measure volume
scattering strengths from zooplankton distributions. The
channel gains were reduced for this experiment based upon
estimates of the bottom scattering strength from previous
measurements in this general area at lower frequencies~M.
Richardson, private communication! and the unit recali-
brated. The gains of the two lowest channels~104 and 165
kHz! were reduced to the point that backscattering data had
very low signal-to-noise ratio. They are not included in the
data presented here. The highest-frequency channel~3 MHz!
similarly did not have sufficient signal levels to permit esti-
mation of bottom scattering strengths, in part due to the high
absorption over the ranges involved. The data presented here
range in frequency from 265 to 1850 kHz.

A computer located aboard ship controlled both the pan-
tilt mechanism and the TAPS-8. Scripts were written to con-
trol data collection: ordering the pan-tilt to specified azi-
muths and depression/elevation angles~DE! and com-
manding TAPS-8 to measure and average acoustic back-
scattering intensity profiles over a selected number of pings.
Transmitted pulse lengths were fixed at 336ms and echo
envelope values were sampled at 84ms intervals, giving 4
samples per pulse length. The number of samples per ping
could be varied, changing the maximum range, depending
upon the depression angle. For the data presented here (DE
5215°), 480 samples per ping were recorded for approxi-
mately 31 m of range extent. Echo amplitude samples were
squared and summed into sequential range bins. Subsequent
scaling and division by the number of pings produced the
mean backscattered intensity versus range.

Sound speed was computed from CTD casts at the ship
and the value at the bottom was used to compute actual
ranges from the time intervals between samples. Similarly,
the bottom water temperature and salinity measured by the
periodic CTD casts from the ship were used to compute ab-a!Electronic-mail: charles.greenlaw@baesystems.com
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sorption coefficients. Spreading and absorption corrections
were applied to the data in post-processing.

Some 35 scans of the bottom were made with TAPS-8
over a 24 day period~17 October–10 November!. With few
exceptions, all data were taken during daylight hours. Most
of the scans ensonified a645° azimuthal swath at 5° incre-
ments. Depression angles included 15°, 20°, 25°, and 30°.
The data from the 15° depression angle sets provided the
largest range of grazing angles and are the data analyzed
here.

A. Environmental factors

The weather was generally benign during the experiment
except for a few days at the end of October where the wind
speed forecasts exceeded the safe limits for the ship in its
moored configuration. The ship cast off from the moorings
on 30 October, returning on 3 November.

The bottom consisted of a large expanse of well-sorted
medium sand with a mean surficial grain size of 1.27f ~0.41
mm diameter! and a mean porosity of 36.6%.11 Sediment
sound speeds were in the range of 1.14–1.16 times the bot-
tom seawater sound speed, which averaged about 1530 m/s.
Calculations of the critical angle, presuming the water-
saturated sand bottom acted as a fluid half-space, were ap-
proximately 28° – 32°.

The bottom topography was initially characterized as
consisting of irregular, sharp-crested ripples. Over the dura-
tion of SAX99, these ripples were eroded by hydrodynamic
and biological processes. At the end of the experiment, the
bottom topography consisted largely of a relatively smooth
bottom cratered with pockmarks created by fish foraging on
the bottom fauna. The spectrum of wave heights obtained
from stereo photographs had a steep slope, indicating a lack
of high-spatial-frequency wave structure. The wind event
that caused the ship to depart restored the initial ripple con-
ditions briefly but the effects of currents and fish foraging
were observed very shortly thereafter.11

B. Data analysis

A typical echo from the TAPS-8 is shown in Fig. 1. Each
such profile was obtained by summing echo intensity
samples in fixed range bins over 24 pings. Incoherent pro-
cessing is ideal for volume scattering measurements, the
original purpose of the TAPS-8. Although most of the his-
torical measurements of bottom scattering have used inco-
herent processing, the current trend in measuring bottom
scattering strengths is to average echo wave forms to extract
the coherent part of the scattering; incoherent scattering rep-
resents a noise signal and tends to cancel over several ping
cycles. If random scatterers such as fish are present, incoher-
ent summation of echoes can lead to bias errors in the sum.
Fish were attracted to the tower, thus the potential existed
that the TAPS-8 data could overestimate the actual bottom
scattering strengths. Practical measurements of bottom scat-
tering taken from a moving platform, such as an AUV, might
not be processed coherently, however, so the sort of measure-
ments taken in this field experiment are representative of
many realistic remote sensing applications.

A video camera co-located with the TAPS-8 made it
abundantly clear that fish were attracted to the tower. The
scattering at short range in Fig. 1 is undoubtedly largely due
to fish since the acoustic pulse cannot reach the bottom until
a range of 3.5 m~the height of TAPS-8 above the bottom!.
Fish were observed feeding on the bottom and, in fact, were
determined to be a significant contributor to the erosion of
sand waves created by storm events. It is therefore reason-
able to ascribe some of the variability in the echo intensity to
interference from fish. Other sources of variability, such as
sound speed inhomogeneities in the water column, are
thought to be negligible in relation to these fluctuations.

Several sets of data were collected with the possibility of
volume scattering contamination in mind, recording eight
repetitions of the 24-ping averages at fixed azimuths and
depression angles to estimate the impact of fish on the bot-
tom scattering data. Over-plotting the echo intensities made
it clear that many of the fluctuations were deterministic, i.e.,
resulting from features on or in the bottom. Moreover, the
relatively high spatial resolution of this acoustic system
(;0.4 m2 effective ensonified area at the intersection of the
MRA with the bottom! would be expected to generate more
fluctuation in the echo data than might be produced by a
wider-beam or longer-pulse-length system.

By comparing echo data sets with the video recordings,
a subset of data were selected that appeared to be largely
unaffected by fish. Out of 35 data sets covering a 14 day
period, 25 were selected for further processing.

Data processing proceeded in two ways. For some data
sets we used the sonar equation~adapted from Urick18!:

EL5~SL1RS1G!240 log~r !22ar 1Ss110 log~F!,
~1!

where

FIG. 1. Echo intensity vs range at 700 kHz for a depression angle of215°.
This profile is an average of echo intensities over 24 successive pings. The
peak at about 2.5 m range is probably volume reverberation from the fish
that were attracted to the tower. Some of the variability in the echo structure
may also be due to interference from fish; most is thought to arise from
bottom relief due to the high spatial resolution of the acoustic system, which
was comparable to the scales of the sand ripple structure.
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F5E b2~u,f!dA ~2!

and EL is the measured echo level in dBiVrms, SL1RS1G
is the system response~source level1receiving sensitivity
1gain! in dB, r is the slant range in meters,a is absorption
in dB/m, Ss is the bottom scattering strength in dB,b(u,f)
is the one-way directivity function~intensity versus off-axis
anglesu,f! for the transducer, andF is the effective ensoni-
fied area on the bottom. The area integral is over a circular
annulus with center below the transducer and at the slant
ranger ~see Fig. 2!. For symmetric transducers, such as the
circular piston elements used here, this integral can be ap-
proximated by18

F5
ct

2
r E

2p

p

b2~x!dw, ~3!

wherec is the sound speed,t is the pulse length,b is now a
function of only one angle,x, which is the angle between the
major response axis~MRA! of the transducer and the vector
from the transducer to the differential area, dA, on the bot-
tom at anglew and ranger . The cosine of the anglex can be
found from the dot product of the vectorr , pointing to the
differential area on the bottom, andm, a unit vector pointing
along the MRA of the transducer. The result is

cos~x!5
Ar 22H2 cos~w!cos~DE!1H sin~DE!

r
, ~4!

which is a function of the range,r , and depression angle DE
~which is negative in this instance! and the height off the
bottom,H. An example of the effective ensonified area ob-
tained from numerical integration of the area integral is
shown in Fig. 3.

The sonar equation can be solved forSs as

Ss5EL2~SL1RS1G!140 log~r !12ar 210 log~F!
~5!

or

Ss5EL2~SL1RS1G!140 log~r !12ar

210 logS ct

2
r D210 log~X!, ~6!

whereX denotes the beam pattern integral in Eq.~3!. This
solution is valid for any geometry and~symmetric! beam
pattern function. In practice, however, plausible values are
seldom recovered from the sidelobe region so estimates ofSs

are limited to the region scanned by the main lobe~10–22 m
in the example, Fig. 3!.

Alternatively, one can limit the region of interest to only
that portion of the bottom where the grazing angle is ap-
proximately equal to the transducer depression angle—the
intersection of the MRA with the bottom. In this case, the
effective ensonified area can be approximated by4,7,9

F'
ct

2
rfH sec~ug!, ~7!

wherefH is the effective transducer beam width~in radians!
andug is the grazing angle ('2DE). This function is also
plotted in Fig. 3. It can be seen that this approximation is
only useful in a limited region around the point of intersec-
tion of the MRA with the bottom. It is, however, much sim-
pler and quicker to calculate than the integral expression.
These data were processed using both of these methods.

Backscattering from the seabed often approximately fol-
lows Lambert’s rule for diffuse surfaces, which postulates
backscattering to be proportional to the square of the sine of
the grazing angle,2,18 viz.

Ss510 logm110 log~sin2 ug!. ~8!

FIG. 2. Geometry for bottom reverberation.r is the vector from the trans-
ducer to the area element dA on the circular annulus ensonified at timet. m
is the unit vector in theX–Z plane describing the MRA of the transducer,T,
which is depressed in elevation by the angle DE.x is the angle betweenr
andm, the angle needed to calculate the value of the~circularly symmetric!
beam pattern function in the direction of the differential area element on the
bottom.

FIG. 3. Effective ensonified areas for a typical TAPS-8 piston transducer at
a depression angle of215° comparing the integral equation for the area
with the approximate formula. Note that the effective ensonified areas agree
only in a limited region, at the point where the MRA strikes the bottom. The
ensonified areas are also relatively small, even in the region of the main
lobe. The horizontal dimensions of the effective ensonified area are compa-
rable to or smaller than the wavelength of the sand ripples at this site~70
cm!. The likely range of useful data for this transducer and geometry ex-
tends from about 10 to 22 m, corresponding to grazing angles of 20° to 9°.
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If this sine-squared dependence is removed from the bottom
scattering strength estimate,Ss , the scattering strength re-
duces to a single parameter independent of grazing angle.
MacKenzie2 simply refers to this term as 10 logm. Boehme
and Chotiros6 call it the mean normalized backscattering
strength. It will be referred to here as Lambert’s parameter.
Since the grazing angles covered by TAPS-8 range over
9° – 20°, where Lambert’s rule is often found to apply, the
field experiment results have been converted to this measure.
Note also that all of these data are for grazing angles below
the critical angle~approximately 28° – 32°).

C. Field experiment results

Preliminary inspection of the bottom scattering data in-
volved quickly estimating Lambert’s parameter for the entire
data set to get a sense for the degree of variability encoun-
tered over space and time. One such result is shown in Fig. 4
where individual point estimates of Lambert’s parameter at
1100 kHz at the various azimuths are plotted versus time.
The spread of data versus azimuth in this data set is 5 dB or
so but there is no obvious trend over time. This was true for
all frequencies examined.

A special data set taken with high azimuthal resolution
was examined as well, using the exact areal calculation to
obtain a larger number of data points. Areal variability
tended to be somewhat higher than that shown in Fig. 4~see
Fig. 15 in Thorsoset al.10!.

Data from a repetitive series were analyzed using the
sonar equation method. These data consisted of 8 replicates
of 24 pings each at depression angle of215° and four azi-
muths (225°, 220°, 215°, and210°). By repeating the
measurements at fixed azimuths over time, it was hoped that
the effects of scattering from fish would be reduced when the
data were averaged. The results of this analysis are summa-
rized in Fig. 5. This plot shows both the mean values and
99% confidence interval. It should be noted that different

numbers of points were averaged at each frequency as the
range interval over which the signal-to-noise ratio was ad-
equate tended to decrease with frequency. Examination of
these estimates of Lambert’s parameter versus slant range
showed no consistent trends with range, suggesting that the
assumption of Lambert’s law scattering was valid for this
range of grazing angles.

Historical data for backscattering from sandy bottoms
are available in the literature3,6 and suggest that the fre-
quency dependence of Lambert’s parameter varies fromf 0 to
f 1.5. Most data are for frequencies from 1 to 200 kHz. Com-
parable data on sandy bottoms were extracted from pub-
lished studies and corrected for grazing angles where neces-
sary. These historical values are compared to the present
results in Fig. 6. It can be seen that the new high-frequency
data are consistent with historical measurements at low fre-

FIG. 4. Estimates of Lambert’s parameter measured at 1100 kHz over the
duration of the SAX99 experiment. Individual points are estimates at a
depression angle of215° and at various azimuths calculated using the
approximate area method. The data gap following 10/31/99 marks the storm
event that caused the ship to leave the test area. All but two data sets were
obtained during daylight hours.

FIG. 5. Mean values of measurements of Lambert’s parameter vs frequency
from a repetitive series at four azimuths using the sonar equation method to
extract Lambert’s Parameter over the range of grazing angles. Data are from
a single day: 8 November 1999. Numbers of data points in these averages
range from 2976 at the low frequencies to 1488 at the highest frequency.

FIG. 6. Mean values of Lambert’s parameter vs frequency for similar sandy
seabeds. Data key:~s! these data;~3! BAMS data from SAX-99~K. Wil-
liams, private communication!; ~* ! Muir, as reported by Boehme and
Chotiros—Ref. 6;~1! medium sand data from McKinney and Anderson
~Ref. 3!. The TAPS-8 data are those of Fig. 4.

2821J. Acoust. Soc. Am., Vol. 115, No. 6, June 2004 Greenlaw, Holliday, and McGehee: High-frequency scattering from saturated sand



quencies but exhibit a resonance-like behavior at the higher
frequencies.

III. DISCUSSION

Williams et al.19 measured high-frequency broad-band
scattering from beds of glass beads and sand in the labora-
tory. This work found the spectral peaks to be approximately
related to grain size. Data from glass beads showed spectral
peaks aroundka51 ~wherea is the mean grain radius andk
is the wave number! while the sand data peaked at about
ka50.73 ~1.1 MHz peak for sand of mean diameter 0.32
mm!. The sand grain sizes for the SAX99 field experiment
were somewhat larger~0.40–0.42 mm diameter!. Scaling
from the Williamset al. laboratory data predicts a peak in
scattering for the field data at around 825–860 kHz, consis-
tent with the observed peak in the TAPS-8 field data between
700 and 1100 kHz.

Models for scattering from individual sand grains20–22

tend to peak at values ofka'2.5– 3. For the sand in this
experiment, this would imply a peak in backscattering at
about 2.9–3.5 MHz, above the frequency range of the field
measurements. These models are useful only for volume
scattering from relatively diffuse concentrations of sand par-
ticles, however, and are not directly applicable to dense lay-
ers of sand grains as found on the ocean bottom.

A more likely explanation might be a transition from
large-scale roughness caused by sand waves and bioturbation
to a roughness regime produced by the shapes and sizes of
the sand grains themselves. The wavelength at the~inferred!
peak scattering frequency was about 1.74 mm, which is of
the order of the mean grain size~0.41 mm!. So far as can be
determined, however, the existing models23,24 for roughness-
controlled scattering from ocean bottoms have not been ex-
ercised in this regime of frequency and roughness scales.
Moreover, a description of sand-grain-controlled roughness
would have to include both irregular topography and ran-
domly oriented facets of varying sizes.

Another potential explanation is the possible presence of
small bubbles on or in the bottom sediment. The effects of
contained gas bubbles can be occasionally dramatic.25–27Di-
rect measurements11 of sediment gas content from diver
cores around the ship produced small but detectable gas con-
tents in the sediments. Near the BAMS tower, the volume
fraction of gas was measured at 0.000 15. All of the estimates
were below the lower design limit of the apparatus, however
so all estimates of gas content were constrained to
,0.000 15 volume fraction. Indirect measurements11 demon-
strated that the benthic algae were photosynthetically active
and produced oxygen on and within the sediment cores.
Laboratory incubations produced oxygen supersaturation in
these cores at atmospheric pressures; whether these algae
could have produced similar O2 profiles at the 17 m depth of
the bottom is difficult to assess.

Boyle and Chotiros28 proposed a model for volume scat-
tering from free air bubbles trapped in the interstices of sand
grains. In reviewing data from the literature, they found that
some data sets showed one or more peaks in scattering
strength which they ascribed to resonances from interstitial
bubbles. The radius of a free bubble that would resonate at

877 kHz at a depth of 17 m is about 6mm,29 rather large for
the grain sizes of the SAX99 sediments~see their Fig. 4!.
However, lab experiments~unpublished! have shown that
surficial bubbles produced by benthic algae can form and
reside on the surface for considerable periods. Some bubbles
attain sufficient size to break free and rise to the surface.
Others fail to achieve buoyant escape before algal respiration
ceases~some hours after dark! and are slowly resorbed.
Divers looked for evidence of bubbles11 on the bottom but
bubbles of this small size are not easily detected.

The fact that bottom scattering strengths showed no dis-
cernible trends over time while the weather changed radi-
cally over the experiment argues against this explanation as
one would expect O2 production to depend upon solar inso-
lation. Withal, this explanation cannot be wholly discounted.
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to a three-dimensional sound speed perturbationa)
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Semianalytic expressions are derived for the first-order derivative of a pressure field in a laterally
homogeneous waveguide, with respect to an arbitrary three-dimensional refractive index
perturbation in either the water column or ocean bottom. These expressions for the ‘‘environmental
derivative,’’ derived using an adjoint method, require a three-dimensional spatial correlation
between two Green’s functions, weighted by an environmental parameter basis function, with the
Green’s functions expressed in terms of normal modes. When a particular set of orthogonal spatial
basis functions is chosen, the three-dimensional spatial integral can be converted into a set of
one-dimensional integrations over depth and azimuth. The use of the orthogonal basis permits
environmental derivatives to be computed for an arbitrary sound-speed perturbation. To illustrate the
formulas, a simple sensitivity study is presented that explores under what circumstances
three-dimensional plane-wave and cylindrical perturbations produce non-negligible horizontal
refraction effects, for a fixed source/receiver geometry. Other potential applications of these
formulas include benchmarking three-dimensional propagation codes, and computing Cramer–Rao
bounds for three-dimensional environmental parameter estimates, including internal wave
components. ©2004 Acoustical Society of America.@DOI: 10.1121/1.1736651#

PACS numbers: 43.30.Pc; 43.30.Bp@WLS# Pages: 2824–2833

I. INTRODUCTION

The full-field inversion of ocean acoustic data for water-
column sound speed and bottom geoacoustic properties re-
quires adequate understanding of the sensitivity of a modeled
acoustic field to various kinds of environmental perturba-
tions. If the field is relatively insensitive to a particular pa-
rameter, then attempts to invert the parameter will yield es-
timates with large variances and biases for a given signal-to-
additive-noise ratio~SANR!. One quantitative measure of
this sensitivity is the derivative of an acoustic field with re-
spect to an environmental parameter, or ‘‘environmental
pressure derivative.’’ More rigorous measures of the mini-
mum possible variance and bias of a parameter estimate,
including the Cramer–Rao lower bound~CRLB!1,2 and re-
lated higher-order tensor terms,3–5 still require environmental
pressure derivatives. Whenever actual acoustic data are
available to be compared with a model output, environmental
pressure derivatives can also be used to compute the gradient
of the local error surface.

Environmental pressure derivatives are typically esti-
mated using a finite-difference numerical scheme involving
small environmental perturbations, which can lead to stabil-
ity and convergence problems. An alternate approach that
has been often employed in the control theory,6

geophysics,7–11 and physical oceanography,12 literature is the
‘‘adjoint’’ or ‘‘costate’’ Green’s function technique. Several
independent derivations of this method9–11 have shown that
by solving two forward problems in the same propagation
environment, the environmental pressure derivative with re-

spect to an environmental perturbation can be derived by
spatially correlating the two solutions over all space,
weighted by the environmental perturbation. The resulting
formulas are very similar to those used in diffraction
tomography.13,14

The application of these expressions to acoustic propa-
gation in a waveguide has been fairly recent.15 Adjoint para-
bolic equation~PE! models have been used to estimate the
environmental pressure derivatives of two-dimensional re-
fractive index perturbations in a vertical plane connecting an
acoustic source and receiver.16,17 More recently, a normal-
mode formulation of the acoustic pressure field was com-
bined with adjoint techniques to derive analytical expres-
sions for first- through third-order environmental pressure
derivatives of laterally homogeneous~depth-dependent only!
sound speed and density perturbations in a laterally homoge-
neous waveguide.18

In Sec. II the adjoint normal-mode formulation intro-
duced in Ref. 18 is extended to incorporate environmental
pressure derivatives with respect to an arbitrary three-
dimensional perturbation in a laterally homogeneous wave-
guide, a situation that would normally require finite-
difference computations of a three-dimensional coupled
mode or parabolic equation code. The contribution of the
paper is to illustrate how, for the restricted geometry of an
acoustic waveguide, the three-dimensional spatial integration
required by the adjoint method can be analytically simplified
into a bounded two-dimensional integral, which can be
evaluated numerically with relatively coarse grid sizes. The
simplification is attained by using a normal-mode formula-
tion for the Green’s function, related in spirit to recent work
on a Born scatterer in a waveguide.15

To illustrate one application of these formulas, Sec. III

a!Portions of this work have been presented at the Oceans 2003 Conference
in San Diego, CA.

b!Electronic mail: thode@mpl.ucsd.edu
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presents a simple sensitivity study of horizontal refraction
effects produced by plane-wave and compact cylindrical per-
turbations. A body of literature extending over two decades
has examined the issue of horizontal refraction through
eddies19–22and other features23–25in detail; the motivation of
Sec. III is not to extend these studies, but to illustrate how
the formulas derived here can quickly identify situations
where horizontal refraction might be a non-negligible issue,
given a particular source/receiver geometry. The first ex-
ample presented here uses horizontally propagating plane
waves as a simple model for internal waves, while the sec-
ond example uses compact vertical cylindrical perturbations
as a model for small eddies or gyres.

II. THEORY

A. General adjoint expression for environmental
derivative

Density perturbations are not discussed in this particular
paper, but their incorporation should follow similar lines of
development as below. However, the spatial gradient of the
Green’s function would be required as well as the Green’s
function itself.18

A Green’s functiong( r̄ , r̄ s ,v) describes an acoustic
field of frequencyv generated at locationr̄ s that propagates
through an unknown environment to locationr̄ . The explicit
dependence ofg on frequency is now dropped. The source
and receiver positions are expressed in terms of cylindrical
coordinates, with the receiversr i lying on the origin, and the
source placed along thex axis, so thatfs50 ~Fig. 1!. The
propagation of the field is governed by the density-dependent
inhomogeneous Helmholtz equation

r~ r̄ !¹•S 1

r~ r̄ !
¹g~ r̄ , r̄ s! D1kref

2 h~ r̄ !g~ r̄ , r̄ s!52d~ r̄ 2 r̄ s!.

~1!

Here, kref is a spatially invariant reference medium wave
number, andh( r̄ ,v)[k(r )2/kref

2 5cref
2 /c(r )2 is the spatially

dependent refractive index squared that, along with the spa-
tially dependent densityr( r̄ ), defines the propagation envi-
ronment. The linear operatorL0 provides a shorthand way of
writing this differential equation.

This refractive-index term can be written as the sum of a
laterally homogeneous~but potentially depth-dependent!
‘‘background’’ square refractive indexh0 , and a perturbative
expansion based on aninfinitesimalnondimensional sound-
speed perturbation magnitude«

h~ r̄ ![h0~z!1«h«~ r̄ !1¯, ~2!

where «[dc/cref , with dc being a compressional sound-
speed magnitude in~m/s!. The quantityh«[]h/]«u«50 is an
order-one term in the perturbative expansion, and represents
the derivative of a three-dimensional square index of refrac-
tion distribution with respect to the sound-speed perturbation
magnitude, and will be subsequently referred to as the ‘‘re-
fractive index derivative.’’ If the functional dependence of
the square-refractive index is such that higher-order deriva-
tives are both physically relevant and non-negligible, Eq.~2!
can be expanded to higher-order terms.

The Green’s functiong( r̄ , r̄ s) of the perturbed environ-
ment can be expressed as a similar expansion

g~ r̄ , r̄ s![g0~ r̄ , r̄ s!1«g«1¯. ~3!

Here, g«[]g/]«u«50 is the derivative of the Green’s
function with respect to the environmental parameter magni-
tude, and is assumed to be of order one in this series solution
as well. Having expressed the new Green’s function as an
expansion of the nondimensional«, a solution can now be
found for the Green’s function derivativeg« . The final de-
rivative formula can then be expressed in terms of the di-
mensional differentialdc.

A rigorous derivation of howg« can be linearly related
to h« is reviewed elsewhere,7,9,11,18however, a brief heuristic
argument can be derived from the Born approximation14,15

g~ r̄ i , r̄ s!'g0~ r̄ i , r̄ s!1kref
2 r~ r̄ i !

3E E E
V

F $«h«~ r̄ !%
g0~ r̄ , r̄ i !

r~ r̄ !
g0~ r̄ , r̄ s!Gd3r .

~4!

By rearranging this expression, dividing by«, and taking the
limit as «→0, the approximate equality of Eq.~4! converges
to anexactsolution, which, when multiplied by a appropriate
source strength and converted to dimensional units, becomes
the acoustic adjoint equation for the derivative of acoustic
pressure with respect to compressional speed magnitude

]p~ r̄ i , r̄ s!

]c
5S S

S0
DS0kref

2 r~ r̄ i !

3E E E
V

Fhc~ r̄ !
g~ r̄ , r̄ i !

r~ r̄ !
g~ r̄ , r̄ s!Gd3r . ~5!

FIG. 1. Geometry used to illustrate adjoint formulas.~a! A 48-element ver-
tical array, with 2-m spacing and first element at 1-m depth, is positioned in
a 100-m isovelocity waveguide with bottom speed of 1645 m/s, bottom
speed gradient of 1 m/s per m, density 1.3 g/cc, and attenuation of 0.25
dB/wavelength. A rock half-space lies 100 m below the sediment/water in-
terface, with compressional speed of 2090 m/s. The acoustic source is po-
sitioned at 3-km horizontal range at 50-m depth. The bottom density is
uniform in both the sediment and half-space.~b! View of geometry looking
down onto the ocean. The receiver is placed at the coordinate origin. An
example of a horizontal plane wave with wave numberkpw and propagation
azimuthfp is shown.
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Here,S05rv2V0 , with V0 being a volume injection suffi-
cient to generate a pressure level of 1 Pa at 1 m range~120
dB re: 1 mPa @ 1 msource level!. This choice ofV0 sets
S051 Pa-m, whileS is the actual source level of the pressure
field in Pa-m. From Eq.~5! onwards the environmental pres-
sure derivative will be written with respect to sound-speed
magnitude in dimensional units of m/s, and the zero sub-
script for the unperturbed Green’s function is dropped, with
the understanding that the term ‘‘Green’s function’’ in subse-
quent discussion will always refer to theunperturbed
Green’s function.

Two comments must be made concerning the validity
and practicality of Eq.~5!. First, even though it was derived
via the Born approximation, Eq.~5! is an exactexpression
for the environmental derivative, as more complete deriva-
tions demonstrate. However, if afinite perturbation changes
the sound-speed magnitude by an amountdc, Eq. ~5! can
only provide anapproximateestimate of the perturbed pres-
sure field, in the form of p( r̄ i , r̄ s)'p0( r̄ i , r̄ s)
1dc(@]p( r̄ i , r̄ s)#/]c), and only if dc is extremely small.
Thus, Eq.~5! would be of limited use for full-field inversion
procedures, without further information about higher-order
derivatives ofp like pcc[]2p/]c2u«50 , which can be shown
to correspond to higher-order terms in the Born
approximation.7

Second, while the adjoint expression in Eq.~5! does not
require a finite differencing scheme, it does so at the cost of
requiring a spatial integration of the Green’s functions,
which must be performed numerically under general geom-
etries, e.g., Ref 8. Without further simplification the evalua-
tion of Eq. ~5! faces the same issues with computational
speed and convergence as finite-difference approaches. The
key result of this paper is that the particular geometry of a
laterally homogeneous waveguide permits this integration to
be reduced analytically to a numerically stable two-
dimensional intergal over azimuth and depth. Furthermore, it
will be shown how an appropriate choice of refractive index
basis functions permits one to compute a large number of
environmental derivatives with only a single set of computa-
tions.

B. Orthogonal decomposition of refractive index
perturbation

A standard technique in linear inversion theory is to
model perturbations as a linear sum of basis functions,26 i.e.,
hc( r̄ )5(paphp( r̄ ).

In a similar spirit, in cylindrical coordinates the refrac-
tive index derivative can be expressed as a sum of a set of
orthogonal basis functions, exploiting an orthogonality rela-
tionship between Bessel functions of the first kindJn

hc~ r̄ ,z!5 (
q51

Q

hq~z! (
n52`

`

e2 inf

3E
0

`

a~kp ,n,q!Jn~kpr !kp dkp , ~6a!

with

a~kp ,n,q![apqn5
1

2p E
0

2p

einfdf

3E
0

`

dzE
0

`

hc~ r̄ ,z!hq~z!Jn~kpr !r dr .

~6b!

Here,Jn is a Bessel function of the first kind of ordern. The
functionshq are a set ofQ orthonormal vertical basis func-
tions, such as sine and cosine waves, empirical orthogonal
functions~EOFs! derived directly from data, acoustic normal
modes, or even internal wave modal functions.27

Equation~6! suggests that if a set of ‘‘fundamental’’ ba-
sis functions

hpqn~ r̄ ,z!5hq~z!e2 infJn~kpur u!, ~7!

is inserted into Eq.~5! for h«( r̄ ) and evaluated, the result
would provide a general solution for the environmental pres-
sure derivative

]g~ r̄ i , r̄ s!

]c
5 (

q51

Q

(
n52`

` E
0

`

apnq

]g~ r̄ i , r̄ s!

]cpqn
kp dkp

~8!
]g~ r̄ i , r̄ s!

]cpqn
[S S

S0
DS0kref

2 r~ r̄ i !E E E
V

Fhq~z!e2 infJn~kpr !

3
g~ r̄ , r̄ i !

r~ r̄ !
g~ r̄ , r̄ s!Gd3r .

For the special case of the horizontally propagating
complex plane wave illustrated in Fig. 1~b!, with horizontal
wave numberkpw and propagation directionfp with respect
to thex axis, the basis function decomposition has the form

e2 i k̄pw• r̄5e2 ikpwr cos~f2fp!

5 (
n50

`

bn~2 i !n cos@n~f2fp!#Jn~kpwr !, ~9!

wherebn52, except forb051. Thus, from Eq.~6b!

apqn5~2 i !neinfp
d~kpw2kp!

kp
E

0

`

hq~z!dz, ~10!

and Eq.~8! becomes

]g~ r̄ i , r̄ s!

]cplane-wave
5 (

q51

Q E
0

`

hq~z!dz

3 (
n52`

`

~2 i !neinfp
]g~ r̄ i , r̄ s!

]c~kpw!qn
. ~11!

All the examples shown in this paper use a single verti-
cal basis function, soQ is restricted to 1.

C. Adjoint solution for basis function in a constant-
depth waveguide

Solving the adjoint Eq.~8! requires two Green’s func-
tions, one describing propagation from the sourcer s to an
arbitrary pointr, and one describing propagation from the
receiverr i to the same pointr @see Fig. 1~b!#.
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In the geophysics community the Green’s functions are
typically computed numerically over a set of grid points, and
the subsequent spatial correlation is achieved by numerical
integration over the grid. Because of computational costs the
numerical integration is often restricted to a 2D plane incor-
porating the source and receiver.8,28 However, for the case of
a laterally homogeneous waveguide the Green’s function can
be expressed as a sum of normal modesUn(z), which per-
mits some analytical simplification. To begin, the Green’s
function between a locationr and receiver location centered
at the origin is

g~ r̄ , r̄ i !5
i

4r~zi !
(

f
U f~z!U f~zi !H0

~1!~kr f u r̄ u!, ~12!

and the Green’s function between the source atr s and loca-
tion r is

g~ r̄ , r̄ s!5
i

4r~zs!
(

g
Ug~z!Ug~zs!H0

~1!~krgu r̄ s2 r̄ u!

5
i

4r~zs!
(

g
(

n850

`

bn8Ug~z!Ug~zs!cosn8~f2fs!

3H Jn8~krgr̄ !Hn8
~1!

~krgr̄ s!, ur u,ur su

Jn8~krgr̄ s!Hn8
~1!

~krgr̄ !, ur u.ur su
, ~13!

whereHn
(1) is thenth-order outgoing Hankel function of the

first kind. In the second line of Eq.~13!, Graf’s addition
theorem for Bessel functions has been used.29 Combining
Eqs.~7!, ~12!, and~13! into Eq. ~8! and performing the azi-
muthal integration yields nonzero terms only whenn856n.

The final result expresses the environmental pressure de-
rivative as a sum of one-dimensional depth integrals

]p~ r̄ i , r̄ s!

]apqn
5S S

S0
D F 2S0p

8r~zs!
(
f ,g

Zq f gU f~zi !Ug~zs!

3 (
n52`

`

Rpn f g~r s!e
2 infsG , ~14!

Zq f g[kref
2 E

0

` hq~z8!

r0~z8!
U f~z8!Ug~z8!dz8, ~15!

Rpn f g~r s!

5H Hn
~1!~krgr s!E

0

r s
rJn~kpr !Jn~krgr !H0

~1!~kr f r !dr

1Jn~krgr s!E
r s

`

rJn~kpr !Hn
~1!~krgr !H0

~1!~kr f r !dr
.

~16!

Note that while Eq.~15! is symmetric with respect tof andg,
Eq. ~16! is not. The first term of Eq.~16! represents contri-
butions to the spatial correlation from regions whereur u
,ur su, while the second term represents contributions from
spatial regions whereur u.ur su; i.e., a ‘‘backscattering’’ re-
gime.

This integral is highly oscillatory, and the large-
argument asymptotic expressions for the Bessel functions
cannot be used, because they are only valid wheneverkrgr
@n. However, Eq.~16! can be simplified in a manner analo-
gous to previous work modeling ocean ambient noise in
range-dependent environments.30 First, note that the triple
product within the integrand can be reduced to a two-term
integrand using a Bessel addition theorem

Jn~kpr !Bn~krgr !5
1

p E
0

p

dfB0~krpgr !cosnf, ~17a!

krpg
2 5krg

2 1kp
222krgkp cosf, ~17b!

whereBn is eitherJn or Hn
(1) . The range integral can then be

solved

E
0

r s
rJ0~krpgr !H0

~1!~kr f r s!dr5
krpgr sH0

~1!~kr f r s!J1~krpgr s!2kr f r sH1
~1!~kr f r s!J0~krpgr s!22i /p

krpg
2 2kr f

2
,

~18!

E
r s

`

rH 0
~1!~krpgr !H0

~1!~kr f r s!dr52
krpgr sH0

~1!~kr f r s!H1
~1!~krpgr s!2kr f r sH1

~1!~kr f r s!H0
~1!~krpgr s!

krpg
2 2kr f

2
.

The constant 2i /p arises from evaluating the limit atr 50, using the small argument approximations forH1
(1) andJ0 . Since

kp is always real andkrg andkr f will have imaginary components due to bottom attenuation, the upper limit of the integral will
always vanish, and the denominator of~18! will always be nonzero.

Combining Eqs.~16!–~18! creates a numerically stable bounded integral that can be solved with a relatively coarse
integration step

Rpn f g~r s!5
r s

p E
0

p cos@nf#df

krpg
2 2kr f

2 H krpgH0
~1!~kr f r s!@Hn

~1!~krgr s!J1~krpgr s!2H1
~1!~krpgr s!Jn~krgr s!#

2kr f H1
~1!~kr f r s!@Hn

~1!~krgr s!J0~krpgr s!2H0
~1!~krpgr s!Jn~krgr s!#

22iH n
~1!~krgr s!/p

J . ~19!
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For the special casekp50 ~range-independent perturbation!,
all azimuthal terms vanish except forn50, and Rpn f g re-
duces to a form similar to that obtained in Ref. 18

R00f g~r s!55 2
2i

p

H0
~1!~kr f r s!2H0

~1!~krgr s!

kr f
2 2krg

2
f Þg

ir sH1
~1!~kr f r s!

pkr f

f 5g

.

~20!

Equation ~19! requires a numerical integration overf for
each basis function desired. Practically it was found that the
integrand need only be evaluated at around 1000 pts to
achieve the needed precision. While the form of Eq.~19!
may be intuitively unenlightening, substituting the large-
argument asymptotic expansions for the Bessel functions in-
dicates that the integral should produce large values when-
ever kp5kr f 6krg , an observation that is verified in the
following section.

Note thatRpn f g is unequal toRpng f ; i.e., switching the
source and receiver does not produce the same environmen-
tal derivative, i.e., reciprocity does not hold. The reason for
this asymmetry is that the perturbation origin of Eqs.~12!
and ~13! has been changed. Thus, swapping source and re-
ceiver creates a situation where the basis functions are cen-
tered at the source, and not the receiver, as in the original
problem.

III. NUMERICAL EXAMPLES

A. Modeled waveguide environment

Here, Eqs.~14!, ~15!, and ~19! are demonstrated in a
sensitivity study using a simple waveguide environment. An
omnidirectional 20-Hz source is placed in a isovelocity
waveguide 100 m deep, with a bottom speed of 1645 m/s,
and standard values for a linear bottom gradient, density, and
attenuation~Fig. 1, caption!. A bottom half-space with a
compressional speed of 2090 m/s begins 100 m below the
water/sediment interface. At 20 Hz this waveguide supports
six propagating modes. The source/receiver separation in the
following examples has been set to either 1 or 3 km, with the
source always placed at 50-m depth, and 48 receivers aligned
in a vertical array with 2-m spacing.

B. Properties of range integral Rp nfg

The expression in Eq.~19! does not lend itself to physi-
cal insight, so Fig. 2 plots the integral as a function of per-
turbation wave numberkp andn, using values ofkr f andkrg

computed from the environment presented above. In the top
subplotkr f 5krg , and in the bottom subplot they are differ-
ent. While the numerical computation of Eq.~19! is straight-
forward, some numerical instability issues arise for large or-
ders of n. While an asymptotic expansion of Eq.~19! for
high-ordern demonstrates that the integral must converge to
zero asn grows large, the numerical evaluation becomes
unstable and diverges from zero whenevern.kr f ur su. There-
fore, in all computations presented hereRpn f g is set to zero
whenevern satisfies the above inequality.

The most obvious feature of both Figs. 2~a! and ~b! is
that Rpn f g only has significant values wheneverkr f 2krg

,kp,kr f 1krg . Sincekr f ;kref , the medium wave number,
one can conclude that the propagating acoustic field is only
sensitive to perturbation spatial wavelengths that are larger
than half of the medium acoustic wavelength, a result well-
known from diffraction tomography,14,31 a procedure that
also makes extensive use of the Born approximation. For the
case of an azimuthally symmetric perturbation component
~n50!, one sees that wheneverkp is equal to the sum or
difference of a set of horizontal wave numbers,Rpn f g attains
a peak, indicating that a propagating acoustic field is espe-
cially sensitive to perturbation components with a spatial
wave number that matches the sum or differences of pairs of
modal wave numbers. Azimuthally dependent perturbation
components~n.0! also display similar peaks, but they occur
at slightly different perturbation wave numbers, as can be
seen for the case ofn520 in Fig. 2. The peak associated with
the difference between modal wave numbers migrates to akp

slightly greater thankr f 2krg , while the peak associated with
the sum of modal wave numbers shifts to a value slightly
lower thankr f 1krg .

As the range separationr s between source and receiver
increases, these peaks become larger and narrower, indicat-
ing that at large ranges and for azisymmetric perturbations,
the acoustic field becomes sensitive only to perturbation

FIG. 2. Plot ofRpn f g as a function of perturbation wavelengthkp and azi-
muthal indexn, using modal wave numbers computed from the environment
described in Fig. 1, and for a source/receiver separation of 1 km. Solid line:
n50 ~azimuthally symmetric case!, dashed line,n520. Dotted line: contri-
bution of second term of Eq.~15! for n50, wherer .r s . Dash-dot line:
contribution of second term whenn520. ~a! kr f 5krg50.0806; ~b! kr f

50.0806,krg50.069 392.
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wavelengths quantized atkr f 6krg , a result obtained inde-
pendently by another analysis.15 It is also interesting to sepa-
rate the integral contributions into the first and second terms
visible in Eq. ~16!. Whenevern50 contributions from re-
gions wherer .r s ~‘‘backscatter region’’! cannot be ne-
glected, but forn.0 this upper range integral contributions
become relatively small—i.e., 10% of the amplitude at the
peak in the figure shown.

C. Effect of a horizontal plane-wave perturbation
on pressure derivative

As suggested by Eq.~11!, it should be straightforward to
compute the environmental pressure derivative with respect
to horizontally propagating plane wave. As illustrated in Fig.
1~b!, one simply evaluates Eqs.~14!–~15! and ~19! for kp

5kpw andfs5fp , for all values ofn up tonmax5krfrs. The
results can then be combined via Eq.~11!.

In this section a set of horizontally propagating three-
dimensional plane waves has been computed, each one with
the same values along the vertical cross section connecting
the source and receiver shown in Fig. 1~a!, for a source–
range separation of 3 km. Two examples of these perturba-
tions are plotted in Fig. 3, looking down onto the ocean
surface from above. Two types of depth dependence are
modeled: one where the perturbation has a constant value in
the water column, and is zero in the ocean bottom, and one
where the perturbation has a constant value in the ocean
bottom, but is zero in the ocean column. In other words, the
horizontal cross sections visible in Fig. 3 would have the
same appearance if cut across a different depth, provided that
depth is in the same medium~water or ocean bottom!.

These perturbations are cosine waves withfp590°.
Therefore, the perturbation values in the vertical plane be-
tween the source and receiver are always unity, a situation
that was checked via numerical synthesis of the perturba-
tions. This particular perturbation set thus provides a simple
opportunity to explore the circumstances under which pertur-
bation components from outside the vertical plane connect-
ing the source and receiver cannot be neglected. In other
words, at what perturbation wavelength scale do horizontal
refraction effects become non-negligible?

Figure 4 illustrates the magnitude and phase of the en-
vironmental pressure derivative across the vertical receiving
array as a function of the plane-wave perturbation number
kpw , for the case where the perturbation exists only in the
water column. A perturbation wave number of 0 indicates a

FIG. 3. Examples of plane-wave perturbations that yield the same two-
dimensional range–depth perturbation in the vertical plane between acoustic
source and receiver. The white circle marks the receiving array location,
while the white cross marks the source location at 3-km horizontal range:~a!
1.28-km wavelength perturbation oriented along they axis (fp590°); ~b!
426-m wavelength perturbation oriented along they axis.

FIG. 4. Effect of plane-wave water-column perturba-
tions on environmental pressure derivative for a 20-Hz
field with source level of 120 dBre: 1 mPa @ 1 m,
derived from source and receiver geometries shown in
Figs. 1 and 3. All perturbations would appear identical
in a 2D range–depth slice between source and receiver
array. ~a! Magnitude in dB of pressure derivative as a
function of receiving element depth and perturbation
wave number, relative to the maximum environmental
pressure derivative of 1.1231027 Pa/~m/s) attained by
the azimuthally symmetric~‘‘range-independent’’! re-
sult at thex-axis origin. The right limit of thex axis
corresponds to a 62-m wavelength.~b! Phase of the
environmental derivative, relative to the top receiving
hydrophone, as a function of perturbation wave number.
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constant perturbation value over all space~range-
independent perturbation!. For large wavelengths~small per-
turbation wave numbers! the environmental pressure deriva-
tive is very similar to the range-independent case, but
starting at perturbation wavelengths of about 400 m~5 wave-
lengths of a 20-Hz signal! the phase and magnitude of the
derivative change markedly, with a noticeable trend to
smaller magnitudes at higher perturbation wavelengths. Fig-
ure 5 illustrates a similar computation, but with the pertur-
bation restricted to the ocean bottom. A similar result is seen,
in that the environmental pressure derivative changes mark-
edly once the perturbation wavelength decreases below 400
m. An actual plane-wave ocean perturbation, such as those
generated by internal waves,27 would not generate a uniform
perturbation with depth, but is generally restricted to a cer-
tain portion of the water column. Thus, the horizontal refrac-
tion effects produced by realistic plane-wave perturbations,
which would be a simple extension of the computations
shown here, may not be as large.

D. Effect of a compact cylindrical perturbation
on pressure derivative

A second three-dimensional perturbation that can be
evaluated analytically is a vertical cylinder with a circular
horizontal cross section, which provides a convenient means
for investigating the effect of a localized perturbation on the
modal field. The perturbation might be considered a very
simple model of an eddy.19,21,32The geometry of the cylin-
drical perturbation is illustrated in Fig. 6, from both a top
view ~a! and a perspective view~b!. As with the plane-wave
perturbation, the perturbation can be restricted to the water
column, below the ocean bottom, or both.

By exploiting Graf’s addition theorem one can derive
the basis coefficients@Eq. ~6b!# needed to construct a circle
with radiusa displaced from the receiver origin by a distance
r shift and by a rotation anglefshift from thex axis @Fig. 6~a!#,
for the basis functions in Eq.~7!

apqn5
aJ1~kpa!

kp
Jn~kpr shift!e

2 infshift. ~21!

Thus, once a set of derivatives with respect to a set of
basis function perturbations has been computed, it is straight-
forward to compute environmental derivatives for cylindrical
perturbations of various diameters at any location.

To illustrate Eq.~21!, two cylindrical perturbations with
respective radii of 150 and 600 m were inserted into the
waveguide environment of Fig. 1, with 1-km horizontal
range between the vertical receiving array and perturbation
center, and with the 50-m-deep acoustic source remaining at
3-km range. To approximate the continuous integral implied
by Eq. ~8!, kp was evaluated at 512 points between 0 and
0.251 m21, or three times the medium wave number. This
sampling provided sufficient spacing between the discrete
values ofkp so that any artifacts generated appear at ranges
much greater than the source ranger s . A convergence test
determined that a value ofn560 was sufficient to reproduce
the perturbation at these ranges.

The question of the sensitivity of the environmental
pressure derivative to a localized out-of-plane perturbation

FIG. 5. Same as Fig. 4, but with the plane-wave pertur-
bation restricted to the bottom half-space. Environmen-
tal derivative magnitude is displayed in dB relative to
the maximum environmental pressure derivative of
6.3131028 Pa/~m/s).

FIG. 6. Geometry of offset cylindrical perturbation:~a! top view; ~b! per-
spective view.
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can be explored by systematically changing the rotation
anglefshift in Eq. ~21!, thus rotating the perturbation around
the origin. Beyond some geometric anglefextent

5sin21(a/rshift) the physical boundaries of the perturbation
will no longer intersect the vertical plane intersecting the
source and receiver array.

Figures 7 and 8 show a plot similar to Figs. 4 and 5, in
that the magnitude and relative phases of the environmental
pressure derivative of a 20-Hz signal are shown across the
vertical receiving array. This time, however, the horizontal
axis represents the rotation anglefshift , and the vertical
dashed lines markfextent. The color map scale has been
normalized and plotted on a log scale, so that the maximum
magnitude of the environmental pressure derivative across
the receiving array whenfshift50 has been defined as 0 dB.

This value will be subsequently referred to as the ‘‘in-plane
maximum.’’

Figure 7 shows the effect of a cylindrical perturbation
placed in the water column only, with the top row showing
the effect of the 150-m radius perturbation, and the bottom
row the effect of the 600-m perturbation. The figures show
that the environmental pressure derivative still exists even
when the perturbations lie completely outside the vertical
source–receiver plane (fshift.fextent), but with a magnitude
at least 8 dB less than the in-plane maximum. The smaller
the perturbation radius, the larger the relative magnitudes the
out-of-plane results tend to be. This observation is consistent
with the expectation that the greater curvature of small-radii
perturbations should have relatively larger horizontal refrac-
tion effects.

FIG. 7. Effect of a cylindrical~‘‘eddy’’ ! perturbation in
water column on 20-Hz acoustic field with source level
of 120 dBre: 1 mPa @ 1 m, as a function of perturba-
tion azimuthfshift . The center of the perturbationr shift

lies 1 km from the origin.~a! a5150-m radius pertur-
bation: environmental pressure derivative magnitude in
dB re: the maximum magnitude of 1.58
31028 Pa/~m/s); and~b! relative phase of environmen-
tal derivative;~c! a5600-m radius perturbation: envi-
ronmental pressure derivative magnitude in dBre: the
maximum magnitude of 7.9431028 Pa/~m/s) and~d!
relative phase.

FIG. 8. Effect of cylindrical perturbation in ocean bot-
tom on 20-Hz acoustic field, as a function offshift , for
r shift51 km. ~a! a5150-m radius perturbation: envi-
ronmental pressure derivative magnitude in dBre: the
maximum magnitude of 6.3131029 Pa/~m/s); and~b!
relative phase of environmental derivative;~c! a
5600-m radius perturbation: environmental pressure
derivative magnitude in dBre: the maximum magni-
tude of 2.2431028 Pa/~m/s) and~d! relative phase.
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Figure 8 shows an identical situation, except with the
cylindrical perturbations existing only beneath the ocean bot-
tom. As with Fig. 7, derivatives with respect to out-of-plane
perturbations exist, with larger relative magnitudes produced
by perturbations with smaller radii. Furthermore, the out-of-
plane results can be non-negligible when compared with the
in-plane maximum. For example, in subplot~a! a 150-m ra-
dius perturbation produces environmental pressure deriva-
tives that are within 10 dB of the in-plane maximum out to
rotation angles of 15 deg, if the receiver depth is 50 m. This
angle is nearly twice the value offextent.

The results of this simple sensitivity study on this par-
ticular deployment configuration indicate that while neglect-
ing out-of-plane refraction effects may be a safe assumption
for certain cylindrical perturbations in the water column, it
may not be a valid assumption for small-radii perturbations
in the ocean bottom.

As the environmental pressure field can be interpreted as
a field ‘‘scattered’’ from an infinitesimal perturbation via the
Born approximation, some further physical insight into these
results can be obtained by computing how an incident acous-
tic plane wave diffracts from an aperture with the same lat-
eral dimensions as the perturbation.33,34 As a normal mode
consists of two plane waves propagating nearly horizontally,
the assumption of an incident plane wave in the diffraction
analysis is valid. For a perturbation radius of 600 m, a point
2-km range from the perturbation center lies within the
Fresnel diffraction region (r'a1/3Aka/251700 m).14 Treat-
ing the perturbation as a rectangular aperture 1.2 km wide,
an analysis of the resulting Fresnel diffraction pattern using a
Cornu spiral finds that the boundaries of the geometric
shadow are quite sharp. Thus, for the 600-m radius perturba-
tion the apparent angular half-width of the diffracted field
would be very close to the geometric half-width of 36° for
fextent at this range, as was found to be the case.

By contrast, a perturbation radius of 150 m places the
2-km range receiver location in the Fraunhofer region (r
.4a2/l51200 m), and diffraction effects are found to be
prominent. Given a total perturbation ‘‘aperture’’ of 300 m,
the azimuthal angle at which the diffraction mainlobe attains
its first null is fnull5l/2a514.4° from the mainlobe center,
close to the angular extent of the observed pressure deriva-
tives in Figs. 7~a! and 8~a!, and nearly twice as large as the
geometrical anglefextent. Thus, the predictions of simple
plane-wave diffraction theory are consistent with the results
from the expressions derived here.

IV. CONCLUSION

A semianalytic set of expressions has been derived for
the derivative of an acoustic pressure field in a laterally ho-
mogeneous waveguide, with respect to an arbitrary three-
dimensional refractive index perturbation anywhere within
that waveguide, using a normal-mode formulation. The ex-
pressions, which were derived using an adjoint Green’s func-
tion formalism, require two sets of one-dimensional numeri-
cal integrations over a set of spatial basis functions. Once
these integrations have been computed, a wide variety of
perturbations can be rapidly synthesized. The extension of

these expressions to density perturbations, although not pre-
sented here, should follow a similar route, although the spa-
tial gradient of the Green’s function, and thus the gradient of
Eqs.~12! and ~13!, would be required.18

These expressions have been demonstrated in simple
sensitivity studies that illustrate how both plane-wave and
cylindrical perturbations can influence the received pressure
field, even when the perturbation does not physically inter-
sect the vertical plane connecting the source and receiver.
Whether realistic ocean perturbations produce similar out-of-
plane effects has been a question of practical
interest.19,23–25,35,36Many realistic perturbations, especially
those of internal linear waves,27 can be expressed as straight-
forward combinations of the basis functions of Eq.~7!, so
these expressions may be useful in more sophisticated sensi-
tivity studies.

In practical terms the expressions used here could be
used to check whether significant horizontal refraction ef-
fects might be expected under various experimental deploy-
ment geometries, before applying tomographic algorithms
that neglect out-of-plane refraction effects. These expres-
sions might also serve as benchmarks for three-dimensional
propagation codes, such as a three-dimensional parabolic
equation code.37,38

These expressions have some theoretical interest as well,
as they can be used to compute the Cramer–Rao bounds for
environmental parameters related to three-dimensional struc-
tures in an ocean waveguide, a rigorous approach for esti-
mating the sensitivity of an acoustic field to a perturbation.
For example, the minimum variance of internal wave spec-
trum estimates extracted from acoustic data could be derived
as a function of input sample size and signal-to-noise ratio.
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Humpback whale songs were recorded on six widely spaced receivers of the Pacific Missile Range
Facility ~PMRF! hydrophone network near Hawaii during March of 2001. These recordings were
used to test a new approach to localizing the whales that exploits the time-difference of arrival~time
lag! of their calls as measured between receiver pairs in the PMRF network. The usual technique for
estimating source position uses the intersection of hyperbolic curves of constant time lag, but a
drawback of this approach is its assumption of a constant wave speed and straight-line propagation
to associate acoustic travel time with range. In contrast to hyperbolic fixing, the algorithm described
here uses an acoustic propagation model to account for waveguide and multipath effects when
estimating travel time from hypothesized source positions. A comparison between predicted and
measured time lags forms an ambiguity surface, or visual representation of the most probable whale
position in a horizontal plane around the array. This is an important benefit because it allows for
automated peak extraction to provide a location estimate. Examples of whale localizations using real
and simulated data in algorithms of increasing complexity are provided. ©2004 Acoustical
Society of America.@DOI: 10.1121/1.1643368#

PACS numbers: 43.30.Sf, 43.30.Wi@WMC# Pages: 2834–2843

I. INTRODUCTION

Passive acoustic methods of observing marine mammals
have been of interest for many years for censusing, behav-
ioral studies, and more recently for ensuring mammals are
not present in acoustic ranges during operations which might
disturb them.1–5 The acoustic characteristics of whale songs
make them detectable at long ranges using hydrophones.5–9

For example, low-frequency blue and fin whale sounds can
be detected 1600 km away.10,11When received over an array
of hydrophones, whale songs can be used to estimate a sing-
er’s position. Unlike difficult radio tagging, passive acoustic
observation methods are unobtrusive; a whale’s behavior is
unlikely to change because of the observation.12 Acoustic
techniques can observe many individuals at once and are
suitable for continuous monitoring applications. In addition,
acoustic localization also works when animals are hidden
from view, such as at night or when submerged.4

This paper will describe a new passive acoustic tech-
nique for localizing sound sources based on acoustic propa-
gation modeling with an illustration of the technique to lo-
calizing marine mammals using widely spaced receivers. The
localization algorithm also provides a novel graphical dis-
play of marine mammal location that conveys the confidence
of the localization and allows for automatic extraction of
location estimates. To demonstrate the benefits of this model-
based approach, examples of localizations using both real
and simulated data in algorithms of increasing complexity
will be provided.

A common technique for localizing marine mammals is
that of hyperbolic fixing.4,5,12–17The measured difference in

arrival time of a whale call recorded on multiple hydrophone
pairs produces intersecting hyperbolas indicating the ani-
mal’s position. When the hydrophone pairs are very closely
spaced such as on a short towed array or vertical line array
~VLA !, hyperbolic fixing is no longer practical. Alternative
model-based techniques that exploit either the temporal or
spatial structure of the received field are then needed. For
instance, the arrival times and amplitudes on a single phone
can be used to estimate a whale’s range.9 Alternatively, the
interphone phase relationships on a VLA~representing the
arrival angles of the multipath! can also be exploited.18

The technique described here has several advantages
over other localization methods. It uses an acoustic propaga-
tion model to account for variations in soundspeed and
bathymetry, thus eliminating errors from constant sound-
speed and straight-line propagation assumptions inherent to
hyperbolic fixing.16 It can be applied to data from widely
spaced individual receivers rather than line arrays. Robust-
ness against environmental variability and acoustic multipath
may come from performing some processing in the spectral
domain,12,14 but a formal environmental mismatch study has
not been performed. The output of the algorithm is a graphi-
cal display that easily conveys mammal location and confi-
dence, and despite the algorithm’s added computational com-
plexity, it is suitable for real-time implementation without
user interaction.

Acoustic data from the Pacific Missile Range Facility
~PMRF! hydrophone network off the western coast of Kauai
were used to develop this model-based algorithm.19 In this
data set, the species of interest are humpback whales
~Megaptera novaeangliae! which are known to congregate
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near Kauai to breed in winter through spring months after a
long migration from the Gulf of Alaska.20 After describing
the available acoustic data set in Sec. II, the localization
technique is discussed in Sec. III. Comparisons of localiza-
tion methods of increasing complexity are presented in Sec.
IV.

II. ACOUSTIC DATA

The Pacific Missile Range Facility is an underwater ar-
ray of over 100 hydrophones in the waters near Kauai, Ha-
waii. Personnel at PMRF have implemented a near real-time
system for transmitting acoustic data from six broadband hy-
drophones to the Maui High-Performance Computing Center
~MHPCC! for analysis. Acoustic data files are posted to MH-
PCC in 1-min increments. The hydrophones available for use
are located 5–20 km apart and are deployed on the sea floor
at the locations and depths shown in Fig. 1 and Table I.

Two days of continuous acoustic data from the six hy-
drophones during March 22 and 23, 2001 were used for al-
gorithm development. Originally sampled at 10 or 20 kHz,
the data were low-pass filtered and downsampled to 2 kHz to
isolate the frequency band containing most of the energy of
the humpback whale songs. Songs are heard on every hydro-
phone and at all times of day. In many cases, the sounds of
multiple marine mammals can be heard simultaneously.
While viewing spectrograms of the acoustic data, spectral
patterns similar to those associated with humpback
whales21,22 are frequently observed. While it is not practical
to listen to every channel of the entire data set duration,

spectrograms can be examined quickly to confirm that all
recordings contained the patterns expected of humpback
whale songs.

When spectrograms from all hydrophones for the same
time segment are viewed concurrently, similar spectral pat-
terns are often recognized in two or more spectrograms, but
offset in time. In such cases, the same whale call is being
recorded on multiple receivers, but the time of arrival at the
receiver varies according to range from the singer. As an
example, Fig. 2 shows spectrograms from hydrophones 2
and 4 for a 20-s segment of data from minute 20:16 on
March 22, 2001; the spectrograms were made using 512-
point fast Fourier transforms~FFT’s! with 90% overlap. A
call pattern can be seen repeated on hydrophone 4 approxi-
mately 3.5 s after the same pattern on hydrophone 2. It is this
difference in arrival times~or time lag! for the same call on
two different channels that will be used in the localization
process.

FIG. 1. Bathymetry contours~depths in meters! and hydrophone locations
~0–5! at the Pacific Missile Range Facility. Axes are for Universal Trans-
verse Mercator~UTM! Zone 4 coordinates.

TABLE I. Hydrophone positions in geodetic and Universal Transverse Mercator coordinates~Zone 4, WGS84
datum!.

Hydrophone No. Latitude~deg! Longitude~deg! UTM North ~m! UTM East ~m! Depth ~m!

0 22.246158 2159.842556 2460315.3 413179.3 1638
1 22.080938 2159.867735 2442040.5 410480.1 649
2 22.191175 2159.886739 2454254.8 408590.6 777
3 22.125975 2159.897757 2447044.0 407412.1 843
4 22.215686 2159.929232 2456994.3 404226.6 1560
5 22.091847 2159.957723 2443303.8 401203.5 1768

FIG. 2. Spectrograms of acoustic data from hydrophones 2~top! and 4
~bottom! starting at time 20:16:30 on 3/22/01. A 3.5-s time lag for spectral
transients is apparent between the two spectrograms. Spectral patterns re-
semble those of humpback whale calls.
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III. LOCALIZATION ALGORITHM

The model-based localization algorithm consists of two
main components: spectral pattern correlation to calculate
time lags and ambiguity surface construction to generate a
location estimate. Ambiguity surfaces are probabilistic indi-
cators of source location and are constructed through com-
parison of measured time lags~‘‘data’’ ! to predicted time
lags ~‘‘replicas’’ !. Replica generation has a hierarchy of in-
creasing modeling complexity, and one goal of this study
was to determine how much modeling sophistication is nec-
essary for a correct localization. Example localizations from
three techniques using both real and simulated data are pre-
sented below to address that question.

A. Spectrogram correlation

Measuring time lags between whale call arrivals at dif-
ferent hydrophones is a critical step in the localization algo-
rithm. The standard method for determining time lags be-
tween two signals is through cross correlation, but whether
the correlation should be performed on the original wave
forms or their spectrograms is open to debate and could de-
pend upon the peculiarities of the signals being processed.
Spectrogram correlations are commonly used in whale local-
ization efforts,4,5,12,14perhaps because the signal structure re-
mains obvious even in the presence of interferers. Spectro-
gram correlation may also be more robust than wave form
correlation against multipath acoustic arrivals.12 However,
wave forms containing whale calls have been successfully
used in both matched-filter13 and cross correlation14,16,17pro-
cesses. Proponents of wave form approaches argue that the
resulting measurements of time lag are more precise.12,14Be-
cause no formal arguments exist regarding the superiority of
a correlation method, both spectral and wave form correla-
tion methods were applied to short segments of the data set
in order to determine which method is best for measuring
pairwise time lags in the PMRF environment.

The pairwise spectral shape correlations follow an ex-
ample described by Seem and Rowe.23 Spectrograms from
two hydrophones are digitized, i.e., converted to two levels
of intensity ~on or off! based on a data-adaptive threshold
that guarantees a minimum number of ‘‘on’’ pixels per time
window. In doing so, the loudest spectral content remains
visible in the digitized spectrogram while low-level spectral
patterns are hidden, thus adding some robustness against
multiple sources. Correlation is done very quickly by per-
forming a logical AND operation on the overlapping region
as two digitized spectrograms are shifted past each other.
Summing the overlapping pixels provides a correlation
score, in units of pixels, whose maximum determines the
time lag between channels as well as providing a confidence
level of the measurement.

A mathematical description of both the wave form and
spectral correlators follows. It assumes that two receivers are
separated by a distanced in waters with mean sound speedc.
Time series from the two receivers are sampled with a period
of Dt and are described by

r i5r ~ t i ! and si5s~ t i ! where t i5 i •Dt. ~1!

A frame length in seconds,t frame, is chosen that is slightly

longer than a typical whale call from the species of interest.
~A 10-s frame length was used with humpback whale calls.!
Each frame will containN samples defined by

N5t frame/Dt. ~2!

The mth frame is extracted from each time series:

r i
m5r m•N1 i and si

m5sm•N1 i , i 51,...,N. ~3!

The wave form correlation score at each lag binl for themth
frame is calculated by

cl
m5(

i 51

N

r i
m
•si 2 l

m . ~4!

The lag binl with the highest wave form correlation score
designates the time lagTw between the two time series for
framem according to

Tw
m5 l •Dt. ~5!

The spectral correlation is based on the short-time Fou-
rier transform of a time series:

R~ t, f ;tsnap!5E
2tsnap/2

tsnap/2

r ~ t2t!•e2 i2p f tdt. ~6!

SpectrogramR is computed using a FFT to produce a dis-
cretized spectrogram. Each spectrogram frame is of length
t frameand has dimensions ofNfreq frequency bins~256 in this
example! andNsnaptime bins or ‘‘snapshots’’ where

Nsnap5
N

2•Nfreq
~7!

~assumeNfreq divides N exactly!. It follows that the time
resolution of the snapshots is

tsnap52•Nfreq•Dt ~8!

and the frequency resolution is

D f 5
1

tsnap
. ~9!

Given the notation

Ri j 5R~ t i
snap, f j ! where i i

snap5 i •tsnap

and f j5 j •D f ~10!

the mth frame is defined as

Ri j
m5Rm•Nsnap1 i , j where i 51,...,Nsnap

and j 51,...,Nfreq. ~11!

A repeat of the above for time seriess makes an analogous
definition for frameSi j

m . Also calculated is the number of
snapshots needed when the maximum possible time lag be-
tween sensors is added to the desired frame length:

Nmax lag5
t frame1d/c

tsnap
. ~12!

Next, each receiver’s spectrogram frame will be digi-
tized or ‘‘pixilated,’’ i.e., each time/frequency bin in the
spectrogram will be assigned a 0 or 1according to an adap-
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tive threshold. A unit step function provides the digitization
mechanism:

u~x!5$1 if x.0

$0 if x<0. ~13!

For each frameRi j
m , a spectral power thresholdsR

m is calcu-
lated that guarantees a minimum numberNpixels of ‘‘1’’ pix-
els ~40 per second in this example!, such that

(
i

(
j

u~Ri j-2sR
m!>Npixels. ~14!

A different thresholds is calculated for each receiver, and
the mth frames are pixelated to make the digitized framesD
andE:

Di j
m5u~Ri j

m2sR
m! and Ei j

m5u~Si j
m2sS

m!. ~15!

The spectral correlation score at each lag binl for the mth
frame is calculated by

Cl
m5 (

i 51

Nsnap

(
j 51

Nfreq

Di j
m
•Ei 2 l , j

m

where l 52Nmax lag,...,Nmax lag. ~16!

The lag binl with the highest spectral correlation score des-
ignates the time lagTs between the twomth frames accord-
ing to

Ts
m5 l •Nfreq•DT. ~17!

An example of cross correlator output is shown in Fig.
3, where results from both wave form correlation@Fig. 3~a!#
and digitized spectral correlation@Fig. 3~b!# are presented for
comparison. Data are from hydrophones 2 and 4 for minute
20:16 on March 22, 2001; this time segment includes the
data shown in Fig. 2. A time window 10 s long extracts data
subsets~frames! to use with each correlation, and the win-
dow advances in 1-s increments through the entire minute,
calculating a time-lag and correlation score at each step.
~Note that correlation scores indicate relative correlation
strength among time steps, are in different units, and should
not be compared between the two techniques.! In this ex-
ample, both the wave form and spectrogram correlation
methods correctly extract the interchannel time lag of 3.5 s
during periods when the whale is singing. Furthermore, the
correlator scores drop when the animal stops singing~around
25 s!. By setting thresholds on the correlation score, only the
most confident of the time-lag estimates are passed to the
localization process, thus freeing the correlation output from
human examination. A spectrogram correlation score thresh-
old of 100 pixels was used in this processing, and if no
correlation score exceeded the threshold for a given time
window, no localization was attempted.

Agreement between the two correlation methods is not
always as good as that shown in Fig. 3. Typically, the spec-
tral correlator time-lag measurements were more consistent.
To illustrate this, Fig. 4 shows output from both the wave
form and spectral correlators for the same minute as that in
Fig. 3 but for the hydrophone pair 2 and 5. Time-lag mea-
surements from the wave form correlator are quite variable
over the minute while the spectral correlation process pro-
vides a more stable measurement. Perhaps the scattering in
the wave form correlator’s output is due to interferers such as
other distant animals singing simultaneous songs,12 but de-

FIG. 3. Time lags and correlation scores output by the cross correlator using
wave forms~a! and digitized spectrograms~b!. Cross correlations use data
from hydrophones 2 and 4 for minute 20:16 on 3/22/01. The 3.5-s time-lag
measurement from the correlators agrees with that visually observed in Fig.
2.

FIG. 4. Time lags output by the cross correlator using wave forms~a! and
digitized spectrograms~b!. Cross correlations use data from hydrophones 2
and 5 for minute 20:16 on 3/22/01. The consistency of the spectral correlator
made it the preferred method for time-lag measurement.
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termining the criteria for when one correlation method is
better than another remains an interesting area of study
which will not be addressed further here. Because of the
more consistent measurements provided by the spectral cor-
relator in this environment, it was used in all further analysis
to provide time-lag data to the ambiguity surface constructor.

B. Replica generation

The second input needed for ambiguity surface genera-
tion is the replica. In this application, the replica is a predic-
tion of time lags that would be measured by every receiver
pair combination from a source at every location within a
grid of candidate positions around the array. In order to cal-
culate time lags, acoustic travel times from each possible
source location to each receiver must be calculated first, but
the model complexity used during travel-time calculation can
sometimes affect the accuracy of the resulting localization.
In efforts to compare the effects of modeling complexity,
three replicas were made within a hierarchy of modeling so-
phistication. Replica computation time increases with added
complexity.

Common to all the replicas is the resolution of the can-
didate source locations. Simulated sources are spaced every
200 m in latitude and longitude in a 30-km square grid
around the array. Source frequency is set at 500 Hz, the
center of the frequency band of interest, and source depth is
assumed to be 10 m, within the range of expected depths for
singing humpbacks near Hawaii.24 While only one source
depth is used in the replica generation to follow, the search
grid can be expanded to include multiple source depths if
needed. Average historical soundspeed profiles for the region
were taken from the Generalized Digital Environmental
Model ~GDEM!, and PMRF provided bathymetry data for
the range. Geoacoustic properties of the sea floor are those
typical of sand:25 density 1.9 g/cm3, compressional wave
speed 1650 m/s, compressional wave attenuation .8 dB/
wavelength.~Values are from Table 1.3 of Ref. 26, based on
the work of Hamilton.27! The Gaussian beam acoustic propa-
gation modelBELLHOP was used to calculate travel times as
it can account for depth-dependent sound speed profiles and
range-dependent bathymetry.28,29 Given the small variation
in sound speed profiles over the area of study, the assumption
of range-independent sound speeds inherent toBELLHOP was
acceptable, and refractive effects outside of the plane of
propagation were not considered in the modeling.

The simplest replica uses assumptions equivalent to
three-dimensional hyperbolic fixing techniques. Sound speed
is assumed to be constant at 1510 m/s, and only the direct
acoustic path from the shallow source to the true receiver
depths determines the acoustic travel time. No bathymetric
effects are considered. After travel times from every candi-
date source position to every receiver position are calculated,
the appropriate travel time pairs are subtracted to create a
replica matrix of time lags indexed by source position and
hydrophone pair.

The next replica in this hierarchy adds a depth-
dependent sound speed profile to the acoustic modeling, but
bathymetric effects are still ignored; this will be called the
‘‘range-independent’’ replica. To illustrate the effect of the

downward-refracting sound speed profile on acoustic paths,
Fig. 5 shows both the average sound speed profile used in the
calculation and the resulting direct acoustic ray paths be-
tween the shallow source and hydrophone 0 at several
ranges. The mean acoustic sound speed varies with range
from the receiver, so travel time will not increase linearly
with range. The travel time is still that of the direct acoustic
path.

Lastly, the ‘‘range-dependent’’ replica adds range-
dependent bathymetric effects to the acoustic modeling. Note
that sound speed profiles are still range independent. The
addition of bathymetry contours to the acoustic model allow
for multipath arrivals from bottom-reflected paths to be in-
cluded in the travel time calculation. Figure 6 shows the
predicted acoustic ray paths from a shallow source to hydro-
phones 2 and 5 along two perpendicular bathymetry slices.

FIG. 5. Average soundspeed profile and predicted direct acoustic ray paths
between a shallow whale and hydrophone 0~1638-m depth! at several
ranges. The predicted mean acoustic soundspeed varies with range from the
receiver, and no bathymetric effects are included. Travel times from such
simulations constitute the ‘‘range-independent’’ replica.

FIG. 6. Predicted direct and reflected acoustic ray paths between a shallow
whale and hydrophones 2 and 5 along two perpendicular bathymetry slices.
Whale not drawn to scale. The ‘‘range-dependent’’ replica allows for both
direct and reflected ray paths to be included in the travel time calculation.

2838 J. Acoust. Soc. Am., Vol. 115, No. 6, June 2004 Tiemann et al.: Model-based whale localization



While both slices in this example contain both direct and
reflected ray paths, in some long-range cases, there is no
direct acoustic ray path between a candidate source position
and a receiver; only reflected ray paths will connect the two.
Because every ray path has a different travel timet, an av-
erage travel timetavg from all Narr arrivals, weighted by the
ray paths’ predicted amplitudesa, is used as the single travel
time value from a given source location:

tavg5(
i 51

Narr uai u•t i

asum
where asum5(

i 51

Narr

uai u. ~18!

To complete the replica generation process, the replica time
lag Tr is made by taking the difference in average travel
times for a given receiver pairp from a hypothesized source
at search grid positionxs5(xs ,ys ,zs). Like the other repli-
cas, the range-dependent time-lag replica is precalculated for
all receiver pair/source position combinations:

Tr
p~xs!5tavg

p1 ~xs!2tavg
p2 ~xs!, ~19!

where p1 and p2 are the two hydrophones making up re-
ceiver pairp.

For every replica type, theBELLHOP propagation model
also provides an estimate of acoustic intensityPn(xs) for
acoustic paths between every source positionxs and receiver
n. Degradation of the source amplitude, or transmission loss,
is saved as part of the replica as well and will be used in
scaling the ambiguity surface to follow.

C. Ambiguity surface construction

A singing whale is localized through the construction of
an ambiguity surface that is generated in the same way re-
gardless of the type of replica~range independent or range
dependent! used. The ambiguity surface is a two-dimensional
plan view of the area around the array containing the same
latitude/longitude locations as the candidate source positions
assumed during replica construction. Although each surface
assumes a constant source depth, a different surface can be
made for each hypothesized source depth. One input to the
localization process is the spectrogram-measured time lags
Ts

mp and correlation score for framem and each receiver pair
p. Only those measurements with high spectral correlation
scores~over 100 pixels! are passed to the localization pro-
cess. This ensures a high confidence in the resulting location
estimates. The replicas of predicted time lagsTr

p(xs) and
transmission lossPn(xs) serve as another input. Note that
replicas are time independent; they only need to be calcu-
lated once provided the environment or receiver positions do
not change.

For each source positionxs and receiver pair combina-
tion, the difference between the predicted time lag from the
replica and the measured time lag is normalized by the maxi-
mum possible time lag between receiver pairp separated by
distancedp . The resulting likelihood scores for each pair
form a surface with a minimum where the replica and data
agree best. The contours of the surface are accentuated by
taking the square root of the likelihood scores to make the
new surfaceL for the mth frame:

Lp
m5AuTr

p~xs!2Ts
mpu

dp /c
. ~20!

In order to represent increased localization uncertainty at
long range, the contribution to a localization from a distant
receiver pair is diminished; close receiver pairs will contrib-
ute more in the ambiguity surface construction. This is done
by scaling the likelihood scores by the predicted acoustic
intensity. The acoustic transmission loss in dB,a, is calcu-
lated for the two acoustic paths from a source to a pair of
receivers and summed:

ap~xs!520 log10~Pp1
~xs!•Pp2

~xs!!. ~21!

When ana is found for every candidate source positionxs, it
will form a transmission loss surface of the same dimensions
as the likelihood surfaceL. The likelihood surfaces for all
contributing receiver pairs are scaled by their corresponding
a and summed to complete construction of the ambiguity
surfaceA for the mth frame:

Am5(
p

Lp
m
•ap . ~22!

The surfaceA represents a planview of the waters around the
array for a single source depth, and source location estimates
common to many receiver pairs will sum to form a peak
indicating the best estimate of source position.

IV. LOCALIZATION COMPARISONS

Because of the added computational complexity re-
quired of each level of the replica generation hierarchy, a
comparison of localization results from different replicas,
plus comparisons to standard hyperbolic fixing techniques,
would examine whether any added benefits are worth the
additional computational costs. However, that answer de-
pends on the environment under study and the source posi-
tion. The following sections provide an example in which all
localization methods perform equally well plus another ex-
ample in which only the most sophisticated modeling will
produce the correct answer. In the comparisons to follow,
time-lag measurements are provided to three localization
techniques: two-dimensional hyperbolic fixing, range-
independent model-based localization, and range-dependent
model-based localization.

A. Real-data localization

The first set of localization comparisons uses time-lag
measurements from the same data exhibited in Figs. 2, 3, and
4: recordings of minute 20:16 on March 22, 2001. From one
frame of time-lag measurements extracted from that minute,
six hydrophone pairs have correlation scores exceeding the
score threshold, and their time lags are passed to the local-
ization algorithms. Output from the three localization tech-
niques is presented in Fig. 7 in order of increasing computa-
tional complexity. Each frame of Fig. 7 represents a 30-km-
square area of ocean around the PMRF array, with
hydrophone positions labeled~0–5!.

Figure 7~a! represents the traditional technique of plot-
ting intersecting hyperbolic trajectories of possible source
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positions based on time lags. This technique uses no acoustic
modeling other than the assumption of a constant sound-
speed of 1510 m/s, although the mean horizontal propagation
speed versus range from source to hydrophone could vary
from 1300 m/s to 1520 m/s depending upon range and depth

of the receiver. Note that not all hyperbolic paths intersect
precisely at the same point, perhaps due to the errors associ-
ated with the constant soundspeed assumption. Nevertheless
there is a tight clustering of intersections at approximately
415.2 km east, 2452.0 km north, which is then regarded as
the estimate of whale location.

Figures 7~b! and ~c! demonstrate the strengths of ambi-
guity surface visualization. Using the time-lag data and
range-independent@7~b!# or range-dependent@7~c!# replicas,
ambiguity surfaces were constructed as described in Sec.
III C. On these surfaces, areas of peak intensity represent the
most confident whale position estimates and are marked with
crosshairs. The location estimates from the model-based ap-
proaches agree well with each other and the hyperbolic esti-
mate; exact localization coordinates are indicated within
each figure frame. Note that ambiguity surfaces still reveal
patterns resembling hyperbolas, but the curves have effec-
tively been thickened and stacked in such a way that auto-
matic identification of the most probable source location is
possible. The jaggedness of the range-dependent curves is
due to variability in travel time and transmission loss predic-
tions caused by bathymetry effects. Furthermore, the narrow-
ness of the ambiguity surface peak convey high confidence
in the localization. A sharp peak implies that many receiver
paris had the same location estimate in common; a broad
peak suggests greater uncertainty in the localization as sev-
eral pairs’ location estimates failed to overlap at a common
point.

In this localization example, all techniques agree well,
and localizations are in close proximity regardless of replica
complexity. The agreement between all techniques is prob-
ably due to the relatively short ranges from source to receiver
and deepness of the water; direct acoustic paths to all receiv-
ers exist, so accounting for bathymetric effects is not neces-
sary for a correct answer. Unfortunately, no independent vi-
sual surveys are available during the times of the acoustic
recordings, so location estimates cannot be verified through
other means.

The analysis described here was applied to many other
short time segments throughout the two days of acoustic
data. Localization using the constant-soundspeed replica, not
shown in the comparisons above, was included as well. In
every case, a source was confidently localized by the model-
based techniques through a contribution of four or more re-
ceiver pairs. The acoustic data from those times were then
played back to verify the presence of a marine mammal.
However, when using hyperbolic fixing methods, the tight
grouping of intersections like those in the example above
was not always seen, sometimes making source location dif-
ficult to determine. It was hypothesized that any advantages
of the most sophisticated range-dependent replica over the
other replicas would best be seen in localizations of sources
at long range from the receivers. This could best be tested by
placing a simulated whale at the extent of the search grid.

B. Simulated localization

To demonstrate a situation when the full complexity of
the range-dependent model-based replica is necessary for a
correct localization, a simulated source is placed in the

FIG. 7. Plan views of the waters around the PMRF array with hydrophone
positions~0–5! indicated. Axes are for UTM Zone 4. Curves from hyper-
bolic fixing ~a! intersect at possible whale positions. Ambiguity surfaces
from range-independent~b! and range-dependent~c! model-based localiza-
tions indicate whale position estimates with high intensities and crosshairs.
Coordinates of the location estimates indicated in figure. Data is from
minute 20:16 on 3/22/01.
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southwest corner of the search grid very near the border~396
km east, 2436 km north, 10 m depth! and the acoustic model
BELLHOP used to simulate travel times from the source to all
receivers. The difference in simulated travel times became
the simulated time-lag data passed to the localization
algorithms.

Figure 8 shows the resulting source location estimates
from three techniques. The hyperbolic fixing method, shown
in Fig. 8~a!, has many hyperbola intersections, each indicat-
ing a possible source location. Because the intersections are
scattered over several square kilometers, determining a
single location estimate is difficult. The range-independent
model output, shown in Fig. 8~b!, shows some increases in
intensity on the ambiguity surface indicating likely source
positions. However, the contributions from individual re-
ceiver pairs do not stack up correctly to form a single peak at
the true source location. Instead, a coincidental intersection
of ambiguity surface curves puts a peak 15.3 km away from
the true source location. The ambiguity surface from the
range-dependent model, Fig. 8~c!, correctly identifies the
true source position, but it is expected to do so since the data
and replica in this test will have perfect agreement at the
source location. This one simulation illustrates that at ranges
where refractive and bathymetric effects are important the
assumptions inherent to hyperbolic fixing and the range-
independent replica break down, leading to an incorrect
localization.

In efforts to quantitatively compare the localization er-
rors of the different techniques, a simulation like the one
above was repeated many times while moving the simulated
source through every search grid position around the array.
The distance between the resulting location estimate and the
source was recorded for each source position. The localiza-
tion errors were then assembled to make an error map like
those of Fig. 9. The three replicas of increasing complexity
as described in Sec. III B were used in the localization pro-
cess, each generating its own error map. Figure 9~a! shows
the error map for the simplest replica which uses assump-
tions equivalent to hyperbolic fixing techniques: constant
soundspeed and straight-line, direct acoustic paths with no
bathymetric effects. Figure 9~b! shows the error map when
the range-independent replica is used in the localization.
Note that an error map for the range-dependent replica is not
shown because it always correctly identifies the source loca-
tion; the simulated data and replica are identical.

Of interest in Fig. 9 is that localization is almost perfect
regardless of replica type when the source is close enough to
the receivers for a direct acoustic path to exist. In cases
where bathymetric effects can be ignored, even the assump-
tions of the simplest hyperbolic fixing method are still suit-
able for a correct localization. The advantages of using the
full range-dependent replica are apparent at the outer limits
of the search grid where localization errors from using
simple models can be as high as 25 km. Only the range-
dependent replica that accounts for bottom interactions cor-
rectly locates the source. Therefore, when trying to extend
target localization far beyond array boundaries, one must
balance the increased accuracy of the more sophisticated rep-
lica model against the increased costs of longer calculation

time and higher environmental characterization require-
ments.

The error maps of Fig. 9 are an example of how one can
quantify errors associated with the different techniques

FIG. 8. Plan views of the waters around the PMRF array with hydrophone
positions~0–5! indicated. Axes are for UTM Zone 4. Curves from hyper-
bolic fixing ~a! intersect at many possible whale positions. Ambiguity sur-
faces from range-independent~b! and range-dependent~c! model-based lo-
calizations indicate whale position estimates with high intensities and
crosshairs. Data are from a simulated whale at 396 km east, 2436 km north
with position indicated by circle. Coordinates of the model-based location
estimates indicated in figure.
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through simulation, but to truly measure the error an experi-
ment localizing a controlled source of known location is re-
quired. However, any error measurements, real or simulated,
will be specific to the environment and receiver geometries
used and thus are not easily generalized. It is also difficult to
get formal bounds on uncertainties in the localization, such
as those resulting from environmental mismatch or the cor-
relation process for example. One strategy for measuring un-
certainty could involve adding mismatch in a Monte Carlo
fashion to the environment used in replica and simulated data
generation and then repeating the localization process.

V. DISCUSSION

The purpose of this work is to introduce a new passive
acoustic technique, with advantages over traditional meth-
ods, for localizing singing marine mammals, humpback
whales in particular. Based on acoustic propagation model-
ing, it claims increased accuracy in geometries where acous-

tic bottom interaction becomes important. The algorithm also
provides a visual display of whale location that is easy to
interpret and allows for automatic location extraction. While
the few localization examples shown here, plus many others
not presented, build confidence in the algorithm, it is recog-
nized that the algorithm has yet to be verified with other
independent methods such as by visual observation or con-
trolled source localization.

One question that arises is what amount of acoustic
modeling complexity is really necessary for localizations of
a desired accuracy. Each level of the modeling hierarchy has
its advantages and disadvantages. For example, the range-
independent replica used in this work can be quickly calcu-
lated in minutes and requires no prior knowledge of an en-
vironment’s bathymetry or geoacoustic properties. The
range-dependent replica can improve localization accuracy,
particularly at long ranges, but it requires 100 times more
computation time. The advantages of the range-dependent
replica may drastically increase in areas with complicated
bathymetry or in shallow water. Ultimately, the choice of
model lies with the user to balance environmental definition
and replica precalculation time versus localization accuracy
and range, and even traditional hyperbolic fixing methods
should remain an option in some geometries.

It should be stressed that although replica precalculation
can be a several-hour process, this step needs to be repeated
only as often as the environment or array geometry changes;
the remaining spectrogram correlation and localization cal-
culations are relatively simple. In the analysis of data from
PMRF, the localization could be completed within the data
update period of 1 min. The algorithm can run without op-
erator oversight by requiring high localization scores, such as
over 75% of maximum possible score, be met before declar-
ing a localization in order to minimize false alarms. It is also
rapid enough for near real-time processing. Both of these
qualities make it a good candidate for continuous, long-term
monitoring of marine mammal activity, provided the animals
are vocalizing.

To demonstrate how this algorithm could be a tool for
behavioral studies, Fig. 10 shows the most confident whale
location estimates from the 24 hours of March 23, 2001. The
locations of ambiguity surface peaks that were over 75% of
the maximum score are shown as points on this plan view.
From this plot, one could conclude that on this day singing
whales preferred to stay near the shore of Kauai instead of
venturing out into deeper water. Through acoustic studies
over longer time periods and ranges, common travel routes
may become apparent, especially when used in conjunction
with other complementary techniques such as visual obser-
vation and tagging.

The algorithm presented here has a modular design that
adds to its flexibility and facilitates advancement. For ex-
ample, should wave form cross correlations offer advantages
over spectrogram correlations, it is easy to substitute that
step in the processing. Because replica generation is indepen-
dent of the visualization process, it does not have to be lim-
ited to ray theory; full wave acoustic models may easily be
substituted for still further improvements in accuracy. Lastly,
while the algorithm described here was used in a two-

FIG. 9. Maps of localization error on plan views of the waters around the
PMRF array with hydrophone positions~0–5! indicated. Axes are for UTM
Zone 4. Maps indicate distance in kilometers between source and location
estimate for a simulated source at the map coordinates. Results from simple
hyperbolic replica shown in~a!; range-independent replica shown in~b!.
Errors increase when far outside array as bathymetric effects become more
important with increased range.
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dimensional search~latitude/longitude! it has an immediate
generalization to a full three-dimensional volumetric search.
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Active acoustic time reversal is a technique for focusing sounds recorded in complex unknown
environments back to their remote point~s! of origin. It can be accomplished with a transducer
array—a time-reversing array~TRA!—that sends and receives sound. Nearly all prior work on TRA
performance has involved stationary arrays. This letter describes how random array deformation
influences TRA retrofocusing in shallow ocean environments. For harmonic signals, randomly
drifting array elements degrade TRA performance by;20% when the average horizontal
wavenumber times the root-mean-square horizontal element displacement approaches 0.5. TRA
focusing should be less sensitive to vertical element drift. ©2004 Acoustical Society of America.
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I. INTRODUCTION

Acoustic time reversal is a means for focusing sound in
unknown environments. It is based on the invariance of the
lossless wave equation to changes in the sign of the time
variable. Active acoustic time reversal may be accomplished
by recording sounds with an array of transducers—a time-
reversing array~TRA!—and then replaying the recorded
sounds from the same array to produce back-propagating
waves that converge at the location~s! of the remote sound
source~s!. TRAs may be of nearly any size or shape and can
operate in any frequency range without knowledge of the
source location~s!, transducer locations, or environmental
characteristics. TRAs perform well in the absence of acoustic
absorption losses and temporal changes in the environment
when the array possesses sufficient aperture. Future active
sonar and underwater communication systems suitable for
use in unknown shallow ocean waters may be developed
from the automatic spatial and temporal focusing properties
of TRAs.

For many array-signal processing techniques, it is im-
portant to know the relative positions of the sensors~or,
equivalently, the shape of the array! to maximize the array-
processing gain~Hinch and Rule, 1975; Hodgkiss, 1983,
1989; Hodgkisset al., 1996!. The time-reversal process does
not require knowledge of the array shape as long as the array
shape does not change between the signal reception and
time-reversed transmission~Jackson and Dowling, 1991; Ku-
permanet al., 1998!, an important advantage over conven-
tional array-processing techniques. However, in practice,
cable dynamics, tow ship maneuvers, and shear and currents
in the ocean water column may cause array dynamic defor-
mation ~Careyet al., 1998; Cavenyet al., 1999! in the time
interval between signal reception and time-reversed trans-
mission.

This work presents a study of TRA performance when

the array is composed of drifting elements each having an
uncorrelated zero-mean random displacement between the
recording and broadcast steps of the time reversal process.
This simple model holds for mild array deformations when
the array elements move independently, i.e., when the stiff-
ness of the array mounting system or cable is neglected. This
model could be used to estimate for how long or under which
deformations a field of drifting sonobuoys~see Dosso and
Collison, 2002! could be used as a temporary TRA. The case
of coherent TRA element motion is covered in a separate
study ~Sabra and Dowling, 2003!.

This article reports the results of a theoretical and com-
putational investigation into how random array deformation
and array orientation influence TRA retrofocusing in shallow
ocean environments. The main findings are that array perfor-
mance degradation is similar for both vertical and horizontal
array orientations and this degradation increases monotoni-
cally with the product of the average horizontal~vertical!
wavenumber and the root-mean-square horizontal~vertical!
element displacement. Here, the main performance metric
examined is the field amplitude produced by the TRA at the
source location. TRA focus size in ocean waveguides can be
deduced from an appropriate method of images construction
~Kim et al., 2001!.

II. ANALYTICAL FORMULATION

A time-reversing array both receives and sends acoustic
signals. When the array’s elements are displaced between the
receiving and transmitting steps of time reversal, its perfor-
mance will be degraded because the transmitted time-
reversed signals will no longer be precisely matched to the
measured propagation characteristics that were established
during the array’s recording step. Here, it is assumed that the
element displacements are random and that the elements
only move between, and not during, the recording and trans-
mitting steps. If the recording and broadcasting locations of
the jth array element arerW j andrW j1DW j , respectively, then the

a!Author to whom correspondence should be addressed. Electronic mail:
drd@umich.edu
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usual harmonic-signal monopole TRA formulation~Jackson
and Dowling, 1991; Kupermanet al., 1998! produces

P~rW,DW j ,v!5A(
j 51

N

G~rW,rW j1DW j ,v!eivTcG* ~rW j ,rWs ,v!,

~1!

whereP(rW,DW j ,v) is the TRA-produced acoustic field at fre-
quencyv, N is the number of array elements,rWs is the source
location,G is the Helmholtz equation Green’s function,Tc is
a time delay that ensures causality for the array’s operations,
andA is an the overall gain constant determined by the char-
acteristics of the array’s elements. In this work, the impact of
the random displacementsDW j are illustrated through the
mean normalized TRA field amplitude at the source location
rWs ,

^P~rWs ,DW j ,v!&
P~rWs,0,v!

5
^( j 51

N G~rW,rW j1DW j ,v!G* ~rW j ,rWs ,v!&

( j 51
N uG~rW j ,rWs ,v!u2

,

~2!

where the angle brackets denote the expected value for the
random variablesDW j . When this ratio is near unity, element
drift is predicted to have little or no influence on array per-
formance. When it approaches zero, TRA retrofocusing is
lost.

The statistical model for the element displacements is
chosen to be as simple as possible to extract analytical re-
sults from Eq.~2!. The range, depth, and azimuthal compo-

nents ofDW j5(Dr j ,Dzj ,Dxj ) are assumed to be small,uDW j u
!urW j u, independent, and identically distributed from element
to element with zero mean. This corresponds to the case of a
loose or an elastic array~Cavenyet al., 1999! whose elonga-
tional and lateral stiffnesses are ignored. In a typical ocean
waveguide, when the source is placed at the origin of the
range coordinaterWs5(0,zs,0), azimuthal displacements
(Dxj ) of the array’s elements tend to occur along lines of
constant source signal phase. Therefore,Dxj is not expected
to degrade TRA performance and is not considered further.
However, TRA element displacements in range (Dr j ) and
depth (Dzj ) remain important and are taken to have vari-
ances ofs r

2 andsz
2, respectively.

With these simple statistics for the element displace-
ments, progress can be made in evaluating Eq.~2! when a
modal sum form of the Green’s function~see Jensenet al.,
1994! is employed. Here, the range independent form is used
with rWs5(0,zs,0),

G~rW j ,rWs ,v!5
ie2 ip/4

r~zs!A8p
(

m51

M
Cm~zs!Cm~zj !

Akmr j

eikmr j ,

~3!

wherer(z) is the water density, theM propagating modes
have vertical profilesCm(z), andkm is the horizontal wave-
number of themth mode. Combining Eqs.~2! and ~3! pro-
duces

^P~rWs ,DW j ,v!&
P~rWs,0,v!

5

( j 51
N (n51

M (m51
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iknDr j
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When Dr j and Dzj are independent, their joint distribution
function factors, so that their impact in Eq.~4! can be as-
sessed separately. ConsiderDzj first. When the vertical den-
sity gradient is mild, a Taylor series expansion can be used to
determine
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d2Cm~zj !

dz2 G
'

Cm~zj !

r~zj !
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2km

2 D sz
2

2 G
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Cm~zj !
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F12

kz,m
2 sz

2

2 G , ~5!

where the second approximate equality follows from the dif-
ferential equation for the mode shapesCm(z), c(z) is the
sound speed profile at the array, the depth-averaged value of
A(v/c(z))22km

2 is kz,m , and the linear term in the expan-
sion is missing becausêDzj&50. The third approximate

equality in Eq. ~5! is convenient because it removes the
depth dependence from the multiplier ofsz

2. Similarly for
Dr j , when the source-element distances are large, the influ-
ence ofDr j will be primarily felt through the complex ex-
ponential factor. Thus, whenDr j is Gaussian distributed—as
is assumed here—the random range factors produce

K eiknDr j

Akn~r j1Dr j !
L '

exp$2kn
2s r

2/2%

Aknr j

. ~6!

Equations~4!–~6! provide a formal prediction of the normal-
ized mean field amplitude produced by a TRA with randomly
drifting elements.

These formal results can be evaluated in a reasonably
compact form when the TRA is linear and vertical with suf-
ficient aperture and element density so that the sums in Eq.
~4! are simplified via mode orthogonality~see Kuperman
et al., 1998!:
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whereR is the source-array range. Bottom losses prevent the modes from forming a complete orthogonal set so Eq.~7! is
approximate. However, the discrepancy is small and is unlikely to affect this analysis. For a horizontal array, all elements at
depth za , there is no general simplification. However, horizontal arrays are commonly analyzed by considering only the
diagonal terms in the double modal sums in Eq.~4! ~Bogart and Yang, 1994; Dungan and Dowling, 2002! because the
off-diagonal terms will tend to cancel with each other while the diagonal terms will tend to reinforce each other. Thus, for a
horizontal array,
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2 ~za!exp$2km
2 s r

2/2%/r~zs!r~za!kmR#@12kz,m
2 sz

2/2#~( j 51
N ~R/r j !!

(m51
M @Cm

2 ~zs!Cm
2 ~za!/r~zs!r~za!kmR#~( j 51
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, ~8!

whereR is the average source-array range. In Eqs.~7! and
~8!, the additional factors in the numerators compared to the
denominators are the same, so random element displacement
should have similar effects on both vertical and horizontal
arrays. In addition,kz,m will typically be much smaller than
km , so that a given level of range-direction element displace-
ment should cause more degradation than an equal amount of
vertical element displacement.

III. NUMERICAL SIMULATIONS

Numerical simulations based directly on Eq.~2! were
performed for both vertical and horizontal~endfire! arrays in
a generic range-independent shallow water sound channel
~Fig. 1!. The normal mode program KRAKEN~Porter and
Reiss, 1984! was used to compute the mode shapes andkm’s,
for this sound channel. The expected value in Eq.~2! was
computed by averaging 100 realizations of random array de-
formation starting from an initially straight linear configura-
tion. For the vertical array simulations, the array had 21 el-
ements and was centered in the sound channel with a 3-m
vertical spacing. For the horizontal array simulations, the
array also had 21 elements but was placed at a depth of 32.5
m with a range spacing between elements of 25 m to ensure
proper sampling of the modes~see Dungan and Dowling,
2002!. For both array orientations, the source depth was 27
m and the average source-array rangeR was 5 km.

Figure 2 shows a comparison of the mean normalized
field amplitude for vertical and horizontal arrays along with

the predictions of Eqs.~7! and~8! for a frequency of 500 Hz
when the TRA’s elements drift randomly in the range~hori-
zontal! direction alone. Here all the results collapse well
within the 95% confidence limits shown by the error bars on
the simulation results when the root-mean-square~rms! ele-
ment drift distance,s r , is scaled bykav52p f /cav where
cav is the average sound speed through the water column
depth. Simulation results at 250 and 750 Hz~not shown for
clarity! collapse with similarly fidelity to exp$2kav

2 sr
2/2%.

These simulation results confirm the accuracy of Eqs.~7! and
~8! for random range-direction element drift.

Figure 3 shows a comparison of the mean normalized
field amplitude for vertical and horizontal arrays along with
the predictions of Eqs.~7! and~8! for a frequency of 500 Hz
when the TRA’s elements drift randomly in the vertical di-
rection alone. To at least partially account for the differences
in vertical and horizontal modal wavenumbers, the results
are presented with the rms element drift distance,sz , scaled
by the average vertical wavenumber,kz,av , of the first ten
propagating modes. The Fig. 1 sound channel supports 21
propagating modes but the first ten carry most of the signal
energy. The collapse of the simulation results shown on Fig.

FIG. 1. Computational sound channel with environmental parameters. The
heavier line indicates the speed of sound profile.

FIG. 2. Normalized mean TRA retrofocus amplitude versus the product of
the average horizontal wavenumberkav52p f /cav (cav5depth averaged
speed of sound! and the root-mean-square range-direction horizontal ele-
ment displacement,s r , at a frequency 500 Hz. The solid curve~a! is an
average result of 100 simulations for a vertical array with different random
element displacements. The dashed curve~b! is a similar average of simu-
lation results for a horizontal array. The~a! and ~b! curves have error bars
that extend to plus and minus two standard deviations of the mean~95%
confidence interval!. The dash-dot curve~c! represents Eqs.~7! and~8!. The
pluses~d! are the average amplitude decay exp$2kav

2 sr
2/2%.
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3 is not as good as that on Fig. 2. The poorer Fig. 3 collapse
can be traced to the fact that each mode has its own distinct
vertical wavenumber andkz,av does not fully capture this
variability. Plus, the Taylor series expansion leading to Eqs.
~7! and~8! loses its validity assz increases. However, there
is little loss of TRA focus amplitude forkz,avsz less than
unity. Simulations results at frequencies of 250 to 750 Hz
~not shown! were essentially identical to those shown on Fig.
3. As a final point, Fig. 3 shows that conservative~i.e., pes-
simistic! predictions of TRA focusing performance are pro-
vided by Eqs.~7! and ~8!, so they do provide a means of
bounding TRA performance when the elements drift verti-
cally.

IV. SUMMARY AND CONCLUSIONS

Deformation of a time-reversing array between the re-
ceiving and transmitting steps of the time reversal process
degrades TRA performance. There are two main conclusions
to be drawn from this study. First of all, TRA-field amplitude
loss worsens with increasing frequency and root-mean-
square element displacement. For range-direction horizontal
displacements, a 20% amplitude loss will occur when the
product of the average horizontal wavenumber and the rms
element displacement reaches;1

2. For vertical element dis-
placements to cause the same level of amplitude loss, the
product of the average vertical wavenumber and the rms dis-
placement must be approximately an order of magnitude
larger. And, second, when comparing a vertical array that
spans the water column and a horizontal array that is long
enough for adequate sampling of the propagating modes, the

orientation of the array does not play an important role in
determining the extent of drifting element degradation. In
practice, the effects of array deformation and motion on TRA
performance should be cumulative when the array is towed.
Therefore devices that limit dynamic deformation of the ar-
ray or techniques that permit array shape compensation may
be needed when TRAs are towed, especially for applications
at high frequencies~e.g., underwater communications!. Ex-
perimental measurements could be used to determine the im-
portance of element drift on TRA performance for any par-
ticular TRA deployment.
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A large-aperture, seabed mounted, fiber-optic hydrophone array has been constructed and
characterized. The system is designed for use as a large area surveillance array for deployment in
shallow water regions. The underwater portion comprises two arrays of 48 hydrophones separated
by a 3 kmfiber-optic link, which are connected to a shore station by 40 km of single-mode optical
fiber. The hydrophone is based on a fiber-optic Michelson interferometer and the acoustic
transduction mechanism is a fiber-wrapped mandrel design. No electrical power is required in the
underwater portion. The performance of the system is described, characterized during laboratory
measurements and during a recent sea trial. Specifically, measurements of the acoustic resolution,
array shape, beam patterns, array gain, and target tracking capability of this array. The system
demonstrates self-noise levels up to 20 dB~typically 10 dB! lower than the ambient acoustic noise
experienced in the sea trial and array gains close to the theoretical maximum. The system telemetry
and electronics have been designed to be expandable to accommodate several hundred hydrophones.
© 2004 Acoustical Society of America.@DOI: 10.1121/1.1710504#

PACS numbers: 43.30.Wi, 43.30.Yj, 43.38.Zp@RAS# Pages: 2848–2858

I. INTRODUCTION

Optical fiber acoustic sensors are being developed for a
variety of passive sonar applications. Since their inception in
the late 1970s,1 this technology has been developed to a level
of maturity such that prototype systems have been success-
fully demonstrated in realistic sea trials.2 One area of par-
ticular interest is shallow water acoustic surveillance. This
application requires acoustic arrays comprising in some
cases several hundred sensors, which may be located several
kilometers from the receiving station. These installations
may be deployed for between a few months to several years.
For this application the all-optical system offers several ad-
vantages. These systems contain no electrical components in
the wet-end portion and are therefore light-weight and less
susceptible to water ingress, improving reliability. The high
multiplexing capability of the optical fiber systems allows
several hundred sensors to be interrogated through two fibers
or less; requiring only a small diameter cable to link the
underwater array to the shore. The underwater portion is also
immune to electro-magnetic interference.

Described here is the performance of a large-scale fiber-

optic seabed hydrophone array that has been characterized
during laboratory tests and during an open water sea-trial.
The system comprises 96 hydrophones in total, which are
divided into two arrays of 48 hydrophones separated by 3
km. The arrays are designed for conventional plane-wave
beamforming. The hydrophones are linearly spaced at 1.51 m
intervals, yielding a design frequency,f d , equal to 488 Hz,
where f d5cw/2d ~here,d is the hydrophone spacing and the
sound speed in water,cw51475 m/s). Data from the two
arrays are processed separately. The arrays are separated by a
3 km fiber-optic cable and connected to the shore by a 40 km
fiber-optic link.

The detailed design of this system has been reported
elsewhere,3,4 and emphasis is placed on analyzing the perfor-
mance of the individual sensors and the array; however, a
brief explanation of the operating principle and system de-
sign is given in Sec. II. The fiber-optic system contains sev-
eral different noise sources, compared with electro-ceramic
based systems; it is therefore important to accurately charac-
terize each noise source and determine its relative contribu-
tion to the total noise. This will allow an accurate prediction
of the performance of the system during field use. These
noise sources and the correlation of the noise sources be-
tween sensors are discussed, followed by the effect on the
array detection performance when array beamforming is per-

a!Present address: Naval Research Laboratory, Code 5674, 4555
Overlook Avenue SW, Washington, DC 20375; electronic mail:
geoff.cranch@nrl.navy.mil
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formed. In Sec. III, measurements of the self-noise of the
sensors and data from the field trial are presented. In Sec. IV,
the method of determining the array shape after deployment
is described and the results are presented. This information is
then used to perform shape-corrected conventional beam-
forming, which allows the beam patterns and array gain to be
determined. In Sec. V, the acoustic emission tracking capa-
bility of the system is demonstrated. Finally, a summary is
given in the concluding section.

II. PRINCIPLE OF OPERATION

A. Background and sensor configuration

A fiber-optic hydrophone operates by converting the
acoustically induced strain within an optical fiber placed
within the acoustic field into a phase shift in the light propa-
gating in the fiber. This phase shift is converted into intensity
modulation by incorporating the fiber into one arm of a fiber-
optic interferometer. To enhance the strain induced in the
fiber, an amplification mechanism is usually incorporated.
The technique used in this system is based on a fiber
wrapped air-backed mandrel design.5 The physical change in
the diameter of a plastic mandrel, around which the fiber is
wrapped, under the influence of a time varying pressure field
induces a strain in the fiber. The air backing increases the
compliance of the structure and therefore increases the in-
duced strain within the fiber. An omni-directional hydro-
phone response is obtained when the acoustic wavelength is
much greater than the maximum hydrophone dimension.
Multiplexing is achieved by serial concatenation of sensors
and using the time of flight of injected optical pulses to se-
quentially address each sensor. Wavelength division multi-
plexing is incorporated with the time division multiplexing
to permit signals from several time division multiplexed sen-
sor arrays to be combined onto a single optical fiber. Sixteen
sensors are multiplexed with time~expandable to 64! and six
wavelengths are used to allow 96 hydrophones to be interro-
gated through two optical fibers. To achieve high phase reso-
lution from the interferometric sensor, a high coherence laser
is required that emits a stable single optical frequency. Six
erbium doped distributed feedback fiber lasers are used in
this system with emission wavelengths ranging from 1541.35
to 1549.32 nm spaced by 1.6 nm. The transfer function of the
interferometer is cosinusoidal and therefore an interrogation
method is required to linearize the response of the sensor. A
heterodyne based method is employed, where by the fre-
quency of the light from each arm of the interferometer is
shifted. When the two beams interfere on the detector, a beat
frequency equal to the difference in frequency between the
two beams is generated. A strain imposed on the fiber will
modulate the phase of the light, which will appear as phase
modulation sidebands around the beat frequency. The beat
frequency is then mixed with a phase locked local oscillator,
and the phase information of interest is retrieved using a
trigonometric method. A simplified example of a single sen-
sor in this multiplexed configuration is shown in Fig. 1.

The optical emission from the laser is injected into a
path-imbalanced interferometer or compensator~COMP!.
Acousto-optic modulators in each arm frequency shift and

amplitude modulate the light when driven by a pulsed radio
frequency source. The output from one acousto-optic modu-
lator is delayed with a fiber delay line before being combined
with the other arm. The compensator thus generates two de-
layed pulses with a frequency difference,D f 5RF22RF1 ,
which are repeated at a frequency,f rep. The pulses are am-
plified with an erbium doped fiber amplifier~EDFA! and
launched into the sensor array. The sensing region of the
fiber is defined by splicing two reflective directional couplers
at each end. The fiber length in-between the coupler forms
one arm of a Michelson interferometer, and is set to give an
optical path length equal to half the optical path length of the
delay line in the compensator. Therefore, the reflection of the
first pulse from the mirror after the sensor arrives back at the
detector at the same time as the reflection of the second pulse
from the mirror before the sensor. The total phase of this
interferometer configuration is the difference in phase be-
tween the compensator and the Michelson interferometer
sensor,

f tot5~2pn/l!•~LCOMP22LMI !, ~1!

where n is the effective index of the fiber core,l is the
free-space optical wavelength, andLCOMP and LMI are the
fiber path imbalances in the compensator and Michelson in-
terferometer, respectively. In the ideal case (LCOMP22LMI)
50 andf tot50; however, imperfect matching of optical fi-
ber paths and thermally induced fluctuations in the fiber
lengths result in a small effective imbalance and hence a
nonzero total phase. At the detector, the two pulses reflected
from each directional coupler overlap and generate the het-
erodyne beat frequency. Assuming that equal power is re-
flected from each directional coupler, then the intensity in the
heterodyne pulse is given by

I 5I inc„11V cos~2pD f t1fs~ t !!…, ~2!

whereI inc is the total mean intensity in the heterodyne pulse
and fs(t) is the phase modulation containing the acoustic
information.V is a fringe visibility term, ranging from zero
to unity, that depends on the relative orientations of the po-
larization of the light from each interferometer arm. Remov-
ing the dc component from Eq.~2! and mixing with in-phase
~i! and quadrature~q! components of a stable local oscillator
yields

i ~ t !5A cos„fs~ t !…, ~3a!

q~ t !5A sin„fs~ t !…, ~3b!

FIG. 1. Sensor configuration.
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whereA is proportional to the fringe visibility, photodiode
responsivity, received power, and gain in the mixing process.
The signal phase of interest is then obtained by taking the
arctangent of the ratio of Eqs.~3b! and ~3a!. Prior to detec-
tion, the pulse train is amplified by a second EDFA. An op-
tical bandpass filter~OBPF! is placed at the output to remove
amplified spontaneous emission, generated by the EDFAs,
that lies outside the optical bandwidth of the signal interro-
gating the sensor. The effect of polarization induced signal
fading is alleviated with a polarization diversity receiver
~PDR!, discussed in the following. The two outputs of the
PDR are each mixed with the local oscillator, low-pass fil-
tered and digitally sampled~A/D!. The phase measurement
and tracking is then performed digitally by the demodulator.
Phase locking the local oscillator to the oscillators driving
the acousto-optic modulators allows the phase of the inter-
ferometer to be tracked. Although the phase will drift due to
thermally induced fluctuations in the fiber lengths and laser
wavelength, these effects are usually very slow, and in most
cases very low frequency pressure fluctuations~!1 Hz! can
be resolved.

A third EDFA is located at the output of the sensor array.
It is powered with an optical pump signal, at a wavelength of
1480 nm, delivered through a separate fiber and is called a
remotely pumped EDFA. The gain provided by this amplifier
compensates for signal attenuation in the return fiber, and
therefore allows the fiber link to be extended.

The definition of terms and values of various parameters
used in this paper are given in Table I.

B. Optical sensor noise sources

A noise source refers to any effect that generates a sig-
nal, which is unrelated to the acoustic signal of interest and
interferes with its precise measurement. In the remotely in-
terrogated optical hydrophone sensor, there are several opti-
cal noise sources that can contribute significantly to the total
sensor noise. These are:~i! laser frequency noise,~ii ! laser

intensity noise,~iii ! amplified spontaneous emission noise,
and ~iv! coherent double Rayleigh scattering noise.6 Other
noise sources, such as optical shot noise, detector noise, os-
cillator phase noise, single Rayleigh backscattering,7 fiber
thermal noise,8 and input polarization noise9 are also present
but are generally less significant and will be ignored.

Laser frequency induced phase noise arises from the
small path imbalance present in each sensor. An imbalanced
interferometer converts input frequency fluctuations into in-
tensity fluctuations, which are proportional to the path imbal-
ance. The frequency induced phase noise,df freq, for one
laser isolated from environmental noise is shown in Fig. 2~a!
scaled to a fiber path-imbalance of 1 m in aMichelson inter-
ferometer. Fluctuations in the intensity of the laser also con-
tribute to the sensor noise and generate a noise current on
detection indistinguishable from the sensor phase signal.
This is characterized in terms of the relative intensity noise
spectral density~RIN! where

RIN5
SdP

P̄2
. ~4!

SdP is the spectral density of the optical power fluctuations
and P̄ is the mean optical power. A typical RIN spectrum is
shown in Fig. 2~b!. For the case when the RIN occupies a
bandwidth much less than the heterodyne beat frequency, the
RIN induced phase noise is given bydfRIN5ARIN. RIN
appears in the parameter,A, in Eqs. ~3a! and ~3b! and is
therefore common mode to these two signals. Thus, by care-
ful balancing of signal levels during the process of extracting
the phase, first-order rejection of the RIN can be achieved.
Optical amplifiers in the system generate amplified sponta-
neous emission~ASE!. ASE occupies an optical spectrum
approximately 30 nm in width centered on;1545 nm, most
of which is filtered prior to detection. However, ASE noise
within the bandwidth of the optical filter~approximately 0.5
nm! will contribute a significant noise source. On detection,
two noise contributions arise: noise due to beating of the
ASE with the signal,dfs-sp , and noise due to beating of the
ASE with itself, dfsp-sp . Expressions for these noise
sources can be found in Ref. 10 and only their relative mag-

TABLE I. Definition of terms.

Parameter Value Description

f rep(51/T) 120 kHz Sensor interrogation rate
t Pulse width/sample time
L Sensor fiber length

D(5t/T) Duty cycle
D f 10 MHz Heterodyne frequency
f d 488 Hz Array design frequency
cw 1475 m/s Sound speed in water
d 1.51 m Hydrophone spacing
l 1550 nm Free-space optical wavelength
n 1.465 Effective refractive index of

fiber core
f Optical phase
V Fringe visibility

RIN Relative intensity noise
P Optical power
I Optical intensity

SdP Spectral density
gxy

2 Ordinary coherence function
Gxy Cross-spectra function
N Number of sensors

FIG. 2. Laser noise:~a! frequency induced phase noise in a Michelson
interferometer with a 1 m fiberpath-imbalance and~b! relative intensity
noise.
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nitudes are considered here. In an optimized system the ASE
generated by the remotely pumped amplifier dominates the
total noise contribution due to ASE.10 Coherent double Ray-
leigh scattering generated in the input fiber also contributes a
significant noise source when the input fiber is many kilome-
ters long. This noise source appears as an additional intensity
noise and can therefore be reduced by common mode rejec-
tion. It is considered here only in terms of the laser RIN.

Finally, another source of noise that has been found to
degrade the sensor performance is due to leakage light from
the acousto-optic modulators. This is generated when the ex-
tinction of the frequency shifted light is not sufficiently high.
This continuous leakage light forms multiple imbalanced
parasitic interferometers, which generate frequency induced
phase noise. In the system presented here the optical extinc-
tion ratio of the acousto-optic modulators at the shift fre-
quency is in excess of 100 dB and no degradation in the
sensor noise has been observed due to leakage light.

C. Noise in multiplexed systems: Noise aliasing and
correlation

The effects of the above-described noise sources are
now considered in the case of the multiplexed sensor system.
The sensor signals@labeled ‘‘i (t)’’ and ‘‘ q(t)’’ in Fig. 1#
consist of a pulse train with each pulse proportional to the
function given by Eq.~3a! or ~3b!. An individual sample is
taken during each pulse corresponding to a sample of each
sensor. The signal to be sampled contains the phase informa-
tion of interest as well as noise components that may occupy
a bandwidth much greater than the effective sensor sampling
frequency,f rep. For the general case of sampling an arbitrary
wave form, the Fourier transform of the sampled spectrum is
given by the convolution of the Fourier transform of the
wave form with the Fourier transform of the sampling func-
tion. Consequently, when the wave form occupies a band-
width greater than the sampling frequency, the components
of the wave form at frequencies greater than the sampling
frequency will be aliased~or folded! into the true spectrum.
The result of this effect can be understood by considering the
case of sampling bandwidth limited white noise that occu-
pies a bandwidth much greater than the sampling frequency.
In this case, the aliased noise will add incoherently with the
spectral components in the true spectrum. This, if bandwidth
limited white noise with a power spectral density,h2, is
sampled with a periodic rectangular pulse train of period,T,
and pulse width,t, then the sampled signal will exhibit a
noise spectral density equal toADh2, whereD5t/T is the
sampling duty cycle. For bandwidth-limited white noise the
effect of aliasing is to increase the noise power in the true
spectrum byAD. Noise sources such as amplified spontane-
ous emission noise closely resemble bandwidth-limited
white noise and will contribute aliased terms. However, if the
spectral density of the noise source decreases for frequencies
above the sampling frequency then the aliased noise contri-
bution can be neglected. Conversely, if the noise exhibits a
spectral density that increases for frequencies above the sam-
pling frequency, then the aliased noise contribution will be

greater thanAD. This is the case for RIN, shown in Fig.
2~b!, which exhibits a noise spectrum resembling an under
damped harmonic oscillator.

Shown in Fig. 3~a! is the convolution of the sampling
function with the RIN spectrum, which illustrates the com-
ponents that are aliased into the true spectrum as dotted lines.
The sampling rate is chosen such that the aliased RIN corre-
sponding to the peak in the RIN spectrum~also know as the
relaxation oscillation frequency! does not fall within the
acoustic bandwidth of the sensor.

The digitized noise spectrum of the sensor therefore
comprises contributions from all the noise sources described
in Sec. II B and also aliased contributions from the noise
sources whose spectral density either remains constant or
increase for frequencies above the sampling frequency. The
aliased noise contribution cannot be suppressed, since it is
not possible to incorporate anti-alias filters prior to the ana-
logue to digital conversion process.

Having determined the significant noise sources in the
sensor, it is necessary to consider the effect of noise correla-
tion. Correlated noise may degrade the beamforming pro-
cess, since the effectiveness of beamforming relies on the
implicit assumption that the correlation of the noise between
sensors is very low. It is generally valid to assume that the
above-described noise sources are statistically unrelated to
one another and are therefore uncorrelated. However, optical
noise sources that have a common origin, with a weak
aliased component, exhibit a high degree of correlation be-
tween sensors, particularly at the low frequencies of interest
in acoustic sensing. For example, for the case of white noise
existing between 0 Hz andf 0 Hz, the degree of correlation of
this noise source between two adjacent sensors is given by
its normalized autocorrelation function,

R̂~t!5sin~2p f 0t!/~2p f 0t!, ~5!

wheret is the time between sampling two consecutive sen-
sors. Thus, for the case whenf 05 f rep/2 ~i.e., the noise band-
width meets the Nyquist sampling condition! then R̂(t)50
~i.e., no correlation! when t51/(2 f rep). However, for an

FIG. 3. ~a! Fourier spectral content of the signal prior to digitization and~b!
sampled spectrum of sensor showing relative levels of noise sources.
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array of N sensors,t'1/(N11) f rep and in most cases,
R̂(t)Þ0 ~i.e., noise is partially correlated!. As the bandwidth
of the white noise decreases, thenR̂(t) tends to unity. This
example is also a good approximation for noise sources
whose spectral density decreases for frequencies increasing
abovef 0 . In this fiber-optic system, noise sources that fit this
criteria are laser frequency noise and double Rayleigh scat-
tering noise. Conversely, when the noise has a strong aliased
component the correlation is low, since the aliased noise adds
incoherently with the true noise spectrum. This case corre-
sponds to amplified spontaneous emission noise. An example
of the relative contributions of the noise sources is illustrated
in Fig. 3~b!. The exact level of each noise source will depend
on the system configuration; however, in most systems of
this type the sensor noise will be limited by ASE noise gen-
erated by the optical amplifiers.

To quantify the correlation of noise between sensors, the
ordinary coherence function,g2, is employed, where

gxy
2 ~ f !5

Gxy~ f !Fxy* ~ f !

Gxx~ f !Gyy~ f !
. ~6!

Here,Gxy is the cross-spectral density between signalsx and
y, Gxx is the power spectral density, and* indicates complex
conjugation. This quantity must be calculated by averaging
over several records, since for a single averagegxy

2 equals
unity. The effect of correlated noise on the array performance
is observed when the array data are beamformed. For our
analysis, a conventional phase shift and add beamformer is
employed. The beamforming process provides an enhance-
ment in signal-to-noise ratio~SNR! in the direction of the
acoustic emission, when the array is in an isotropic noise
field. The enhancement in SNR is known as the array gain
and correlated noise reduces the array gain obtained by the
beamforming process, in the broadside direction.

D. Polarization diversity receiver

The visibility term,V, in Eq. ~2! includes components
for the laser coherence, optical loss, and polarization of the
light from each arm of the interferometer. The coherence
lengths of the lasers used in this system are several orders of
magnitude larger than the differential path mismatch in the
Michelson interferometer and this effect can be ignored. The
loss component includes the effects of the coupler coeffi-
cients, mirror reflectivity, and other optical losses, which can
imbalance the return powers from each arm of the interfer-
ometer. The intrinsic visibility component resulting from an
imbalance in received intensities is given byVi

52AI 1I 2/(I 11I 2), whereI 1 andI 2 are the optical intensities
at the detector from arms 1 and 2 of the interferometer, re-
spectively. This establishes the maximum achievable visibil-
ity and is effectively set at manufacture of the array with
some small thermal and aging related variation. The polar-
ization component of the visibility accounts for the state of
polarization~SOP! of the light from each arm of the interfer-
ometer. If the polarization states are aligned they will opti-
mally interfere but if they are orthogonal to one another there
will be no interference, resulting in what is referred to as a
polarization induced fade. This causes an increase in the sen-

sor noise. Without the use of a PDR, the polarization induced
visibility component is given byVp5cos(h) whereh is the
angle between the two SOPs. Environmentally induced per-
turbations on the fiber cause the SOP of the light from each
arm to vary randomly with time andh can vary between 0
and 90°. Typically this is not acceptable and some method to
either eliminate or manage the polarization induced fading
must be incorporated.

The use of a polarizer based PDR is a common tech-
nique to overcome polarization induced fading and a ‘‘bi-
cell’’ configuration is used in this system. Polarizer-based
PDRs interfere the return signal across multiple polarizers
with different angular orientations and select the output with
the largest interference signal for further processing. Systems
incorporating three linear polarizers angularly spaced by 60°
can be shown to eliminate the possibility of a complete sig-
nal fade.11 Bi-cell configurations, which incorporate two or-
thogonal polarizers, do not eliminate the possibility of a
complete signal fade but they do significantly reduce the
possibility of it occurring to an acceptable level. Figure 4
shows the probability that a given number of channels in a
48-element array have a polarization induced visibility term
less than 10%~i.e., Vp,0.1), for both the bi-cell PDR and
the no PDR cases. The magnitude of the signal fade that can
be accommodated is dependent on the noise and dynamic
range of the detector as well as the above-given intrinsic
visibility. Referring to Fig. 4, the probability that none of the
48 channels have faded below the 10% level is 99% when
the bi-cell PDR is present and 61% when no PDR is present
~i.e., 99% of the time, no channels in a 48-element array will
have faded below 10% of their maximum value when a bi-
cell PDR is used!. The probability that two channels have
faded below 10% is only 0.004% for the bi-cell PDR. Thus,
during an 8 h acquisition one channel will fade by greater
that 10% over approximately 5 min and two or more chan-
nels will fade for a little more than 1 s. Losing one channel
in the array does not seriously degrade performance and is
deemed acceptable for this application. The bi-state PDR re-
duces the electronics and signal processing requirements by
one-third, compared to a three polarizer based PDR ap-
proach.

FIG. 4. Probability thatN channels of a 48-element array experience a
polarization induced signal fade of less than 10%~i.e., Vp,0.1).
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III. SYSTEM PERFORMANCE

A. Laboratory measurements

The system noise is characterized by replacing the hy-
drophone sensors with a ‘‘simulator’’ array. This consists of
16 sensors arranged in the same in-line Michelson configu-
ration, but with the fiber for each sensor wound onto a piezo-
ceramic ~PZT! cylinder. This ‘‘simulator’’ array is placed
into an acoustically isolated box. The measured sensor noise
is now limited by system noise and not ambient acoustic
noise. Driving the PZT cylinders allows signals to be indi-
vidually injected onto a sensor. During these tests, all six
wavelengths interrogated the same simulator array, and thus
the self-noise at each wavelength can be directly compared.
The phase resolution is expressed in units of dB re 1
mrad/Hz1/2 and can be converted to a noise equivalent sound
pressure level by subtracting the hydrophone responsivity
~27.5 dB re 1 rad/Pa!.

The sampled data are filtered and decimated to yield an
acoustic bandwidth of;750 Hz. The frequency response of
the digital filter exhibits a roll-off of;7 dB for frequencies
greater than 500 Hz, which is reflected in the following
phase spectra.

The arrays are denoted array 1 and array 2. The phase
noise spectral density for sensors 33–48 in arrays 1 and 2 are
shown in Figs. 5~a! and~d!, respectively, and have been cho-

sen to illustrate best and worst case examples of sensor
noise. These measurements were taken with a 35 km fiber
link on the input and output. The variation in total noise
between the sensors is due to the combined effects of varia-
tion in received power from each sensor and polarization
induced signal fading. The phase resolution obtained was
;40 dB re 1mrad/Hz1/2 at 500 Hz, which corresponds to a
pressure resolution of 47.5 dB re 1mPa/Hz1/2. In both arrays,
at frequencies below;100 Hz, the noise is limited by laser
frequency fluctuations. In array 2, a significant elevation in
the noise is present for frequencies between 100 and 200 Hz
and between 400 and 600 Hz~some narrowband tones origi-
nating from the power supplies are also present in the noise
spectra!. This is due to laser frequency fluctuations induced
by the environmental sensitivity of the laser. The packaging
in which the lasers used to interrogate array 1 were incorpo-
rated provided better isolation to environmental disturbances
than that used for the lasers interrogating array 2. The detri-
mental effect of this laser noise is shown by the beamformed
data, which are given in Figs. 5~b! and~e!. ~These are calcu-
lated with a conventional beamformer, a Hann time window,
and no aperture shading.! Three beams are shown for each
array, corresponding to each endfire direction and broadside.
The noise at broadside is greater than the noise at endfire for
both arrays; however, the increase in noise is much greater

FIG. 5. System self-noise power spectral density, beamformed data, and adjacent channel coherence. Array 1, 35 km link:~a! power spectral density,~b!
beamformer,~c! coherence; array 2, 35 km link:~d! power spectral density,~e! beamformer,~f! coherence.
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for array 2, particularly at frequencies between 400 and 600
Hz. This shows that the sensor self-noise adds coherently,
rather than incoherently, when the data are beamformed in
the broadside direction. The correlation between sensor noise
is quantified by calculation of the coherence between two
adjacent sensors, which is shown in Figs. 5~c! and ~f! for
arrays 1 and 2, respectively~these plots are typical of the
coherence between two adjacent sensors!. The coherence is
close to unity for frequencies less than 100 Hz for array 1
and frequencies less than 200 Hz and between 500 and 600
Hz for array 2. Consequently, at frequencies where the co-
herence is high the beamforming process yields little im-
provement in signal to noise ratio at broadside. In the pres-
ence of an incoming acoustic signal at broadside, if the
sensor noise is highly correlated and the ambient sea-state
induced phase noise is comparable to the sensor self-noise,
then the array gain will be significantly degraded. Therefore,
the sensor self-noise must be sufficiently lower than the am-
bient noise to ensure that correlated sensor noise does not
degrade the beamforming process.

Injecting narrowband tones onto a single sensor and
measuring the signal amplitude on adjacent sensors allows
cross-talk to be characterized. This was found to range be-
tween239 and266 dB at 100 Hz depending on the sensor
location relative to the test sensor.

B. Sea-trial measurements

Arrays 1 and 2 were deployed a few kilometers from the
coast of a major military and commercial shipping port. A 3
km fiber-optic cable joined each array and a 5 km cable
connected array 1 to the shore station. For the majority of the
tests, an extra 35 km of optical fiber wound onto spools was
added to the input and output fibers, to increase the effective
array standoff to 40 km. Array 1 was deployed at a depth of
57 m and array 2 at a depth of 73 m. Shown in Figs. 6~a! and
~d! are the phase noise spectral density for all useable chan-
nels from data taken during the sea trial. The region where
the array was deployed experienced a lot of marine traffic
and there were few opportunities when no marine traffic was
present. However, these plots represent ‘‘quiet’’ periods and
allow the spatial filtering ability of the array to be examined.
The ambient acoustic noise at this time was close to sea state
3 for array 1 and sea state 1 for array 2. This results in an
ambient acoustic induced phase noise approximately 20 dB
higher than the mean sensor self-noise at 488 Hz for array 1
and up to 10 dB higher than the sensor self-noise for array 2
~it is assumed that the environmentally induced laser noise
level during the laboratory measurements is similar to that
during the sea trial!. The beamformed data, calculated with
no aperture shading and shown in Figs. 6~b! and~e!, demon-
strates that for array 1 the noise adds incoherently. Thus,

FIG. 6. At-sea ambient noise. Array 1, 35 km link:~a! power spectral density,~b! beamformer,~c! coherence; array 2, 35 km link:~d! power spectral density,
~e! beamformer,~f! coherence.
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with an acoustic signal present an array gain of;15 dB
would be obtainable at all steer angles~beamforming the
data also reveals a weak target in one of the endfire direc-
tions!. However, for array 2 the noise is coherent, which
results in an increase in the beamformed noise by up to;15
dB in the broadside direction compared with the endfire di-
rections. The array gain for a 48-hydrophone array with no
aperture shading and linear spacing, in an isotropic noise
field at the design frequency is given by 10 log10(N), which
for N548 yields 16.8 dB. Thus, during this data acquisition,
close to the maximum array gain would be obtainable from
array 1; however, coherent noise from the lasers would de-
grade the array gain for array 2 in the direction of broadside.
The correlation of the noise is confirmed by examining the
coherence between two adjacent hydrophones as shown in
Figs. 6~c! and ~f!. The frequencies at which coherent noise
addition is observed in array 2 corresponds to regions of high
signal coherence, indicating that a highly correlated compo-
nent is present in the sensor signals. It should be emphasized
that the correlated noise level between different sensors in
array 2 was found to be rather variable. The data shown here
represent a period when the correlation was above average.

IV. ARRAY BEAM PATTERNS AND ARRAY GAIN

A. Shape measurement

During the deployment procedure the aim is to lay the
hydrophones in a straight line with no slack in the cable
between them. Although the arrays were deployed under ten-
sion as they entered the sea, the effect of ocean currents at
various depths can affect how the array is deposited onto the
sea bottom. Therefore, measurements must be performed to
determine the actual positions of the hydrophones within
each array.

These experiments were conducted by deploying an
acoustic source at eight different positions around each array.
At each position chirp signals were transmitted across the
band 50–2000 Hz. The length of the chirp was 2 s and it was
repeated continuously over a period of about 1 min. The
Global Positioning System~GPS! data of the boat from
which the source was deployed were recorded at the start and
end of the chirp transmissions.

The hydrophone locations are calculated using the fol-
lowing procedure: replica correlation functions are calculated
between the transmitted signal and the received signals for
each of the hydrophones in the array. Relative travel times
are then calculated between the sensors from the correlation
data for each of the propagating paths. A propagation model
is used to predict relative travel times for each path. Sensor
and source positions are determined by minimizing the re-
sidual error between the measured and modeled delays using
a technique similar to that described in Ref. 12. When cal-
culating the delays, a sound speed equal to 1475 m/s at all
depths is assumed.

The inverse problem of estimating sensor positions from
time delay information is nonunique and ill conditioned. An
iterative linearized inversion is employed, which determines
the optimum solution by includinga priori information
about the problem. A two-stage process has been adopted to

determine the positions of the sensors and sources. In the
first stage an optimization procedure is performed to deter-
mine the absolute location of the array~relative to the nomi-
nal source positions!. To achieve this, the positions of the
sources are fixed at their nominal positions obtained from the
GPS measurements made during deployment. The depths of
the sensors are also fixed at their initial positions~interpo-
lated from the water depth at the array!. In the second stage,
a further inversion procedure is performed to determine the
optimum positions and depths of both the sensors and
sources. In the second inversion, the position of sensor 24 in
the array is fixed and the positions of the remaining sensors
relative to it are determined.

Figures 7~a! and~b! show the derived shapes for the two
arrays. Array 1 is slightly curved, with the headings at each
end of the array differing by 17°. Array 2 is much straighter
with the heading at each end differing by only 4°. The cur-
vature of array 1 is beneficial and will be utilized to resolve
the left/right ambiguity in the beam pattern.

B. Beam patterns and sidelobe suppression

In order to test the beamforming capabilities of the ar-
ray, measurements are made using a signal transmitted by an
acoustic source towed behind a surface ship. For these ex-
periments, the signal consisted of broadband noise and a
number of tonals at known frequencies. In order to track the
towed source it is necessary to beamform the data. This has
been done using a conventional shape corrected beamformer
with the hydrophone positions obtained from the hydrophone
localization measurements. For the following data analysis, a
Hann window is used in the temporal domain, while in the
spatial domain a Kaiser–Bessel window is used, designed to
give a maximum side lobe suppression of236 dB.

An important feature of a hydrophone array is the level
of the sidelobes in the beam pattern, which affects the ability
of a system to detect a weak signal in the presence of a larger
one on a different bearing. Beam patterns at 445 Hz for both
arrays have been calculated at a time when the towed source
was relatively close to the arrays and so there was a strong
signal from a particular direction. For a perfectly straight
array an acoustic signal arriving on opposite sides of the

FIG. 7. Derived shape of~a! array 1 and~b! array 2.
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array but at the same angle to broadside, will result in ex-
actly the same phase differences between the signals detected
by each hydrophone. It would therefore not be possible to
determine which was the actual direction of arrival and this
effect is known as the left/right ambiguity. Figure 8~a! shows
the beam pattern from array 1 for a towed source range of
1.0 km on a bearing of 170°. The main peaks are at the true
bearing and the corresponding bearing on the other side of
the array. The curvature in this array results in the peak at the
true bearing being sharper and higher than the false one, thus
allowing the left/right ambiguity to be resolved. The highest
sidelobe is;26 dB lower than the main peak. A similar ratio
is obtained at a latter time when the towed source is at a
range of 4.7 km and the signal is 17 dB lower. This suggests
that the sidelobe level is determined by leakage from the
main peak rather than the background noise level. The array
shading used in the beam pattern should give a maximum
sidelobe level of236 dB for a straight array. The higher
sidelobe level is partly due to the array curvature, and partly
to a number of other effects including variation in responsiv-
ity of the hydrophones, and errors in their calculated posi-
tions.

Figure 8~b! shows the beam pattern for array 2 when the
towed source was at a range of 2.3 km and a bearing of 195°.
Due to the straightness of this array, the two peaks are almost
identical and it cannot be determined from the beam pattern
which peak corresponds to the true bearing. The maximum
sidelobe level in this case is only;15 dB below the main

peak although they are lower at greater separations from the
peak.

The sidelobe suppression in array 2 is expected to be
lower than array 1 since four of the hydrophones were dam-
aged during manufacture of the array and produced no
acoustic signal. To try and minimize the effect of this miss-
ing data on the beam pattern, the analysis program estimates
the missing hydrophone signal by interpolating values from
the remaining hydrophones. However, the interpolation can-
not perfectly reconstruct the missing data and the errors in-
troduced by the interpolation have the effect of increasing
the sidelobe levels. It may also be the case that the hydro-
phone responsivity is more variable in array 2 or that the
errors in the calculated hydrophone positions are greater than
estimated.

In order to compare the width of the peak in the beam
pattern with the predicted value, the same beamforming pro-
cedure is used to process ideal simulated data. The simulated
data corresponds to a signal of 445 Hz incident on a straight
array with the same number of hydrophones and spacing.
Although, due to its idealized nature, the sidelobe levels are
lower for the simulated data, it is found that the width of the
two peaks down to 20 dB below their maxima is very simi-
lar. This demonstrates that any variation between the hydro-
phone responsivities and uncertainties in their positions do
not adversely affect the width of the peak.

C. Array gain

As discussed earlier, the gain of an array is defined as
the increase in the SNR that is obtained by beamforming in
the direction of the source. To demonstrate this effect the
SNR of the signal at 445 Hz is used, this being defined as the
ratio between the 445 Hz signal and the mean noise level in
the frequency bands within 50 Hz on either side of the peak.

The SNRs, which are shown in Fig. 9, have been calcu-
lated with 50 min of data collected by array 1. To obtain the
SNR from the raw data, the power spectrum from each hy-
drophone in the array is calculated followed by the mean
value over all hydrophones. Since the mean is calculated
using the power spectrums, the phase information of the hy-
drophones is lost and no increase occurs in the SNR when
the signals from all the hydrophones are combined. For the

FIG. 8. Beam pattern for~a! array 1 and~b! array 2.

FIG. 9. SNRs of beamformed and raw data.
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beamformed data the SNR is calculated using the frequency
spectrum of the beam in the direction of the towed source.

The predicted value of the array gain depends on the
number of hydrophones in the array and the weighting func-
tion used in the beamforming, and for this configuration is
15.6 dB. The dot-dash line in Fig. 9 shows the beamformed
SNR minus 15.6 dB, which if the array gain is as predicted
should overlap with the dotted line showing the raw SNR.
Although there is short term variability in the two lines their
general levels agree, showing that the array can achieve the
predicted gain. The main discrepancy is between 20 and 30
min and this is due to the nature of the noise in this period.
The calculation of the array gain assumes that the noise on
each hydrophone is isotropic; however, inspection of the data
between 20 and 30 min shows that the noise mainly origi-
nates from the ship towing the towed source, which during
this period was quite close to the array. Under these circum-
stances the array gain should be less than the optimum value,
which is the situation that is observed.

V. ACOUSTIC EMISSION TRACKING

Figure 10 shows the results of beamforming data from
array 1 during one of the towed source runs, when the source
was at a bearing of 168°. The gray scale shows the amplitude
of the signal as a function of bearing and frequency. The
strongest signals occur at both the true bearing and at 80°,
which would be a signal arriving at the same angle to broad-
side but from the other side of the array. Again, the true
bearing is higher and has a smaller angular width than the
false one and so the left–right ambiguity can be resolved. As
well as the vessel with the towed source there also appears to
be a second vessel present on a bearing of 255°, which ac-
counts for the broadband signal at that bearing and the ‘‘mir-
rored’’ signal at 340°. The presence of coherent noise in the
array would generate an apparent signal at the two broadside
directions of 26° and 206°. The lack of any such signal dem-
onstrates that the coherent noise is low enough not to have
any observable effect.

The towed source transmitted a number of discrete fre-
quencies and since the angular resolution of an array in-
creases with frequency, tracking is most accurately achieved
using the highest of the discrete frequencies, which is 445

Hz. To show the capability of the system to track the towed
source only the section of the beam pattern at 445 Hz is used,
and this is combined with the same section from subsequent
beam patterns. This enables an image to be created that
shows how the bearing and strength of the signal at 445 Hz
varies as the towed source moves. Such an image, shown in
Fig. 11, has been created from 4900 s of data from array 1.

At times up to 2500 s the strongest signal detected is
from the towed source; however, as it moves further away its
signal strength decreases and the signal from another nearby
vessel becomes higher.

As before there are normally two maxima on the trace
due to the left/right ambiguity. When the towed source
moves near the endfire position~which happens around 1200
s!, the angular resolution of the beam pattern becomes worse
and the two traces merge. The right-hand trace is narrower
and more intense, which shows that this represents the true
bearing. The dotted white line in this figure shows the actual
bearing of the towed source calculated from the log of its
GPS positions. The numbers beside this line show the range
in kilometers of the towed source from the array at that time.
There is clearly very good agreement between the actual and
measured bearing out to a range of around 5.5 km~3000 s!
after which time the signal from another vessel temporarily
masks the signal from the towed source. After 4200 s, when
the other vessel has moved away, there is still a faint trace
that follows the dotted line, which shows that the towed
source is being detected to a range of;9 km.

VI. CONCLUSIONS

This paper describes the design and acoustic perfor-
mance of a large-aperture, seabed mounted, fiber-optic hy-
drophone array. The system comprises two arrays of 48 hy-
drophones separated by a 3 km fiber-optic link, which are
connected to the interrogation electronics at a shore station
through 40 km of optical fiber. The sensors are multiplexed
using time and dense wavelength division multiplexing. An
erbium doped fiber amplifier is incorporated into the under-
water array, which is optically powered by a pump laser
located within the interrogation electronics. The system has
been characterized by tests carried out in the laboratory and
during a sea-trial. During the sea-trial, the array was de-

FIG. 10. Beam pattern image of towed source.
FIG. 11. Tracking pattern using array 1 data.
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ployed a few miles from the coast of a major military and
commercial port. The portion of the array deployed in the sea
is entirely passive and requires no electrical power. The hy-
drophones in the array are linearly spaced at 1.51 m inter-
vals. An element localization method has been used to deter-
mine the shape of the array after deployment. Processing the
acoustic data with a shape corrected conventional beam-
former has demonstrated successful tracking of a towed
acoustic source by a surface vessel. Other passing vessels
can also be simultaneously tracked. The width of the main
lobe in the beam patterns and the array gain achieved agrees
with the theoretically predicted values. One of the arrays was
laid on the seabed with a small amount of curvature. This has
enabled the left–right ambiguity in the bearing of a target,
which exists for a perfectly straight array, to be resolved.

The ambient acoustic noise measured with the arrays on
the seabed is typically 10 dB higher than that measured in
the laboratory, thus the sensor noise is generally limited by
ambient acoustic noise. Correlation of the noise between sen-
sors has been characterized. The noise correlation for sensors
interrogated by the same laser is generally higher than be-
tween sensors interrogated by different lasers and is found to
be due to the environmental sensitivity of the lasers. Isola-
tion of the lasers from environmental noise greatly reduces
this noise correlation.

The optical architecture permits the number of multi-
plexed hydrophones to be significantly increased without in-
creasing the number of optical fibers in the link cable. Thus,
this system is suitable as a rapidly deployable, large-area
surveillance array.
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Previous reported data from our laboratory demonstrated the temperature dependence of
propagation speed and attenuation of canine tissuein vitro at discrete temperatures ranging from 25
to 95 °C. However, concerns were raised regarding heating the same tissue specimen over the entire
temperature range, a process that may introduce irreversible and, presumably, cumulative tissue
degradation. In this paper propagation speed and attenuation vs temperature are measured using
multiple groups of samples, each group heated to a different temperature. Sample thicknesses are
measured directly using a technique that uses both transmitted and reflected ultrasound pulses.
Results obtained using 3 and 5 MHz center frequencies demonstrate a propagation speed elevation
of around 20 m/s in the 22– 60 °C range, and a decrease of 15 m/s in the 60– 90 °C range, in
agreement with previous results where the same specimens were subjected to the entire temperature
range. However, sound speed results reported here are slightly higher than those reported previously,
probably due to more accurate measurements of sample thickness in the present experiments.
Results also demonstrate that while the propagation speed varies with temperature, it is not a
function of tissue coagulation. In contrast, the attenuation coefficient depends on both tissue
coagulation effects and temperature elevation. ©2004 Acoustical Society of America.
@DOI: 10.1121/1.1738453#

PACS numbers: 43.35.2c, 43.35.Cg, 43.35.Yb@FD# Pages: 2859–2865

I. INTRODUCTION

Numerous articles on ultrasonic propagation speed and
attenuation in soft tissue can be obtained from the retrievable
literature. Several papers, for example by Wells,1 Goss,2,3

and Duck4 have summarized data on ultrasonic propagation
speeds and attenuation coefficients in human and animal tis-
sues. However, previously reported data on the temperature
dependence of the propagation speed and attenuation in tis-
sues generally are limited to maximum temperatures of about
65 °C.5–9 The emerging use of thermal ablative therapies ne-
cessitates the acquisition of information on the variation in
these parameters at a higher temperature. As tissue is heated
during ablation, it expands as well as undergoes changes in
the ultrasonic propagation speed and attenuation. These
changes introduce time shifts in backscattered ultrasound

echo signals from the heated region. The variations in these
parameters during heating have been used to compute the
temperature distribution in tissue during ablative pro-
cedures.10–16

Conventional transabdominal ultrasound imaging is
presently used during rf ablation procedures for guidance,
monitoring, and placement of the electrodes.17,18Advantages
of ultrasound include widespread availability, real-time guid-
ance for electrode placement, and accurate, convenient
needle puncture guides. However a significant drawback of
current ultrasonic methods is that the zone of necrosis pro-
duced during rf, microwave or high-intensity focused ultra-
sound~HIFU! ablation is not easily visualized by transab-
dominal sonography because of the low intrinsic contrast
between normal and ablated liver. The poor visualization of
the ablated region has prompted clinicians to seek other
methods such as x-ray CT to guide the ablation procedure.19

Ultrasound guidance of ablation therapy could be im-a!Electronic mail: tvarghese@wisc.edu
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proved if changes in echo arrival time or other temperature
related parameters during heating could be used to monitor
heating patterns and estimate temperature distributions. Sev-
eral ultrasonic methods have been proposed to estimate tem-
perature. These include monitoring attenuation,16 backscat-
tered power,20 and propagation speed21 changes with
temperature. Thermal expansion either without11 or with
propagation speed variations11–16 have also been monitored.
Several of these techniques are based on tracking the echo-
shift in the time-domain, and differentiating the time-shift
estimates along the axial direction to obtain a temperature
profile.11–16 Although promising, none of the ultrasonic
methods proposed above12,13 has been applied to measure
temperature changes larger than a few degrees, with Simon
et al. estimating the largest temperature rise—from 23 to
43 °C over 208 minutes.12 Our preliminary results bothin-
vitro and in-vivo suggest the possibility to provide real-time
tracking of 2-D temperature changes over the large range of
temperatures traditionally used in ablative therapy
(40– 100 °C) during the procedure.14

We have previously reported the temperature depen-
dence of propagation speed and attenuation of canine tissue
samplesin vitro at discrete temperatures, ranging from 25 to
95 °C.22 The procedure used in Techavipooet al.22 involved
raising the same tissue sample to all measurement tempera-
tures. This procedure where the same tissue sample was
raised to all the temperatures in the measurement protocol,
however, may introduce an irreversible and presumably cu-
mulative degradation of the tissue structure, thereby altering
the values of the propagation speed and attenuation obtained.
In this paper, the measurement protocol was changed such
that each tissue specimen was raised to a single elevated
temperature. The results obtained in this paper demonstrate
that any tissue degradation incurred by subjecting samples to
the entire range of temperature elevations did not signifi-
cantly affect the propagation speed or attenuation coefficient
changes in tissue.

II. MATERIALS AND METHODS

The method used to measure the propagation speed and
attenuation coefficient is similar to the one discussed by
Techavipooet al.22 However, information obtained from re-
flected pulses off the sample walls is used here for an accu-
rate estimation of tissue sample thickness in the direction of
insonification.23 In addition, the experimental protocol was
modified such that sound speeds and attenuation in each tis-
sue specimen was measured at only one temperature.

A. Apparatus

The equipment used is shown in Fig. 1. Two water baths
are shown: one for performing acoustical measurements
~measurement bath! and the other for heating and retaining
the sample~heating bath!. Ultrasound pulses were generated
by a computer-controlled pulser/receiver~Panametrics model
5800, Waltham, MA! driving a single element, unfocused
transducer~Panametrics V309!. The acoustic signal was
transmitted through a tissue sample positioned within a tis-
sue holder and received by a second transducer~Aerotech
Delta PN2794-3, Krauthkramer Inc., Lewistown, PA!. In ad-

dition, ultrasound echoes from the interfaces at the front and
the back of the tissue holder were detected by the Panamet-
rics transducer, operated in a pulse-echo mode. Both trans-
ducers have a 5 MHz center frequency. The signals from the
receiving transducer as well as the echo signals from the
pulse-echo transducer were amplified in the pulser/receiver,
and each was digitized at a 100 MHz sampling rate using a
12 bit data acquisition board~Gage Applied Sciences Inc.,
Lachine, QUE, Canada!. Signals were stored for offline pro-
cessing.

B. Tissue preparation

Canine livers were obtained from 10-month old male
hounds available from unrelated studies in an adjoining lab.
The excised liver tissues were obtained from animals that do
not undergo any procedures on the liver, and hence were
considered to be normal specimens. Each individual liver
was cut into samples in approximate dimension of 1.635
35 cm. Samples did not contain large blood vessels or bile
ducts. Five samples~S1, S2, S3, S4, S5! were obtained from
each excised liver for the five different temperature eleva-
tions in the measurement protocol. Each of these specimens
was placed into a sample holder~shown in Fig. 1! along with
a degassed saline buffer. Ultrasound propagation measure-
ment was initiated less than 5 hours after excision of the
liver. The experiment was repeated using tissues from 10
different animals to obtain the mean and standard deviation
of the propagation speed and attenuation over different ani-
mals.

C. Data acquisition

Propagation speeds and attenuations for all five liver
samples~S1, S2, S3, S4, S5! in each group were first mea-
sured at temperatures of 22 °C and 37 °C. The temperature
of 37 °C was used since this temperature is close to the ani-
mal body temperaturein-vivo. The samples in their holders
were heated by placing them into the heating bath with a
preset measured water temperature for duration of 20 min-
utes. We assumed that the tissue temperature within the
holder would reach the preset temperature of the heating bath
within the 20 minute interval. The five different tissue
samples~from the same excised liver! were heated to differ-
ent preset temperatures, i.e., S1 to 50 °C, S2 to 60 °C, S3 to
70 °C, S4 to 80 °C, and S5 to 90 °C in our measurement
protocol. The propagation speeds and attenuations of the
samples were also measured again at 37 °C after the tissue

FIG. 1. The apparatus used for the experimental measurements of the propa-
gation speed and attenuation coefficient.
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was cooled. For the measurements at 22 and 37 °C, the tem-
perature in the measurement bath was set to the target tem-
perature, and every sample was equilibrated to the measure-
ment temperature. In contrast, for the measurements at the
higher target temperatures, the temperature in the measure-
ment bath was held at 37 °C while samples were heated and
retained in the heating bath at the target temperature. Propa-
gation speed and attenuation of the tissue specimen in the
sample holder was then immediately measured in the mea-
surement bath. The measurements were done in the order of
lowest to highest temperatures. Because of the temperature
difference between the temperatures of the tissue sample and
the water in the measurement bath, care was taken to ensure
that time shifts and transmitted amplitudes were recorded
within 5 seconds after transferring the sample to the mea-
surement bath. The variations in the tissue temperatures were
limited to the amount of heat transferred between the tissue
and the water in the measurement bath during the measure-
ment.

D. Method

The propagation speed and attenuation coefficient were
determined using the substitution technique.22,23 For each
measurement four signals were recorded, as described below,
with and without the sample inserted into the ultrasound
path. We record four pulses, namely the transmission pulse
through water without the sample presentPw(t), the trans-
mission pulse with the sample insertedPs(t), and echoes
from the proximal and distal sample windows,P1(t) and
P2(t), respectively. Note thatt50 corresponds to the time
when the pulser/receiver transmits the corresponding pulse.

Propagation speeds in tissue samples were calculated23

using the equation

Vp~ f !5cwF1123
fw~ f !2fs~ f !12p f ~ tw2ts!

f2~ f !2f1~ f !12p f ~ t22t1! G , ~1!

wherecw is the sound speed in water,f denotes the phase
spectrum of a pulse that was shifted from its center to zero,
andt is the corresponding time-shift. The subscriptsw ands
refer to the water reference and the sample, respectively. The
sample thickness along the beam propagation path was esti-
mated using

L& 5
cw

4p f
@f22f112fw22fs

12p f ~ t22t112tw22ts!#. ~2!

The frequency dependence of the phase spectra on the right
side of Eq.~2! cancels out makingL& a constant. However,L&
estimated from the experimental data may vary with the fre-
quency. The variance ofL& can be used to ascertain the reli-
ability of the experiment.23

The measurement of propagation speed and sample
thickness involves the utilization of the absolute phase spec-
tra of the pulses. The phase information from Fourier trans-
forms wraps around zero, making it difficult to recover the
absolute phase spectra. Before implementing Eqs.~1! and
~2!, the center of each pulse was shifted tot50; therefore
the absolute phase evolves slowly with frequency and is
easier to track and unwrap. However, the transducers used in
the experiment have a 60% bandwidth, with phase informa-
tion outside the bandwidth not suitable for tracking the phase
evolution with frequency.

We defined the center of the pulse at the position of the
maximum of its envelope, and we unwrapped the phase start-
ing at 4-MHz frequency for 5 MHz center frequency pulses.
Since the transducer used in the experiment was narrowband,
phase unwrapping could not be initiated starting at zero fre-
quency. The magnitude spectra of pulses at frequencies
lower than 4 MHz were very small, resulting in high uncer-
tainty in the phase spectra. Assuming that the maximum
phase evolution from 0 to 4 MHz lies within62p, the pos-
sible phase after shifting the center to zero can be written as

f~ f !5funwrap~ f !62np, for n50 or 1, ~3!

where funwrap is the phase after unwrapping. We obtained
phase estimates by substituting the phase spectra in Eq.~2!
using Eq.~3! and selecting the combination of the phases
that provided the lowest thickness variation. The standard
deviation of the thickness estimates for each measurement at
the frequencies between 4 MHz and 6 MHz after this process
is less than 0.05 mm. This combination of the phases was
then substituted into Eq.~1! to obtain the propagation speed.

The attenuation coefficients in units of dB/cm were cal-
culated from the magnitude spectra ofPw(t) andPs(t) using

a~ f !5~20/L& !log10@Aw~ f !Ttotal~ f !/As~ f !#, ~4!

whereAw andAs are the magnitude spectra, andTtotal is the
combined amplitude transmission coefficient through the
sample windows.24 Ttotal is calculated using

Ttotal~ f !5
4Z1Z3

~Z11Z3!2 cos2~2p f l /c2!1~Z21Z1Z3 /Z2!2 sin2~2p f l /c2!
, ~5!

where the subscripts 1, 2, and 3 refer to the properties of the
water in the measurement bath, the thin layer material, and
the tissue sample, respectively;Z denotes the acoustic im-
pedance,l is the thin layer thickness of the tissue holder; and

c2 is the sound speed in the thin layer. We assume that the
thin layer properties are constant with temperature,Z2

54.253106 kg/m2 s, c252540 m/s, andl 525mm.24 The
acoustic impedances of the tissue samples and water are cal-
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culated from the multiplication of their densities and sound
speeds. Canine liver tissue density is assumed to be equal to
that of human liver, 1.0503103 kg/m3,4 and constant with
temperature. The sound speeds in water and the water den-
sities at different temperatures were adopted from Greenspan
and Tschegg25 and Gill,26 respectively. Using these constants
and the mean values over the 4 MHz to 6 MHz range for the
propagation speed in samples and their thicknesses, the at-
tenuation coefficient can be estimated using Eq.~4!.

III. RESULTS

Figure 2 presents the speed of sound vs temperature for
samples evaluated in this experiment. The solid line denotes
the results obtained here, while the dashed line illustrates our
previous results heating each sample to all measurement
temperatures, as reported in Techavipooet al.22 These values
are also shown in Table 1. Both plots demonstrate the same
trend in the results, with the propagation speed increasing
with temperature below 60 °C, reaching a maximum value at
60 °C, and then decreasing with a further temperature in-
crease.

All sound speeds measured in this experiment are about
5 m/s larger than our previous results. The cause of this
difference likely can be explained as follows. In our previous
experiment, propagation speed in tissue was calculated using
cm5cw /(12cw Dt/d), wherecw , Dt, andd are the sound
speed in water, time-shift between the pulses with and with-
out sample insertion, and sample thickness, respectively. The
sample thickness was measured using a caliper outside the
water tank, but the time-shift was measured while the sample
was under water. Water pressure may have caused the sample
windows to adhere more closely to the tissue sample in the
measurement path than in air. Therefore, the real sample
thickness for the time-shift measurement was smaller than
the sample thickness measured using a caliper. As a result,
the term in the parentheses in the above equation should be
smaller, andcm should be larger, assuming that theDt is
positive. In addition the thickness measurement is more ac-
curate using the technique described in this paper since the
measurement is performed at the same site where the sound
speed is measured.

Comparisons between the propagation speeds in tissue
measured at 37 °C before and after the samples heated to the
target temperatures are shown in Fig. 3. These data evaluate
whether tissue coagulation introduces irreversible changes in
the propagation speed after the tissue is returned to body
temperature. Observe from the figure that all the speeds of
sound in all samples before and after heating lie between
1590 and 1600 m/s. No statistically significant differences
are observed in the propagation speed at 37 °C measured
before vs after tissue coagulation. These results demonstrate
that the changes observed in the propagation speed are en-
tirely due to the elevated temperature in tissue.

Attenuation coefficients~dB/cm! vs tissue temperature
for three ultrasound frequencies are shown in Fig. 4. The
attenuation coefficients vary within a 1-dB/cm range over the
temperatures spanned and reach a minimum at a temperature
of around 50 to 60 °C. Data for each frequency show the
same trend with heating, while variations between frequen-

FIG. 2. Plots of mean propagation speed in canine liver tissue measured at
different temperatures compared to the previous results reported in Techavi-
poo et al. ~Ref. 22!. Note that error bars are plus and minus one standard
error across 10 different animals.

TABLE I. A comparison between the current and previous measurements of
the propagation speeds in canine liver tissue at different temperatures.

Temperature
(°C)

Current propagation
speed~m/s!

Previous propagation
speed~m/s!

Mean
Standard

error Mean
Standard

error

22 1580 1.85 - -
25 - - 1576 1.40
30 - - 1584 2.38
37 1598 1.66 - -
40 - - 1594 2.44
50 1601 3.39 1596 2.10
60 1602 3.16 1598 2.08
70 1600 2.97 1595 1.68
80 1594 2.61 1589 1.45
90 1585 3.95 1577 1.54
95 - - 1572 1.58

FIG. 3. Bar plots comparing the propagation speeds in canine liver tissue
measured at 37 °C before and after the tissue samples were heated to the
elevated target temperatures. Tissue sample S1 was raised to a single target
temperature of 50 °C, S2 to 60 °C, S3 to 70 °C, S4 to 80 °C, and S5 to
90 °C, respectively.
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cies are consistent with attenuation being proportional to fre-
quency. The attenuation coefficients obtained at 5 MHz are
compared to the results obtained using the previous experi-
mental protocol22 in Fig. 5. These values are also provided in
Table II. Note that the attenuation coefficient curves in both
experiments are in the range of 3 to 4 dB/cm, and that the
errorbars overlap. These results again demonstrate that at-
tenuation coefficients derived using the two experimental
protocols are nearly identical, and any differences between
these and our previous results are not statistically significant.

However, the plots in Fig. 6 comparing the attenuation
coefficient at 5 MHz obtained at 37 °C for the same tissue
sample before and after temperature elevation indicates that
there is an increase in the attenuation coefficient of the
cooled tissue following coagulation. The difference between
pre- and post-heating attenuation coefficients is greater for
the tissues elevated to 80 °C and 90 °C~S4 and S5! than for
the tissues whose target temperatures were lower~S1, S2,
and S3!. The third bar in each group in Fig. 6 represents the
difference between the first and second measurements. The
attenuation coefficient after heating increases almost linearly
from 3 to 6 dB/cm when the target temperature increases

from 50 to 90 °C. These results depict that an irreversible
change occurs, likely caused by tissue coagulation that oc-
curs with increasing temperature. Another interesting facet
that can be gleaned from comparing Figs. 5 and 6 is that the
large increase in the attenuation coefficient is not present
while the tissues are still at the elevated temperature.

Figure 7 illustrates this further, comparing the attenua-
tion coefficient for each temperature group measured at
37 °C before heating to the attenuation at the elevated tem-
perature. Again, the third bar in each group of three repre-
sents the difference between the first and second measure-
ments, denoting the contributions of both the temperature
elevation and tissue coagulation effects. Finally we attempt
to decouple the individual contributions of tissue coagulation
and temperature elevation in Fig. 8. Shown for each tempera-
ture group are differences in 37 °C attenuation before and
after heating~B–A!; differences between attenuation results
when measured at the target temperature and when measured
at 37 °C~C–A!; and differences between attenuation results

FIG. 4. Attenuation coefficients in canine liver tissue measured at different
temperatures for center frequencies of 4, 5, and 6 MHz.

FIG. 5. Plots of the attenuation coefficients at 5-MHz frequency in canine
liver tissue measured at different temperatures compared to the previous
results reported in Techavipooet al. ~Ref. 22!. Note that error bars are plus
and minus one standard error across 10 different animals.

TABLE II. A comparison between the current and previous measurements
of the attenuation coefficients at 5 MHz in canine liver tissue at different
temperatures.

Temperature
(°C)

Current attenuation
~dB/cm!

Previous attenuation
~dB/cm!

Mean
Standard

error Mean
Standard

error

22 4.01 0.269 - -
25 - - 3.56 0.326
30 - - 3.58 0.250
37 3.51 0.195 - -
40 - - 3.31 0.215
50 3.17 0.285 3.76 0.269
60 3.25 0.185 3.59 0.177
70 4.11 0.258 3.86 0.231
80 3.93 0.194 4.09 0.285
90 3.90 0.237 4.05 0.304
95 - - 3.83 0.237

FIG. 6. Bar plots comparing the attenuation coefficients in tissue measured
at 37 °C before and after the tissue samples were heated to the elevated
target temperatures. The third bar-plot in each set represents the difference
between the first and second measurements~B–A!, demonstrating the in-
creased attenuation due to tissue coagulation. Tissue sample S1 was raised
to a single target temperature of 50 °C, S2 to 60 °C, S3 to 70 °C, S4 to
80 °C, and S5 to 90 °C, respectively.
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when measured at the target temperature and when measured
after heating but at 37 °C~C–B!. Some of the larger differ-
ences in the~C–B! results in Fig. 8 is observed for the 80 °C
and 90 °C temperatures~where the errorbars do not overlap!,
pointing out that temperature elevation itself introduces
changes in the attenuation coefficient that negates the in-
crease in the attenuation coefficient caused by tissue coagu-
lation.

IV. DISCUSSION AND CONCLUSIONS

The propagation speed and attenuation coefficient in ca-
nine liver tissue measured in this paper agree with our pre-
vious results~Techavipooet al.22!. This implies that continu-
ously heating and measuring properties for the same tissue
samples over the entire temperature range produces similar
results for both attenuation and propagation speed as the re-
sults from applying a single target temperature to each speci-

men. The only other difference between the measurement
procedures is the more accurate measurement of specimen
thickness in this paper.

In addition, we also demonstrate that no statistically sig-
nificant changes in propagation speed estimates are observed
before and after temperature elevation on the same tissue
specimens measured at 37 °C. The higher temperatures
reached almost certainly lead to tissue coagulation. The re-
sults indicate that variations in propagation speed with tem-
perature are not a function of tissue coagulation effects that
are induced with temperature elevation. Thus, it appears that
tissue denaturation does not have an appreciable impact on
the propagation speed. Therefore, the resultant shape of the
propagation speed curve depends primarily on the tempera-
ture elevation, thereby making it an ideal parameter to mea-
sure temperature elevation in tissue.

On the other hand, the attenuation coefficient depends
on both tissue coagulation and temperature elevation. By
measuring the attenuations at 37 °C before and after heating,
the tissue coagulation effect could be observed. The attenu-
ation coefficient increases with the temperature that was used
to heat the tissue. An increase in the temperature produces a
concomitant increase in tissue coagulation and a subsequent
increase in the attenuation coefficient upon cooling. In addi-
tion, temperature elevation and coagulation appear to have
opposite effects on attenuation, thereby accounting for rela-
tively unchanged values for the attenuation coefficients mea-
sured at the elevated temperatures. These results suggest that
attenuation coefficients are probably not suitable for moni-
toring tissue temperature. However, the quantifiable and sta-
tistically significant increases in the attenuation obtained af-
ter heating~to a level that induces coagulation! followed by
cooling of the tissue clearly demonstrate the potential of us-
ing the local maps of attenuation coefficients to demarcate
the ablated regions. It also shows the possibility of ascertain-
ing the degree of thermal damage by the change or the in-
crease of the attenuation coefficient.
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This paper presents and demonstrates a noncontact method for measuring the Lamb wave dispersion
spectrum of a plate. Noncontact air-coupled source and receive transducers are used with line-focus
mirrors and 50–700 kHz broadband apparatus for simultaneous measurement over a broad spectrum
of refractive angles and multiple guided modes. Broadband, wide-angle wave forms are measured
as a function of position. The Fourier transform of these wave forms from thet –x domain to the
v –k domain gives an approximate spectrum of the dispersion relation. We measure the dispersion
spectra of Lucite™, aluminum, balsa wood, and a carbon fiber epoxy laminate, and show that the
measured spectra agree well with the dispersion relation calculated from Lamb wave theory.
© 2004 Acoustical Society of America.@DOI: 10.1121/1.1710501#
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I. INTRODUCTION

Air-coupled ultrasonic materials characterization has
been in use since the 1970s, but has not been widely used
until recently because of the unavailability of commercial
systems. Modern air-coupled ultrasonics began with the de-
velopment of the capacitive ultrasonic transducer by Kuhl
et al.1 in 1954. Luukkalaet al.2 in 1971 used capacitive
transducers to infer the dispersion of guided modes in plates
by identifying peaks in transmission as a function of incident
angle. While this led to an approximate estimation of disper-
sion, it was limited in its precision by interference from side-
lobes of the transducer. Safaeiniliet al.3 in 1995 introduced
both synthetic aperture scanning, which factors out sidelobe
interference, and model-based prediction to yield a precision
measurement of the dispersion relation of a sample. By 1995,
air-coupled ultrasound was established as a qualitative tool
for defect imaging, with development culminating in the re-
lease of a commercial air-coupled ultrasonic system,4 which
made narrowband air-coupled ultrasonic measurement
broadly accessible as a research tool. Schindelet al.5 devel-
oped in 1995 broadband micromachined capacitive air-
coupled transducers, making truly broadband air-coupled
measurements possible. In 1996 Ladabaum and Khuri-
Yakub6 introduced high frequency micromachined air-
coupled transducers with sensitivity as high as 11.4 MHz. In
2002 Hosten and Castaings7 used a parabolic mirror and
chirp excitation for measuring the phase velocity of Lamb
modes.

We apply the water-coupled two-dimensional Fourier
transform method of Fei and Chimenti8 and the parabolic
mirror of Hosten and Castaings7 to air-coupled measure-
ments of dispersion spectra. We provide theoretical justifica-

tion for our method and show that, unlike previously used
air-coupled dispersion methods, it decouples transducer arti-
facts from the measured data.

We present a method for the reconstruction of the trans-
mission coefficient of a plate and its related guided wave
mode dispersion spectrum using highly focused, broadband
air-coupled ultrasound both for generation and detection. We
apply pulse compression techniques to maximize signal-to-
noise ratio, but insonify with a novel burst of temporally and
spectrally tailored random phase noise rather than the more
conventional chirp excitation. Stepwise scanning of the
transmitted field, followed by a spatial-temporal two-
dimensional Fourier transform, yields a reconstruction of the
plate transmission coefficient. In the following we summa-
rize our theory and procedure and present measured trans-
mission coefficient results, displayed as grayscale image
data, from samples of aluminum, Lucite™, carbon fiber ep-
oxy laminate, and wood plates. Corresponding guided wave
mode curves calculated from known geometric, density, and
elastic parameters are compared to the experimental data and
found to be in close agreement.

II. THEORY

Previous papers analyzing air-coupled plate mode
propagation, such as Safaeiniliet al.,3 model the plate as a
transmission coefficient that operates on the plane wave
spectrum of piston transducers. Safaeiniliet al. showed that
a pair of piston transducers can be very closely modeled with
a pair of Gaussian transducers, and therefore it is common to
model piston transducers as Gaussian. A Gaussian transducer
model allows the use of the complex transducer point9 to
mathematically replace a distributed Gaussian transducer
with a point transducer spatially displaced into the complex
plane.

a!Author to whom all correspondence should be addressed; electronic mail:
sdh4@cornell.edu
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Transducer modeling has been very important because
wave form predictions have been used in prior work to cali-
brate and verify the measurements. In contrast, the results of
our dispersion spectra measurements can be directly com-
pared with calculations of Lamb wave modes, because air is
a very tenuous coupling medium and only minutely perturbs
the Lamb mode dispersion. Since there is no need to include
transducer characteristics in those calculations, an empirical
transducer model is sufficient for our purposes. We treat our
transducer systems~the transducers themselves coupled to
focusing mirrors! as sound producing units. Each transducer
system is modeled as an arbitrary continuum of point trans-
ducers, or equivalently as a generator or detector of an arbi-
trary spectrum of plane waves. The transducer characteristic,
which will be denotedH(kx ,ky ,kz ,v), is left as an un-
known in the model, and can be measured experimentally.

Our measurement apparatus consists of planar air-
coupled thin-film transducers5 focused by a cylindrical para-
bolic mirror to create a focused sheet beam incident on the
plate, as illustrated in Fig. 1. The beam can be considered as
a spectrum of plane waves containing a broad range of spa-
tial frequencies. At the surface, the plane waves couple into
guided modes within the plate. Each mode propagates along
the plate and leaks energy into the air. The reradiated field
below the plate is measured by a nominally identical detector
through another line focus mirror. The detector is scanned
stepwise inx parallel to the surface, and the transmitted sig-
nal is measured as a function of position and time.

Consider an acoustic point source located at coordinates
(x8,y8,z8) in the air. An impulse generated by this point
source will, satisfying the wave equation, create a transient
spherical pressure wave propagating outward in the sur-
rounding air,

f ~x,y,z,t !5
1

r
d~r 2cat ! ^ ths~ t !, ~1!

where r 5A(x2x8)21(y2y8)21(z2z8)2, ca is the air
wave speed,hs(t) is the impulse response of the source
transducer and electronics, and̂t denotes temporal convo-
lution.

We represent our source transducer system, the trans-
ducer and mirror, by a spatial continuum of point sources.
The shape of the continuum will be the shape of the source
transducer itself distorted into a curve by reflection in the
mirror. We give each point in the continuum source a sepa-
rate impulse response,hs(x,y,z,t). The pressure wave in the
air is then the integral of the effects of each infinitesimal
point source, that is the convolution over space and time of
the effect of a single source with the source distribution,

f ~x,y,z,t !5d~A~x2x8!21~y2y8!21~z2z8!22cat !

^ x,y,z,ths~x,y,z,t !. ~2!

This expression forf (x,y,z,t) in Eq. ~2! is the pressure wave
in the air resulting from the arbitrary source characteristic
hs(x,y,z,t). For our line-focus system of transducer and mir-
ror, we assume that the source transducer has a uniform re-
sponse over a lengthl in y, normal to the incident plane as
shown in Fig. 1. That is,hs(x,y,z,t)5hs(x,z,t)(u(y1 l /2)
2u(y2 l /2))/A2p l , whereu(y) is the spatial unit step in
the y direction.

Spectral decomposition@four-dimensional~4D! Fourier
transform# of f (x,y,z,t) yields

F~kx ,ky ,kz ,v!5
4p2

ikrca
@d~v/ca2kr !2d~v/ca1kr !#

3Hs~kx ,kz ,v!A l

2p
sincS kyl

2 D
3e2 ikxx82 ikyy82 ikzz8, ~3!

wherekx , ky , andkz are thex, y, andz spatial wave numbers
respectively, Hs(kx ,kz ,v) is the Fourier transform of
hs(x,z,t), v/ca is the spatial wave number of a plane wave
of frequencyv in air, andkr[Akx

21ky
21kz

2. Equation~3!
can be understood very easily by looking at its parts. The 4D
Fourier transform of a spherical wave propagating outward
from the origin is 4p2/ ikrca@d(v/ca2kr)2d(v/ca1kr)#.
The transform ofhs(x,z,t) is Hs(kx ,kz ,v). The width and
shape of the source transducer in they ~focal line! direction
transforms toAl /2p sinc(kyl /2), and the spatial shift of the
source transducer location from the origin to coordinates
(x8,y8,z8) is represented by exp(2ikxx82ikyy82ikzz8).

Equation~3! allows us to analyze our source as an infi-
nite sum of plane waves, i.e., as a spectral decomposition. It
is the spectrum of the acoustic field anywhere in space above
the plate. The acoustical effect of the plate is to introduce
into this expression a transmission coefficient.10 The trans-
mission coefficient is the complex ratio of the transmitted
pressure divided by the incident pressure of a plane wave.
The effect of the transmission coefficient is an amplitude
reduction and phase change in the transmitted wave. In par-
ticular, it encompasses the effect of resonant guided modes
within the plate.3 The pressure wave spectrum below the
plate is therefore

4p2

ikrca
FdS v

ca
2kr D2dS v

ca
1kr D G

3T~kx ,ky ,kz ,v!Hs~kx ,kz ,v!

3A l

2p
sincS kyl

2 De2 ikxx82 ikyy82 ikzz8, ~4!

whereT(kx ,ky ,kz ,v) is the transmission coefficient.
As with the source transducer shape and impulse re-

sponse, the line focus detector transducer can, by reciprocity,
be modeled by convolution of the field with the transducer’s
temporal-spatial response,hd(x,y,z,t), which yields the
measured voltage wave form. Equivalently, spectral domain

FIG. 1. Diagram of plate with air-coupled transducers and focusing mirrors.
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multiplication with the Fourier transform of the response,
Hd(kx ,ky ,kz ,v), provides the spectrum of the measured
voltage wave form. As in the case of the source system, we
model the detector transducer and line-focus mirror as a
single unit with uniform response over its spatial extentl in
y, hd(x,y,z,t)5hd(x,z,t)(u(y1 l /2)2u(y2 l /2))/A2p l , or
equivalently in the spectral domain,Hd(kx ,ky ,kz ,v)
5Hd(kx ,kz ,v)Al /2p sinc(kyl /2).

The spectrum measured by the detector transducer is
therefore the pressure wave spectrum of Eq.~4! multiplied
by the detector response,

V~kx ,ky ,kz ,v!

5
4p2

ikrca
FdS v

ca
2kr D2dS v

ca
1kr D G

3T~kx ,ky ,kz ,v!Hs~kx ,kz ,v!Hd~kx ,kz ,v!
l

2p

3sinc2S kyl

2 De2 ikxx82 ikyy82 ikzz8. ~5!

From hereon, for the sake of simplicity we will assume infi-
nite transducer extent iny. As the lengthl of the transducers
along the focal axis goes to infinity~perfect line focus!, the
ky dependence can be simplified to a delta function, leaving

V~kx ,ky ,kz ,v!

5
4p2

ikrca
FdS v

ca
2kr D2dS v

ca
1kr D G

3T~kx ,ky ,kz ,v!Hs~kx ,kz ,v!Hd~kx ,kz ,v!

3d~ky!e2 ikxx82 ikyy82 ikzz8. ~6!

The voltage measured by the detector transducer at location
(x,y,z) is the four-dimensional inverse Fourier transform of
Eq. ~6!,

v~x,y,z,t !

5
1

4p2 Ev
E

kx

E
ky

E
kz

1

ikrca
FdS v

ca
2kr D2dS v

ca
1kr D G

3T~kx ,ky ,kz ,v!H~kx ,kz ,v!d~ky!

3eikx~x2x8!1 iky~y2y8!1 ikz~z2z8!1 ivtdkzdkydkxdv.

~7!

Here we have combinedHs(kx ,kz ,v)Hd(kx ,kz ,v) into a
single composite functionH(kx ,kz ,v) that represents the
combined response of the source and detector transducer sys-
tems. Equation~7! gives the time domain signal recorded by
our detector in response to an impulse excitation. Because of
the presence of delta functions, it is straightforward to per-
form two of the integrals in Eq.~7!. We choose to perform
the ky andkz integrals, yielding

V~x,y,z,t !5
1

4p2 Ev
E

kx

1

ikz0ca
T~kx,0,kz0 ,v!H~kx ,kz0 ,v!

3eikx~x2x8!1 ikz0~z2z8!1 ivtdkxdv ~8!

where kz0[Av2/ca
22kx

2, the z component of the air wave
vector.

In the processing of our measured data, we will perform
a two-dimensional forward discrete Fourier transform inx
and t. In the model, we approximate that discrete transform
with a two-dimensional forward continuous Fourier trans-
form, leading to

V~kx ,y,z,v!5
1

ikz0ca
T~kx,0,kz0 ,v!H~kx ,kz0 ,v!

3e2 ikxx81 ikz0~z2z8!. ~9!

The final step in our processing will be taking the complex
magnitude ofV,

uV~kx ,y,z,v!u5
1

cakz0
uT~kx,0,kz0 ,v!uuH~kx ,kz0 ,v!u,

~10!

which is conveniently independent of both vertical trans-
ducer positions,z8 andz. It is also independent of the trans-
ducer positions along the focal line,y8 and y because we
have assumed the transducers to be infinitely long. Finally,
kz0 , as defined earlier, is dependent only onv, kx , andca ,
so its dependence can be subsumed into the other param-
eters. We can write

uV~kx ,v!u5
1

cakz0
uT~kx ,v!uuH~kx ,v!u, ~11!

where T(kx ,v)[T(kx,0,kz0 ,v) and H(kx ,v)
[H(kx ,kz0 ,v). Therefore, the measuredV(x,t), discrete
Fourier transformed toV(k,v), is the magnitude of the spec-
tral transmission coefficientT, windowed by the response of
the transducersH(kx ,v)5HsHd and scaled by the recipro-
cal of thez component of the air wave vector. The simplicity
of Eq. ~11! allows for very simple analysis. Since maxima in
the transmission coefficient correspond to portions of the
spectral domain where the plate is in transverse resonance,11

i.e., guided wave modes in the plate, and these maxima
thereby indicate the plate dispersion relation,3 we will inter-
pret ridges inuV(kx ,v)u as the dispersion curves of guided
wave modes. Moreover, Eq.~11! shows that the combined
effect of the transducers and mirrors is purely that of a mul-
tiplicative window in the (k,v) domain. In contrast with
previous models, this analysis identifies the two-dimensional
Fourier transform of the measured voltage to be the trans-
mission coefficient without assuming a particular beam pro-
file, such as Gaussian. Instead it allows either an empirically
measured model of the transducer or a calculated model
based on the spatial Fourier transform of the shape of the
active area. In addition, this analysis can be readily extended
to three dimensions, yielding a modified Eq.~11! with ky

dependence added toV, T, andH.
The above-presented analysis is limited by a few as-

sumptions. We implicitly assume an infinite plate, but the
real plates we measure are finite. We assume infinitely long
line focus transducers, but the transducer assemblies are ac-
tually rather narrow. We ignore reflections and reverberations
between the transducers and the plate, because these can be
eliminated through time windowing. Despite these limita-
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tions, in practice we have found the above-given analysis to
be quite satisfactory for interpreting measured data and
matching theoretically calculated dispersion curves to ex-
periment.

III. EXPERIMENTAL METHOD

We measure the transmission coefficient of a medium in
the geometry shown schematically in Fig. 1 using an effec-
tive impulse source~explained later! and a 10 MSPS 12 bit
wave form recorder. Time wave forms are recorded as the
positionx is stepped over a range wide enough for the signal
to disappear in noise, givingV(x,t). The measured, win-
dowed transmission function,uV(kx ,v)u is calculated from
the two-dimensional discrete Fourier transform ofV(x,t).
The reciprocal of the step size inx determines the largestkx

that can be measured without aliasing. The range traveled in
x determines the resolution inkx , and zero-padding the
V(x,t) data reduces pixelation in theV(kx ,v) spectrum
through interpolation.

The actual transducers that we use are planar~piston
radiators!. To create line-focus source and detector systems,
the planar transducers are coupled to line-focus mirrors. The
mirrors, shown in Fig. 2, have been designed with a CAD
tool to have the required parabolic shape and are manufac-
tured from Duraform GF~glass-filled polyamide! using a
rapid prototyping method to a surface finish better than 5
mm. These mirrors have a sufficient beam angle to excite a
14.4° slice of the useful region of (kx ,v) space. Because of
the low velocity ratio between air and almost any solid, both
shear and longitudinal critical angles occur at relatively low
values, so a 14.4° beam acceptance angle is sufficient for
most measurements. Figure 3 shows the result of the mea-
surement procedure below with vertically aligned transduc-
ers and no plate in place. This is the empirical transducer and
mirror response windowH(kx ,v) of Eq. ~11!. No contrast
stretching or histogram equalization has been performed on
this or any other image reported in this paper. As seen in Fig.
3, the transducers have a spectral sensitivity width of 14.4°
and wideband frequency response. We have measured the
system response, including the effects of both transducers, to
be centered at 380 kHz with210 dB points at 169 and 657
kHz. The dispersion measurements themselves tend to be

limited to a somewhat reduced bandwidth because the sensi-
tivity of the measurement drops off with 1/kz0 @Eq. ~11!#
which is equivalent to it dropping off with 1/v. The asym-
metry visible in Fig. 3 comes from the reflection of the dif-
fraction from the edge of the transducer in the inherently
asymmetric parabolic mirror.

Unlike previous methods, we have not had to assume in
our analysis a particular physical shape and directivity func-
tion of the transducer, except that it is line focus. Instead, we
subsumed the transducer shape and directivity into the spec-
tral characteristic of the transducers,H(kx ,v), that we em-
pirically measured in Fig. 3. As shown in Eq.~11!, H(kx ,v)
windows the transmission coefficientT(kx ,v) in the mea-
surement. The transducer shape and directivity thereby deter-
mine which region in (kx ,v) space is probed by the mea-
surement. In general for a focused transducer,H(kx ,v) has
the approximate shape of a slice in (kx ,v) with an angular
width that corresponds to the beam acceptance angle of the
mirrors and transducers. While we will not attempt to divide
out H from our results, this empirical measurement informs
us of the effect of the transducer shape on our results, and all
measurements are subject to this sensitivity window.

In most of our experiments, we rotate the mirrors about
their focal line. Rotating the mirror rotates and stretches the
measurement sensitivity window in (kx ,v) space and allows
more modes to be simultaneously excited and measured than
possible with unrotated transducers. If the rotated slice is still
not large enough to measure all the modes of interest, mea-
surements can be repeated at multiple mirror angles to pro-
vide a complete picture of the modal structure built from the
sum of rotated copies of the measurement window of Fig. 3.

To maximize the signal-to-noise ratio~SNR!, we use a
pulse compression technique that simulates an impulse
source, equivalent to the autocorrelation of the long, broad-
band excitation signal. Others have demonstrated similar
SNR improvements,12 but we have developed a random
phase excitation wave form to use in place of the usual chirp
~linear frequency sweep!. The random phase wave form is
constructed to have both a desired frequency spectrum and

FIG. 2. Line-focus mirror~gray! and transducer~black!.

FIG. 3. Spectral sensitivity window of air-coupled transducers and mirrors,
H(kx,0,Av2/ca

22kx
2,v). Lines are drawn to reflect the beam width.
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desired temporal envelope. The wave form is constructed in
the frequency domain with the desired amplitude spectrum,
but with phases selected using a pseudorandom number gen-
erator. The temporal envelope is then applied in the time
domain. The desired amplitude spectrum and temporal enve-
lope are inherently contradictory requirements. We apply the
two criteria iteratively until a wave form is obtained that
very nearly satisfies both. The random phase wave form is
transmitted using a Ritec RAM-10000 ultrasonic system,
modified to accept arbitrary wave form excitation and per-
form automatic digital cross correlation on the measured re-
sponse. A distinct advantage of the random phase signal over
the chirp is that our signal transforms any system nonlinear-
ity into time-domain noise that can be reduced by window-
ing. To obtain the impulse response of the ultrasonic system,
the measured wave form from the detector is cross correlated
with a stored replica of the transmitted excitation wave form.
The correlated signal is equivalent to the response of the
ultrasonic system to an elastic wave transient, and therefore
can be treated like a conventional pulse wave form.

The measured time-domain wave formsV(x,t) always
contain interference signals not predicted by the above-given
simplified analysis. At minimum, there are reflections and
echos in the air between the transducers and the sample. In
addition, our measurement system has a small, but detect-
able, leakage of the excitation signal into the detector circuit.
Sound scattered from the source transducer can reflect from
the measurement apparatus around the sample and appear at
the detector. All of these interference signals are separated
temporally from the desired plate mode wave forms. A key
advantage of our time-domain measurement is our ability to
eliminate interference by performing time-domain window-
ing.

The final step of our measurement procedure is to plot
the two-dimensional spatial-temporal discrete Fourier trans-
form of all of the correlated windowed time-domain wave
forms. This step givesV(kx ,v), our windowed measure-
ment of the transmission coefficient. The magnitude of
V(kx ,v), plotted as a gray scale as a function of (kx ,v) ~or
equivalentlyf andkx/2p), is a spectrum of the transmission
maxima of the medium. Because air is so tenuous, the trans-
mission maxima essentially coincide with the Lamb modes
of the medium, so the experimental resultV(kx ,v) is effec-
tively a dispersion spectrum.

IV. RESULTS

We have reconstructed the dispersion relations of a wide
variety of materials, but show only a few here for illustrative
purposes. Figure 4 shows the dispersion relation of 6.68 mm
6061-T6 aluminum. The image is produced from a 300 mm
scan in 2 mm steps inx with 3600 averages and the source
and detector assemblies each rotated 2° to allow phase
matching into as many modes as possible. Bright traces cor-
respond to propagating Lamb modes. The lower frequency
bound of the experiment is about 100 kHz and this can be
seen in Fig. 4 as a sharp cutoff in the image background. The
dashed curves in Fig. 4 are calculated from waveguide
theory10 using nominal values for the elastic parameters of
aluminum. Each curve corresponds to a different mode.

Phase velocity of a mode at a particular frequency and wave
number isv/k or equivalentlyf /(k/2p) and is determined
by measuring the slope of the line from the origin to
( f ,k/2p). Group velocity at a particular frequency and wave
number is determined by measuring the slope of the disper-
sion curvedv/dk @or equivalentlyd f /(dk/2p)]. The disper-
sion curves shown in Fig. 4 correspond to, from bottom to
top, the lowest order antisymmetric (A0) and symmetric (S0)
modes, the first-order antisymmetric (A1), first- and second-
order symmetric (S1 andS2), and the second-order antisym-
metric mode (A2). Figure 4 shows the lowest order antisym-
metric and symmetric modes very clearly. The first-order
antisymmetric mode is clearly present, and the second-order
symmetric mode is also clearly present in the measured data.

This scan was time consuming. Our equipment achieves
a repetition rate of 15 Hz; this scan took approximately 10 h.
Long scans and substantial averaging are required to achieve
fine detail and optimum signal-to-noise ratio in the measured
image. Nevertheless, even short scans with few averages can
provide an adequate dispersion spectrum. We have achieved
recognizable dispersion spectra in as little as 10 min.

Figure 5 shows the measured dispersion relation image
for Lucite ~poly methyl methacrylate!, generated from a 160
mm scan in 2 mm steps with the transducers rotated to an
angle of 7° with 4000 averages. Curves calculated from
waveguide theory using nominal elastic parameters for
Lucite13 are superimposed upon the curves shown in Fig. 5.
These correspond to, from bottom to top, theA0 , S0 , A1 ,
S1 , S2 , A2 , S3 , and A3 modes. Every measured mode
shows good alignment with the calculated curves. All of the
modes except for the second-order antisymmetric and the
third-order symmetric mode are visible in the measured dis-
persion relation image. Some portions of some modes appear
brighter than others. Modes with large out-of-plane surface
displacements will couple more efficiently to a pressure
wave in the air. This fact explains why the upper portion of
the S0 mode beyond 0.07 mm21 is so bright and almost
disappears below 0.05 mm21. In addition, the transducer
bandwidth and the spectral directivity of the rotated trans-

FIG. 4. Image of measured dispersion spectrum for aluminum, with super-
imposed dashed curves calculated from nominal elastic parameters. The
horizontal axis,k/2p, is equivalent to 1/l.
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ducer limit the measurement region and thereby affect the
intensities of the measured modes. Both Figs. 4 and 5 show
the measured dispersion of theS1 mode below 0.05 mm21 to
be nearly horizontal, whereas the theoretical curve increases
toward the axis. This phenomenon is the well-known nega-
tive group velocity mode. In fact, a full three-dimensional
reconstruction of the dispersion spectrum, utilizing spatial
scanning in bothx and y, yields curves which follow pre-
cisely the calculation. The horizontal segment that appears in
Figs. 4 and 5 is therefore an artifact caused by the finite
extent in y of the line source. This interesting effect has
significant implications for scanned imaging, and we have
taken this up in another publication.14

Figure 6 shows a synthetic dispersion spectrum analo-
gous to the 5.46 mm Lucite of Fig. 5 calculated using Eq.
~11!. It is the transmission coefficient, calculated using well-
known theory,10 and multiplied by the transducer response,
similar to Fig. 3, but measured with a transducer rotation
angle of 6°. The calculation was done based on the same
elastic parameters used to calculate the dispersion curves of

Fig. 3, and with published viscoelastic attenuation values.3

More modes are visible here than in Fig. 3 because of the
perfect signal-to-noise ratio, but they appear in the same
places and many have similar intensity ratios. We note that
the flat spot in theS1 mode discussed earlier does not appear.
That is because this calculation is based on a two-
dimensional model that assumes the transducer to be infinite
in y. The flat spot was caused by using a three-dimensional
transducer in a two-dimensional model.

We can measure dispersion spectra of anisotropic mate-
rials as well. In this case, the measured spectra will depend
on the selected direction of propagation. Figure 7 shows a
measured dispersion spectrum~1500 averages! for propaga-
tion along the fibers of a sample of 3.3-mm-thick uniaxial
carbon fiber epoxy laminate. For this measurement the trans-
ducer assemblies have been rotated to 6°. Superimposed on
the data are dispersion curves calculated from independently
measured elastic constants. TheA0 andS0 modes are clearly
visible, although the lower frequencies and initial slope of
theS0 are not, for reasons pointed out earlier. The sharp knee
in the S0 at around 0.06 mm21 and 0.4 MHz is a conse-
quence of the high elastic anisotropy typical of these mate-
rials. Figure 8 shows the measured spectrum for propagation
normal to the fiber direction of the same sample, this time
with the transducer assemblies again rotated to 6°, and again
with 1500 averages. Here,A0 , S0 , A1 , andS2 modes are all
clearly visible in the locations predicted by the theoretical
calculations. The modal structure in this case is indicative of
an isotropic sample, because we are measuring in the com-
posite’s plane of isotropy.

Figure 9 shows a dispersion spectrum for a 9.53-mm-
thick balsa wood plate, measured with 2400 averages. In this
case we have been able to image both the zeroth-order and
many higher order modes. The effect of anisotropy of the
wood is also clearly visible in these curves, as it was in the
case of the composite. Because wood is a natural fiber, elas-
tic property variations can occur from point to point. There-
fore, the data in Fig. 9 are less well defined than for the
engineering materials presented earlier. Nonetheless, the
structure of the higher order modes is clear and both the

FIG. 5. Image of measured dispersion relation for Lucite, with superim-
posed curves calculated from nominal elastic parameters.

FIG. 6. Synthetic dispersion spectrum for Lucite, calculated according to
Eq. ~11!.

FIG. 7. Measured dispersion spectrum of uniaxial carbon fiber, parallel to
fiber direction.
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longitudinal wave speed and Rayleigh wave asymptote are
clearly visible in the data of Fig. 9

V. CONCLUSIONS

We have demonstrated in this paper a noncontact
method using air-coupled focused ultrasound to deduce the
dispersion characteristics of isotropic and anisotropic plates.
By combining random phase excitation and correlation with
synthetic aperture scanning we can reconstruct entire por-
tions of a dispersion spectrum in a single scan. The large
number of inflection points in the dispersion curves visible in
the images shown in Sec. IV allow a robust and reliable

fitting procedure. The high sensitivity of certain dispersion
curve segments to particular elastic constants is well
established.8,15 Unlike many previous methods, our results
can be compared directly with calculations from waveguide
theory. Assumptions~except for line-focus! about the acous-
tic beam function of the transducers are not required.

The several examples shown here serve to illustrate the
capability of this technique. We have reconstructed the dis-
persion relations of a wide variety of materials, including
anisotropic composites and even wood. There is nothing in
principle that limits applicability of this method to measuring
guided Lamb waves in plates; the dispersion characteristic of
any leaky ultrasonic guided mode can be measured in this
way. The noncontact nature of the procedure presented here
opens possibilities for examining materials which cannot be
immersed in coupling liquids.
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I. INTRODUCTION

Heat exchangers are important components of thermo-
acoustic engines and refrigerators. This paper reports mea-
surements of heat transfer between identical heat exchangers
in oscillating flow. The results are analyzed in a way that is
intended to be useful in the design of thermoacoustic de-
vices.

The authors are not aware of any previously published
experiments on the performance of heat exchangers in purely
oscillatory flow without externally imposed pressure oscilla-
tions. Cooper, Yang, and Nee1 carried out a review of ‘‘fluid
mechanics of oscillatory and modulated flows,’’ resulting in
63 references in the category ‘‘convective heat transfer.’’ Al-
most all of the cited studies, however, concern ‘‘modulated
flows,’’ i.e., steady flows with small oscillatory components
superimposed. Most of these papers are concerned with the
use of flow pulsations as an enhancement mechanism. Of the
papers cited in their review, the only experimental investiga-
tion of a situation similar to that encountered in thermoa-
coustics is the reviewers’ own study.2 In this experimental
paper they note that, ‘‘to the knowledge of the authors, no
papers have been published dealing strictly with heat transfer
to oscillatory flows@with no mean flow#.’’ Details of their
experiment, however, make it difficult to apply their results
to heat exchangers for thermoacoustics. In particular, Cooper
et al. used a complicated system of ‘‘doors’’ and ‘‘back flow
preventers’’ in order ‘‘to provide fresh air every half oscilla-
tion cycle,’’ so that their experiment is more like the repeated
measurement of a time-varying unidirectional flow than a
true oscillatory flow. One paper on heat exchange in oscillat-
ing flow that escaped the attention of Cooperet al. is that of
Hwang and Dybbs.3 Once again, however, the details are
such that we have not yet found a way to relate Hwang and
Dybbs’s results to the results of the present study.

A conventional method of testing a heat exchanger is
depicted in Fig. 1~a!. Fluid at a well-defined temperatureTin

flows down a duct and through a heat exchanger that is held

at temperatureThx . The fluid exits the exchanger at a differ-
ent temperatureTout. Meanwhile, the rate at which heat is
delivered to the exchanger is monitored. A heat-transfer co-
efficient is then determined in terms of the temperatures and
heat.

The situation is not so straightforward for the case of
oscillating flow. Consider a single heat exchanger in an os-
cillating flow in a duct, shown in Fig. 1~b!. The exchanger is
at temperatureThx , and the fluid in the duct is initially at
T` . After a few passes through the exchanger, however, all
the fluid near the exchanger approachesThx . At this point,
the temperature of the fluid entering the exchanger is not
well known, and the rate of heat delivery to the fluid has
more to do with the way heat is transported along the length
of the duct than it has to do with the characteristics of the
exchanger itself. This configuration has been studied experi-
mentally by Peattie and Budwig.4 The interaction between
the oscillating boundary layer and the temperature gradient
along the duct causes a type of thermoacoustic heat pumping
examined in several papers by Kurzweg and collaborators
~Refs. 5 and 6, and references therein!. While there are ap-
plications for this type of transport, it is not particularly rel-
evant to the study of heat exchanger performance in ther-
moacoustics.

By outfitting an exchanger and a stack~or regenerator!
with temperature sensors, it is possible to study heat ex-
changers in the context of a thermoacoustic device, as in Fig.
1~c!, where a heat exchanger is seen placed adjacent to a
stack. Brewster, Raspet, and Bass7 report some results from
this sort of measurement, as do Braunet al.,8 and a particu-
larly careful study of this type was undertaken recently by
Mozurkewich.9 For all measurements of this sort, the experi-
mental situation is complicated, and interpretation of the re-
sults is difficult. In particular, the stack only functions in the
presence of pressure oscillations. As discussed in Sec.
VIII B, however, we believe that the temperature oscillations
caused by these pressure swings may significantly alter the
heat transfer within the heat exchanger. Furthermore, the
way in which heat transfer occurs at the end of the stack is
no better understood than within the heat exchanger, anda!Electronic mail: keolian@psu.edu
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may be different in nature. These phenomena are, of course,
part of the reality of heat exchanger performance within real
thermoacoustic devices. However, it is important to know the
isolated effects of oscillating flow on the exchanger itself,
without additional complications.

The approach taken in the present measurement is to
place two exchangers at different temperatures close to-
gether, and to move fluid in an oscillatory manner between
the two exchangers, as depicted in Fig. 1~d!. The situation is
now well defined, and involves only heat exchangers; if the
duct is insulated, then, in steady state, this is a measurement
of the exchangers, not of transport in the duct. Furthermore,
if the exchangers are identical, then the average temperature
in the plane centered between the exchangers is known to be
(Th1Tc)/2.

II. EXPERIMENTAL APPARATUS

The core of the measurement apparatus is shown in Fig.
2. A test section, consisting of two test heat exchangers sepa-
rated by a spacer, is inserted into the middle of the apparatus,
which is vertically symmetrical about the test section except
for the shaker at the bottom. An APS Dynamics10 shaker
moves a metal end-plate that is connected to the stationary
parts of the duct via a square polyurethane bellows. Just
above the bellows is a heat exchanger, which we call a
‘‘guard heat exchanger’’ discussed in the following. Next is a
185-mm-long square-sided diffuser section that matches the
inside dimensions of the bellows and guard heat exchanger
to those of the test duct. Between the diffuser and the test
duct are two layers of window screen to reduce the possibil-
ity of turbulence from the bellows entering the test duct. The
test duct, made of acrylic, has square 292 mm3292 mm in-
ner cross-sectional dimensions. The half of the test duct be-
low the test section is 305 mm long, with a flange at the top
for mounting test sections. Above the test section, the parts
are repeated in reverse order. The top and bottom end plates
are coupled by rigid connecting rods, so that the end plates
go up and down together, driven by the single shaker. The
test section, ducts, and diffusers are held fixed relative to the
base of the shaker~and the lab! by a large support frame~not

shown!. In Fig. 2, the end plates are at their lowest point, so
that the upper bellows is compressed and the lower bellows
is expanded.

Also attached to the shaker~but not shown in the dia-
gram! is a strut structure that supports suspension springs.
The spring stiffness combines with the mass of the moving
parts to give a resonance frequency around 4 Hz. This choice
of spring stiffness allows the shaker to oscillate the end
plates to its full stroke at up to 5 Hz while still allowing the
full stroke at 0.125 Hz. The amplitude diminishes as the
frequency is increased above 5 Hz due to amplifier limita-
tions.

All experiments are conducted in air at ambient atmo-
spheric pressure, which is measured with a mercury barom-
eter for determination of the air densityrm . The thermal
conductivityk0 and dynamic viscositym of air are calculated
from the mean temperature of the gas in the duct using for-
mulas from Pierce,11 and the kinematic viscosity isn
5m/rm . The specific heat of air iscp51005 J kg21 K21.

The position of the end plates is measured with a linear
variable differential transformer~LVDT !. The gas displace-
ment is inferred from the end-plate position measurement.
The maximum peak gas displacement amplitude is 70 mm,
which at 5 Hz gives a maximum air speed of 2.2 m/s. The
pressure drop across the test section is also measured, but
pressure measurements are not reported in the present paper.
Data acquisition, validation, and error analysis of the pres-
sure and position sensors are described in detail in Ref. 12.

FIG. 1. Heat exchanger measurement configurations:~a! a heat exchanger
tested under steady-flow conditions;~b! a single heat exchanger in oscillat-
ing flow; ~c! a heat exchanger adjacent to a thermoacoustic stack;~d! two
heat exchangers at different temperatures in oscillating flow.

FIG. 2. Schematic of the measurement apparatus. The connecting rods, end
plates, and LVDT core rod are driven up and down by the shaker armature,
with the rest of the apparatus held stationary by a strut structure~not
shown!. The moving parts are shown here in their lowest position, so that
the upper bellows is compressed and the lower bellows is expanded. Also
not shown are springs attached to the shaker armature that raise the reso-
nance frequency of the moving parts to around 4 Hz.
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A. Flow loops, chillers, and pumps

The primary goal of the experiments is the measurement
of the amount of heat transferred between two heat exchang-
ers in oscillating flow for various conditions of oscillation
amplitude and frequency. The heat transferred between the
two exchangers is found by measuring the amount of tem-
perature change of water flowing though the heat exchanger
tubes. There are two flow loops, one for the hot exchanger
and one for the cold. In each loop, the temperature is main-
tained by a ‘‘recirculating chiller.’’ The ‘‘chiller’’ on the hot
side includes an electric heater so that it may be used above
room temperature. In each loop, water is pumped from the
chiller through a reference heater~described in the follow-
ing!, the heat exchanger, a filter, a turbine flow meter, the
guard heat exchanger, and back to the chiller. The flow rate is
adjusted to produce a reasonable temperature increase as the
water passes through the heat exchanger, with flow rates of
about 0.3–0.6 kg/min. Distilled water is used for all mea-
surements, with the addition of a few drops of a biocide and
a few grams of corrosion inhibitor.

The guard heat exchangers are off-the-shelf units in-
tended for the cooling of truck transmission fluid. Their form
is similar to that of a car radiator. The primary function of
the guard heat exchangers is to insulate the air inside the duct
from the room. Almost all of the core of the test apparatus is
well insulated with 2.5–10 cm of polystyrene foam, but it is
impossible to insulate the bellows. The guard heat exchanger
acts as a substitute for insulation, holding the air that passes
from the bellows into the test duct at a temperature that is
near to that of the nearest heat-exchanger-under-test. The
guard exchanger also acts to straighten the flow of the air
coming into the duct from the compressing bellows.

B. Temperature sensors

Water temperatures are measured with thermistor probes
manufactured by RDP Corporation.13 Each probe contains a
2252 V YSI14 series 55000 glass-encapsulated thermistor,
sheathed in a stainless steel tube that is 15 cm long and 3.175
mm in diameter. Attached to each heat exchanger are two
6.35-mm-o.d. tubes for connecting the hoses for entering and
exiting water. These tubes are made quite long, about 13 cm.
The long sheath of a thermistor probe is inserted through the
straight leg of a Swagelok tee-fitting and into a connecting
tube. Water enters through the side branch of the tee, so that
water flows past the entire length of the probe sheath on its
way into the exchanger~and vice versa for exiting water!. By
this connection method, the probe is effectively immersed in
the water to a depth of 15 cm. Tests in the recirculating
chiller bath show that 10 cm of immersion is sufficient to
eliminate any detectable effect from heat leak down the
sheath. An additional advantage of this arrangement, in
which the water plumbing connections are made far from the
exchanger, is that insulation can be tightly and permanently
attached to the heat exchanger connecter tube right up to the
exchanger manifold, while at the same time allowing the
thermistor, which is at the tip of the long probe, to be placed
very close to the exchanger entrance or exit. This is espe-
cially important for the cold heat exchanger, since the circu-

lating cold water is sometimes cold enough to condense
moisture from the ambient air. Additional insulation is placed
over the Swagelok tee-fitting after the water connections are
made.

The present measurements are not very sensitive to ab-
solute temperature accuracy, but are extremely sensitive to
the accuracy of temperaturedifferences. Response differ-
ences between the probes are corrected to within 2 mK by
calibrating them simultaneously in a variable-temperature
water bath.

C. Flow meters and reference heaters

A DigiFlow DFS-2W turbine flow meter15 is placed in
each flow loop to measure the rate of water flow. Tempera-
tures and flow rates are combined to give heat transfer rates.
For the determination of heats based on the flow meters,
Q̇raw5ṁwcwuDThxu, whereṁw is the mass flow rate of the
water, cw54180 J kg21 K21 is the specific heat of water,
which is constant within the accuracy of these measure-
ments, andDThx is the change of temperature of the water as
it passes through the exchanger.

An electric heating element inserted in the flow loop
provides a second method of measuring the heats. The
method is to measure the temperature increase in the circu-
lating fluid due to a well-known rate of heating, provided by
an electric heating element, and to compare the temperature
change at the test exchanger to that at the reference heater,
measured with probes like those used to measure the heat–
exchanger temperature differences~see Ref. 16, Sec. 9.2.2!.
The heater-method usesQ̇raw5Q̇refuDThxu/DTref , where
DTref is the temperature increase of the water as is passes
through the heater andQ̇ref , the known electrical heat sup-
plied to the reference heater, is calculated from the resistance
of the heater element and the voltage at the heater measured
by four-wire technique.

III. THE PARALLEL-PLATE HEAT EXCHANGERS

The parallel-plate heat exchangers used in these mea-
surements are made from flat extruded aluminum tubing of a
type used in automotive air-conditioner condensers. The
tubes are 2.0 mm322.0 mm in external cross section, having
rounded ends. The interior of the tube is divided into nine
rectangular channels, as shown in Fig. 3. Interior and side
walls are all 0.50 mm thick. These tubes are analogous to the
parallel fins of a tube-and-fin heat exchanger, with nearly
100% fin efficiency~no conduction loss! due to the water
flowing through them. That is, in these exchangers, the
‘‘tubes’’ and the ‘‘plates’’ are the same.

Each 292 mm3292 mm exchanger is made up of 35 of
these tubes separated by 6.35 mm gaps, for a center-to-center
tube spacing of 8.35 mm and hydraulic radius ofr h5y0

53.175 mm.~The hydraulic radius for parallel plates is half
of the plate separation. This half spacing is often referred to
asy0 in thermoacoustics, following the notation of Swift.16!
The total wetted perimeter of the tubes17 is P520.45 m. The
tubes are mounted at each end into a manifold made from
25.4 mm square aluminum tube. The tubes are centered on
the manifolds, so that each tube is set (25.4222.0)/2
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51.7 mm back from the edges of the manifold. That is,
when the two heat exchangers are brought together with their
manifolds touching, there is a 3.4 mm gap between the two
sets of tubes. This 3.4 mm is then the minimum possible
value of the distance between the edges of the tubes of the
two exchangers, which is the distance that is meant by the
term ‘‘heat exchanger separation’’ and indicated by the sym-
bol 2xhx .

When the exchangers are installed in the test rig, each is
placed into a mounting structure made from polystyrene
foam board of the type used to insulate houses. This mount-
ing insulates the exchangers from the test duct and from the
outside air, and also forms the two sides of each exchanger
that are perpendicular to the manifolds. An additional piece
of foam is the ‘‘spacer,’’ used to insulate the exchanger mani-
folds from each other, and to establish the exchanger separa-
tion spacing.

The hot exchanger is placed above the cold exchanger
for gravitational stability of the air inside the duct. Care is
taken to align the exchangers so that, if one could look axi-
ally down the duct, the tubes of the closer exchanger would
lie directly in front of the tubes of the far exchanger, with a
maximum amount of ‘‘free flow area.’’ Water passes through
the exchangers in counter-flow with respect to each other, so
that the temperature difference between the exchangers
should be nearly the same at each location along the length
of the tubes.

The adjustment of oscillation amplitudex1 and fre-
quency f ~and angular frequencyv52p f ! is under com-
puter control. The control program reads a desired oscillation
amplitude from a list and adjusts the shaker drive level until
the measured amplitude is within about 1% of the prescribed
value. The temperature difference across each exchanger is
measured, and then measured again about 1 min later. If
either DT has changed by more than 3 mK~the smallest
practical noise-limited value!, the process is repeated until
both heat exchangers meet the 3 mK tolerance during a
single measurement cycle, after which the computer records

all measured values and moves to the next desired amplitude
or frequency.

IV. RAW RESULTS AND UNCERTAINTIES

Measurements at several sample frequencies are shown
in Fig. 4. In this measurement, the exchangers are placed as
close together as possible: the insulating spacer between the
manifolds is 2.1 mm thick, so that the separation of the ex-
changer tubes is 2xhx55.5 mm. Plotted along the horizontal
axis isx1 , the peak displacement amplitude of the oscillating
gas. The two solid vertical lines are aids to the eye that show
the ‘‘position’’ of the edges of the exchanger. The first is at
xhx , the amplitude at which a parcel of gas that begins at the
center of the inter-exchanger gap barely enters each ex-
changer at the limits of its excursion. The second line repre-
sents the amplitude at which this parcel barelytraversesboth
exchangers. This occurs whenx15xhx1sLhx , whereLhx is
the length of each exchanger in the oscillation direction~22
mm! and s is the porosity~void volume divided by total
volume! of the exchangers~0.760!.

The curve for each frequency in Fig. 4~a! is actually a
cluster of four curves, one for each measurement method, as
indicated by the legend. A significant difference between
these would indicate a problem either with a flow meter or
with one or both of the temperature sensors in a reference
heater, or with the reference heater insulation. The flow-
meter and reference-heat methods of measuring the heat are
not completely independent, however, since both depend

FIG. 3. Cross-sectional drawing of a portion of the two heat exchangers,
with dimensions. The portion shown includes, for each exchanger, four of
the hollow tubes that are the ‘‘plates’’ of the parallel plate heat exchangers.

FIG. 4. ~a! Parallel-plate heat exchange data collected using the smallest
practical separation of 5.5 mm.~b! The standard error of the four measure-
ments of heat made at each amplitude. This is an estimate of the uncertainty
of the water flow rates.
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DThx . These are basically two ways of measuring mass flow
rate,18 though the reference heater is actually measuringheat
capacityrate. The spread in these four curves is an indication
of the uncertainty of the flow measurements. The standard
error in the mean19 of the four measurements is plotted in
Fig. 4~b!. The error is generally about 0.5% for amplitudes
that take the gas beyond both exchangers, 1% for amplitudes
within the exchangers, growing to as much as 3% for the
smallest amplitudes.

Any systematic offset in the measured temperature dif-
ferences can be detected by reversing the direction of the
flow through both exchangers and then repeating the mea-
surements.~The direction of flow through the reference heat-
ers is not reversed.! Once again, typical discrepancies are
about 0.5% for large amplitudes, 1% for medium amplitudes,
and 3% for the smallest amplitudes. The mean of all of these
points is20.2%, indicating that the overall systematic dis-
crepancy of the temperature differences measured across the
exchangers is small.

The objective of the experiment is to measure the heat
transfer between the heat exchangers due to oscillating flow.
In the absence of oscillation, however, there is still some heat
transfer between the exchangers due to simple conduction
through the air, and between the manifolds of the exchangers
through the spacer. There is an additional heat leak out of the
hot exchanger into the room and from the room onto the cold
exchanger, via the foam that insulates the sides of the ex-
changers from the room air. After reducing heat leaks as
much as practical with insulation, the strategy has been to
make the hot and cold heat leaks equal by putting the hot
exchanger above room temperature and the cold exchanger
an equal amount below room temperature, typically 10–15

K. The baseline heatQ̇0 , which is observed, for example, as
the nonzero value of the heat at zero amplitude in Fig. 4~a! is

then subtracted from all measured heatsQ̇raw to give the
amount of heat flow attributed to oscillating flow advection,

Q̇5Q̇raw2Q̇0 , before subsequent analysis.
The temperature of the room fluctuates over the course

of the measurement. It took 4.75 days to collect the small-
gap data, during which time the room temperature varied
over a range of62 K. The variation in the small-amplitude
heat leak over this time, however, was only60.02 W/K.

The oscillating flows within the exchangers are very
likely laminar. ThepeakReynolds number based on hydrau-
lic diameter (54r h), Rehx5vx14r h /n, has a maximum
value of 2020. The acoustic, oscillating-flow Reynolds num-
ber, Reac5vx1dn /n, depends on frequency, since the vis-
cous penetration depth isdn5A2n/v. Its maximum value
for any of these measurements is 160. With this combination
of Rehx and Reac, the flow within the exchanger would be
expected to be strictly laminar if the exchangers were long
~see Ref. 16, Sec. 7.2!. The shortness of the exchangers puts
this conclusion in some doubt, but the low value of Rehx

,2020 itself also suggests that laminar conditions are likely.
In this paper, measured heats are normalized by such

quantities as thermal penetration depthdk5A2k0 /rmcpv
and heat capacity rateṁcp . The reader should keep in mind
that in the experiments, only two quantities were varied, am-

plitude and frequency. Thus, normalization by ‘‘dk’’ is really
normalization byf 20.5, for example. Additional factors in-
volving rm , cp , y0 , andLhx are included to nondimension-
alize the results, and there is reason to believe that the results
should be scalable to other gases at other pressures. In the
present study, however, no experiments were carried out us-
ing gases of different properties or exchangers of different
geometries.

V. NORMALIZED RESULTS

Normalized results are shown in Fig. 5 for small, me-
dium, and large exchanger separations. In these plots, the
results of the different measurement methods have been av-
eraged together, four measurements for each point in Figs.
5~a! and ~b!, and two measurements each in Fig. 5~c!, for
which reference-heater data are not available. The baseline
heats have been subtracted. The averageQ̇ for each ampli-
tude and frequency is divided byDTave5(Th2Tc)/2, where
Th andTc are the temperatures of the hot exchanger and of
the cold exchanger~that is, each is the average of the inlet
and the outlet temperature for that exchanger.! This DTave is
the difference between either exchanger and the average tem-
perature in the plane that is halfway between the two ex-
changers.

Besides division byDTave, Q̇ is nondimensionalized by
normalizing byk0 andP520.45 m, the wetted perimeter of
the exchanger tubes. Since the hydraulic radiusr h is related
to the minimum free-flow areaAc and the total frontal~duct!
area Afr by r h5Ac /P5sAfr /P, normalizing by P is
equivalent to normalizing bysAfr /r h .

The oscillation amplitudex1 on the abscissa is normal-
ized two ways: on the bottom axisx1 is normalized byy0

5r h . On the top axis, the oscillation amplitude is normal-
ized in terms of exchanger length. The dotted vertical line
represents the center of the exchanger. The factor ofs has
been included in this normalization so that an increase in
normalized amplitude of 1.0 causes the fluidwithin the ex-
changerto oscillate an additional exchanger length in each
direction. This complication is unavoidable in any real ex-
changer, which necessarily has porosity less than 1.0.

The curves for different frequencies are labeled in terms
of the nondimensional ratioy0 /dk5r h /dk . Researchers in
other fields use Valensi number~usually taken to be
4r h

2v/n58r h
2/dn

2) or Womersley number~usually&r h /dn

or 2&r h /dn) in conjunction with Prandtl number (Pr
5dn

2/dk
2). The 5 Hz curve (y0 /dk52.65) in Fig. 5~a! ap-

pears more jagged than the others because it includes points
from two separate sweeps of amplitude at this frequency that
were separated in time by 28 h.

VI. THE DELTAE HEAT EXCHANGER MODEL

The de factostandard for designing thermoacoustic de-
vices is a piece of software called DELTAE.20 One of the
major reasons for carrying out the heat exchanger measure-
ments has been to test, examine, and possibly improve upon
DELTAE’s parallel-plate heat exchanger model, a very simple
model that is probably the weakest aspect of the software.
Before analyzing the data, it is useful to review DELTAE’s
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parallel-plate heat exchanger model to provide context and
motivate the type of analysis that is carried out.

The DELTAE model for parallel-plate heat exchangers
~Ref. 20, p. 113! can be cast in terms of the present notation
as

Q̇DELTAE5~DTavek0P!C
xeff

yeff
, ~1!

with

xeff5min$2~x12xhx!/s,Lhx%, ~2!

yeff5min$dk ,y0%, ~3!

where the constantC, which is 1 in the DELTAE model, has
been added as a parameter to adjust. The general form of
Eqs.~1!–~3! was postulated by Swift.21

DELTAE assumes that the exchanger is directly adjacent
to a stack or regenerator. In the present experiment, the ex-
changers are separated by a distance 2xhx , and oscillation
within this gap does not contribute to the effective transfer
area, hence the use of 2(x12xhx)/s rather than 2x1 /s in Eq.
~2!. The analysis will concentrate on the small-gap data, so
that the situation is as much like that in a thermoacoustic
device as possible.

At high frequencies (y0 /dk.1), Q̇DELTAE is inversely
proportional todk} f 21/2; at low frequencies (y0 /dk,1),
Q̇DELTAE is independent of frequency. Specifically, fory0 /dk

.1,

S Q̇DELTAE

DTavek0P
D dk

Lhx
52C

x12xhx

sLhx
, ~4!

which indicates that, when plotted against (x12xhx)/sLhx ,
(dk /Lhx)Q̇DELTAE /DTavek0P gives a straight line with slope
2C for all y0 /dk , whereas for y0 /dk,1, Q̇DELTAE /
DTavek0P is the quantity that produces a single straight line,
in this case with slope 2CLhx /y0 , which for these exchang-
ers is 13.9C. The DELTAE model is shown together with data
for these two normalizations in Fig. 6. Figure 6~a! shows the
small-gap data at the twelve highest frequencies (y0 /dk

.2) using thedkQ̇ normalization. The curves are all nearly
the same shape, and are remarkably straight in the region
between the vertical lines that indicate amplitudes corre-
sponding to the edges of the exchangers. The dashed line is
the prediction of the DELTAE model, withC51. The heavy
solid line shows the DELTAE model with C50.45. If the
frequency range of the data is extended down toy0 /dk51,
these lower-frequency curves have the same slope and
straight-line shape up to about (x12xhx)/sLhx51, above
which they diverge~upward! somewhat from the higher fre-
quency data.

Figure 6~b! shows the DELTAE model together with the
small-gap data for all frequencies low enough thaty0 /dk

,1. The amplitude coordinate is the same as in Fig. 6~a!, but
Q̇ is normalized byDTavek0P, independent of frequency.
The result is disturbing: even in the low-amplitude region,
the data curves decrease with frequency, but the DELTAE
model does not. As a consequence, even withC50.45 the
model seriously over-predicts heat transfer at the lowest fre-
quencies.

It turns out that there is a fundamental problem with the
model defined by Eqs.~1!–~3!. The problem is revealed by
considering the case of perfect heat exchange, for which all
of the working gas undergoes the full temperature swing

FIG. 5. Normalized parallel-plate heat transfer. The results of the different
measurement methods have been averaged together. Data for~a! small gap
2xhx55.5 mm, ~b! medium gap 2xhx516.3 mm, ~c! large gap 2xhx

554.4 mm~with a different scale on the ordinate!.
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(Th2Tc)52DTave. Since the rate at which mass oscillates
between the exchangers isṁ5rmxeffAcf, the maximum heat
transfer rate is

Q̇perfect5ṁcp~Th2Tc! ~5!

5rmcpxeffAcf 2DTave ~6!

5~DTavek0P!
xeff

yeff

2

p

y0yeff

dk
2 . ~7!

Comparing Eq.~1! to Eq. ~7! we see that

Q̇DELTAE

Q̇perfect

5C
p

2

dk
2

y0yeff

. ~8!

For y0>dk ~large plate spacing or high frequency!, yeff

5dk , so

F Q̇DELTAE

Q̇perfect
G

y0>dk

5C
p

2

dk

y0

. ~9!

However, fory0<dk ~small plate spacing or low frequency!,
yeff5y0, so

F Q̇DELTAE

Q̇perfect
G

y0<dk

5C
p

2

dk
2

y0
2

. ~10!

The problem is now evident. For any exchanger plate spac-
ing tighter thany0 /dk5p/251.57, the DELTAE model with
C51 predicts Q̇DELTAE /Q̇perfect.1, a greater rate of heat
transfer than can possibly occur with fluid of this heat capac-
ity at this frequency. While a value ofC50.45 shifts the
value at which this problem occurs down toy0 /dk50.71, for
sufficiently tight spacings this problem will arise for any
constant value ofC. This problem was pointed out six years
ago by Brewsteret al.,7 but the importance of this result does
not seem to have been appreciated by the thermoacoustics
community.

If one defines a sort of ‘‘effective heat transfer coeffi-
cient’’ heff by

Q̇DELTAE5heffxeffPDTave, ~11!

thenheff5Ck0 /yeff . With C51,

heff5
k0

dk
for

y0

dk
>1, ~12!

and

heff5
k0

y0
for

y0

dk
<1. ~13!

We know from Eq.~10! that there is some error in Eqs.~11!
and ~13!. The form heff5k0 /y0 for y0 /dk,1 appears quite
reasonable, however. After all, how can the effective film
thickness be greater than half the plate spacing? The problem
is not in heff per se. Rather, it is with the notion that a heat
transfer coefficient can be used in conjunction with aninitial
temperature difference such asDTave. In heat exchangers
with y0 /dk,1, the instantaneous gas-to-exchanger tempera-
ture differenceDT(t) becomes small enough that the rate of
heat transfer is small even though the heat transfer coeffi-
cient is large. In cases whereDT(t) is not approximately
constant, use of the concept of ‘‘heat transfer coefficient’’
requires detailed knowledge of the time history ofDT(t). An
alternative approach that allows us to retain use ofDTave is
to use the concept of ‘‘effectiveness,’’ discussed next.

VII. EFFECTIVENESS

Effectiveness« is22 ‘‘the ratio of the actual heat transfer
rate for a heat exchanger to the maximum possible heat
transfer rate,’’

«[
Q̇

Q̇perfect

. ~14!

In Fig. 7, Q̇ is normalized by 2DTavermcpAfrsLhxf . This
heat-capacity-based normalization results in the plot of
Q̇perfect vs (x12xhx)/sLhx having a constant slope of 2,
shown by the heavy line. At the lowest frequency,y0 /dk

50.418, the exchangers are nearly perfectly effective, even
for amplitudes that take the gas well beyond both exchang-
ers. At y0 /dk50.835, the effectiveness is still quite high at

FIG. 6. Comparison of the DELTAE model to present data:~a! high-

frequencyQ̇ normalized withdk ; ~b! low-frequency data withoutdk in the
normalization.
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low amplitudes, around 80%, but drops to 60% for the high-
est amplitude. Aty0 /dk52.05, the effectiveness is never
more than about 30%, even at low amplitudes.

A model based on effectiveness, rather than on an effec-
tive heat transfer coefficient, would have the advantage that
it would naturally incorporate heat capacity into the heat
transfer model, and is attractive because the oscillating heat
capacity rate is well known. In the following, the data are
cast in terms of effectiveness, fits are made, and an
effectiveness-based heat transfer model is proposed for use
in design. Such a model might form the basis of an improved
DELTAE parallel-plate heat exchanger segment.

A. Low-amplitude conduction enhancement

Before completing the analysis, it is necessary to discuss
a difficulty arising from the fact thatxhx.0. In Eq. ~6!,
which is the simplest possible model of ‘‘perfect’’ heat trans-
fer between the exchangers,Q̇50 for anyx1,xhx , since no
gas actually entersboth exchangers. In Fig. 5, however, we
see that in factQ̇.0 for x15xhx . Even when there is an
oscillation that is too small to carry any gas over the full
distance between the exchangers, gas that has its equilibrium
position barely within one exchanger spends some time
closer to the other exchanger than it would have had there
been no oscillation. The effect is actually not so much one of
increased effective conductivity as ofdecreased effective ex-
changer separation. Since this phenomenon is not under-
stood quantitatively, no attempt has been made to correct for
it. Unfortunately, this ‘‘low-amplitude enhancement effect’’
causes the measured effectiveness to exceed unity at the low-
est amplitudes.

The small-amplitude enhancement effect becomes more
important asxhx is increased, as can be seen by comparing

Figs. 5~a!–~c!. Collecting data using the smallest practical
gap reduces the effect, but does not eliminate it. Using a tiny
gap introduces its own problems, however, since it increases
the baseline~zero-amplitude! heat that is subtracted from all
data. At the lowest frequencies, for which the oscillation-
inducedQ̇ is very small, this means subtracting a very large
fraction of the total measured heat, resulting in errors. We
judge the lowest-frequency data for the small gap configura-
tion to be unreliable except at the very highest amplitudes.
For this reason, medium-gap data are used in the ensuing
analysis for determination of the low-amplitude effectiveness
at the lowest frequencies. Medium-gap data are indicated by
triangular markers. A complete discussion of this issue is
found in Ref. 23.

B. Effectiveness data and low-amplitude fit

In the present oscillating flow study, where two ex-
changers interact, the notation must distinguish between the
effectiveness of a single exchanger and that of a two-
exchanger system. In the analysis carried out later, the sym-
bol «hx is used to indicate the effectiveness of a single ex-
changer of type ‘‘hx,’’ the symbol«T refers to the total
effectiveness of a two-exchanger system, and the symbol
@«T#hx refers to the total effectiveness of two identical ex-
changers of type ‘‘hx.’’ The measured effectiveness of the
experimental parallel-plate exchangers is of this last type, so
the results are referred to using the@«T#hx notation, for com-
patibility with the later analysis.

The measured effectiveness of the heat transfer between
the two exchangers@«T#hx is plotted in Fig. 8 for many dif-
ferent frequencies. This plot includes all of the small-gap
data above 0.5 Hz (y0 /dk>0.838), plus medium-gap at 0.5
Hz and two lower frequencies, indicated with triangles.

FIG. 7. Q̇/DTave normalized by dividing by frequency and other quantities
related to oscillating heat capacity rate. With this normalization, perfect
exchanger effectiveness is single straight line, independent of frequency,

shown by the heavy solid line. The data curves begin nearQ̇perfect at the
lowest frequency and decrease steadily with increasing frequency. This is
medium-gap data.

FIG. 8. Effectiveness as a function of amplitude for various frequencies.
The curves with triangle markers are medium-gap data; the rest are small-
gap data. For each frequency, the circled point near (x12xhx)/sLhx51 is
selected to represent the low-amplitude effectiveness at that frequency.
These points appear in Fig. 9.
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Below (x12xhx)/sLhx51, the effectiveness at each fre-
quency is at least roughly constant, but becauseQ̇perfectgoes
to zero at (x12xhx)/sLhx50, the measured@«T#hx is not
very stable in this region. For the purposes of proceeding
with the analysis, the value of@«T#hx nearest (x12xhx)/
sLhx51 is chosen as representative of the low-amplitude
effectiveness. This is a somewhat arbitrary choice, and it
probably underestimates@«T#hx slightly, but we have con-
cluded that the values of@«T#hx at lower amplitudes are sim-
ply less reliable, even when considering some scheme of
averaging. The points selected for analysis are highlighted
with circles.

The selected points are collected into a single plot of
@«T#hx vs y0 /dk in Fig. 9. The log–log rendering reveals a
very straight line connecting the points at the higher frequen-
cies.

The function chosen to fit the data, indicated by the
curve, has two parts. At high frequencies the fit is

@«T#hx5
0.7

y0 /dk

for y0 /dk>1 and
x12xhx

sLhx
,1. ~15!

This is not actually new information, corresponding as it
does to the fact thatQ̇}dk

21 at high frequencies, as estab-
lished by Fig. 6~a!, and to be discussed further in Sec. VII C.
The new information to come out of Fig. 9 is the low-
frequency fit,

@«T#hx.120.3~y0 /dk!2.5

for y0 /dk<1 and
x12xhx

sLhx
,1. ~16!

Unfortunately, there are few reliable data points in this re-
gion, and Eq.~16! is both strictly empirical and not very
tightly constrained by the data. Fortunately, having the exact
power in Eq. ~16! is not particularly important, because
@«T#hx is so close to 1.0 in this region. Equation~16! simply
provides a convenient way of connecting the known zero
frequency limit, @«T#hx51, and the physically motivated
high-frequency form@«T#hx}(y0 /dk)21, which has the mea-
sured value@«T#hx50.7 aty0 /dk51.

C. Effectiveness in oscillating flow

In this section, the measured effectiveness is related to
DTave, so that we can use the measurements in a model that
has the same form as the existing DELTAE model. The deri-
vation is greatly simplified by the fact that the heat capacity
of an exchanger is effectively infinite compared to that of the
oscillating gas. Under these circumstances, and if the specific
heat of the gas is constant, effectiveness can be expressed
simply in terms of temperatures,

«hx5
Tin2Tout

Tin2Ts
, ~17!

whereTin is the temperature of the gas as it enters the ex-
changer,Tout is the temperature of the gas as it exits the
exchanger, andTs is the ~constant! exchanger surface tem-
perature.

Figure 10 shows a sketch of temperature versus position
for a parcel of gas as it oscillates between hot and cold ex-
changers at temperaturesTh and Tc . Gas enters the cold
exchanger atTin5T1 and exits atTout5T2 , so the effective-
ness«c of the cold exchanger is

«c5
T12T2

T12Tc
. ~18!

Similarly, for the hot exchanger,

«h5
T22T1

T22Th
5

T12T2

Th2T2
. ~19!

Now consider a combined system of hot and cold heat
exchangers. If both exchangers were perfect, then the gas
would cover the full span betweenTh andTc as it oscillated,
so for the nonideal exchangers of Fig. 10, the total effective-
ness«T is

«T5
T12T2

Th2Tc
. ~20!

The relationship between the effectiveness of the individual
exchangers and the effectiveness of the two exchanger sys-
tem is, then,

1

«h
1

1

«c
5

1

«T
11. ~21!

For the case of two identical heat exchangers, each with
effectiveness«hx , the total effectiveness is

FIG. 9. Circled data points from Fig. 8, together with a bipartite fit function
~solid curve! defined by Eqs.~15! and ~16!.

FIG. 10. Temperatures used in defining the effectiveness of heat exchangers
in oscillating flow. Gas oscillates between a hot heat exchanger~on the left!
at temperatureTh and a cold exchanger atTc . Gas enters the cold exchanger
at T1 and exits the cold exchanger atT2 . In this diagram, the hot exchanger
is more effective than the cold exchanger, so that on the average the gas is
closer in temperature toTh than toTc .
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@«T#hx5
«hx

22«hx
. ~22!

For purposes of comparing to the DELTAE model, it is
useful to put these results in terms ofTave, the average tem-
perature of the gas at the interface between a stack~or re-
generator! and a heat exchanger. Consider Fig. 10, interpret-
ing the heavy line labeledTh to be the end of a stack or
regenerator of unknown effectiveness«h . This unknown ef-
fectiveness affects the average temperature of the gas at the
interface, and thus the amount of heat transfer. For example,
if the line Th represents a regenerator in good thermal con-
tact with the gas, the higher«h of the regenerator will result
in an average temperature closer toTh , and more total heat
transfer for a given«c , than would the lower«h of a stack.
The average temperature of the gas at the interfaceTave is

Tave5
T11T2

2
. ~23!

The difference betweenTave andTc is

@DTave#c5Tave2Tc . ~24!

Using Eqs.~18!, ~22!, and~24! it can be seen that

@DTave#c2@«T#c5T12T2 . ~25!

Similar algebra results in a similar expression of the hot ex-
changer, so that, in general,

@DTave#hx2@«T#hx5T12T2 , ~26!

where @DTave#hx is the difference between the average gas
temperature at the interface and theheat exchangertempera-
ture, whether the exchanger is hotter or colder than the stack.
That is, @DTave#hx is the very ‘‘DTave’’ used in the DELTAE
model. Equation~26! is the desired relationship between
DTave, the total effectiveness of two identical exchangers
@«T#hx , which is the effectiveness measured in the present
experiment, andT12T2 , which is necessary to calculate the
amount of heat transferred.

The rate of heat transfer in Fig. 10 is

Q̇5ṁcp~T12T2! ~27!

5rmcp

2~x12xhx!

s
Acf 2DTave@«T#hx ~28!

5~DTavek0P!
2@«T#hx

p

xEFFy0

dk
2 , ~29!

wherexEFF is different fromxeff in that

xEFF[
2~x12xhx!

s
for all x1 , ~30!

whereas thexeff from DELTAE has an upper limit ofLhx .
Below Lhx , xeff andxEFF are the same.

From Eq.~15!, we have@«T#hx50.7/(y0 /dk) at high fre-
quencies, so

Q̇5~DTavek0P!F 2

p
0.7G xEFF

dk

for y0 /dk>1 and
x12xhx

sLhx
,1. ~31!

Comparing Eq.~31! to Eq. ~1!, we see that we have recov-
ered the high-frequency, low-amplitude DELTAE model, with
C50.7(2/p)50.45. The result applies up toxEFF52Lhx ,
not just toxEFF5Lhx , however.

With the effectiveness-based model ofQ̇, in the form of
either Eq.~28! or Eq. ~29!, and the low-frequency effective-
ness fit of Eq.~16!, we can immediately extend the model to
low frequencies,

Q̇5~DTavek0P!
2

p
@120.3~y0 /dk!2.5#

xEFFy0

dk
2

for y0 /dk<1 and
x12xhx

sLhx
,1. ~32!

with the assurance that the result will not exceed that which
is physically possible.

VIII. EXTENDING TO HIGHER AMPLITUDES

A. Empirical fit

So far, we have a model that works well at the lower
amplitudes (xEFF<2Lhx). One of the more important fea-
tures observed in the data is that heat transfer continues to
increase significantly as the amplitude increases beyond
xEFF52Lhx . For design purposes, it would be very useful to
have a fit that follows the data into the high amplitude re-
gion. This fit is to be used to calculateQ̇ in the form

Q̇fit5rmcpxEFFPy0f 2DTave«0F« , ~33!

or

Q̇fit5~DTavek0P!
xEFFy0

dk
2

2

p
«0F« , ~34!

wherexEFF is defined in Eq.~30!, «0 is the low-amplitude
effectiveness fit of Eqs.~15! and ~16!, namely

«05120.3~y0 /dk!2.5 if y0 /dk<1, ~35!

«050.7~y0 /dk!21 if y0 /dk>1, ~36!

and F« is a function ofxEFF that will fit the data at high
amplitudes. A fit that works fairly well is

F«51 if xEFF,2Lhx , ~37!

F«5
110.7~y0 /dk!

110.7~y0 /dk!~xEFF/2Lhx!
0.7 if xEFF.2Lhx .

~38!

Data curves are shown in Fig. 11, together withQ̇fit curves
determined from Eqs.~33! to ~38!. Not all frequencies are
shown in Fig. 11 to make it easier to distinguish which fit
curve goes with which data. An encouraging aspect of the fit
is the lowest curve on the plot,y0 /dk50.296, measured at
1/16 Hz using the small gap. Recall that these data were
excluded from the fit to@«T#hx , because they are deemed
unreliable belowxEFF52Lhx . The fit curve does, however,
approach the data at the highest amplitude, where these data
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are most reliable. Generally speaking, the fits are within 10%
of the data for amplitudes above (x12xhx)/sLhx50.5
~which is xEFF5Lhx), below which the low-amplitude en-
hancement effect causes the errors to grow and eventually to
blow up atx12xhx50.

The proposed form of Eq.~38!, which is basically a
variation on 1/(11xa) with 0,a,1, while empirical, is not
entirely arbitrary. We have endeavored to find a function that
is physically plausible at higher amplitudes, i.e., that results
in a Q̇fit that does not turn over and go to zero~or even
negative!! at amplitudes just above the limits of the fitted
data. This rules out most forms involving exponential decays
and most power laws. The function in Eq.~38! becomes
proportional toxEFF

20.7 at high amplitudes. When multiplied by
xEFF in Eq. ~33! or ~34!, the result isQ̇}xEFF

0.3 for largexEFF.
The search for a function with a high-amplitude limit ofxEFF

b

with 0,b,1 was motivated by the thought that at high
amplitudes the heat transfer should be dominated by the
high-velocity portion of the cycle when the boundary layer is
similar to the steady-flow entrance-region result. The veloc-
ity dependence of Nusselt number for the steady-flow prob-
lem depends on the boundary conditions. For constant wall
temperature under steady laminar flow, ‘‘thermal entry
length’’ conditions give Nu}Re1/3 and ‘‘simultaneously de-
veloping’’ thermal and hydrodynamic boundary layers24 give
Nu}Re1/2. The power 0.7 in Eq.~38! results in Nu}Re0.3,
which may not be exactly correct, but it is probably the right
idea. This power sets the rate of curvature at the higher am-
plitudes. Referring to Fig. 11, the choice of 0.7 was obvi-
ously a compromise, with the middle frequencies exhibiting
sharper curvature than either of the frequency extremes. The
remaining details of Eq.~38! were chosen simply to improve
the fit. Presumably, it is mere coincidence that the coefficient
0.7 on the factors 0.7(y0 /dk) is equal to the power 0.7 on the
factor (xEFF/2Lhx)

0.7. The coefficients, as well as the power 1

on (y0 /dk), help match the slopes of the curves at (x1

2xhx)/sLhx51. It seems likely that some or all of these
parameters depend in some way on the ratiosLhx /y0 . The
test heat exchangers are fairly ‘‘short’’ compared to exchang-
ers in some devices, withsLhx /y055.3. Measurements on
heat exchangers with different dimensions would be neces-
sary to clarify this matter.

B. Discussion

Hofler carried out an effectiveness analysis eight years
ago25 and concluded that ‘‘Heat exchangers with@x1 /Lhx# in
the range of 4 to 8 can be thermally effective ify0 /dk is in
the range 0.75 to 0.5,’’ where ‘‘thermally effective’’ means
that ‘‘thermal effectiveness is between 77% and 93%.’’ Hof-
ler was concerned about minimizing both thermal and vis-
cous losses in the heat exchangers. ‘‘Thermal losses’’ peak
when the plate spacing is aroundy0 /dk51 for the same
reason that stacks operate in this range. Of course, viscous
losses simply increase asy0 /dk decreases. Based on this
reasoning, Hofler concluded that ‘‘it is apparent that some
appropriate ‘figure of merit’ function used in optimizing heat
exchanger geometries would peak strongly at a value of
abouty0 /dk50.5.’’ Hofler, then, advocated exchangers that
had smallery0 /dk and shorterLhx than the dimensions
y0 /dk.1 andLhx.2x1 /s that tend to emerge from designs
developed with DELTAE.

For the most part, the present measurements support the
viewpoint put forward by Hofler in 1994. In particular, the
effectiveness of tightly spaced plates is quite high, and heat
transfer does continue to increase even as the amplitude in-
creases to take the gas well beyond the far edges of both

FIG. 11. Fit curves for each frequency~heavy curves! are calculated using
Eqs.~33!–~38!. Only a few frequencies are shown to improve readability.

FIG. 12. Measured heat transfer between heat exchangers made from 6.350
mm tubes separated by 3.175 mm spaces. At the highest frequencies, there is
an abrupt increase in heat transfer at an amplitude of aroundr h /dk52.
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exchangers. Two factors unknown to the thermoacoustics
community at the time of Hofler’s analysis may result in
modifying his conclusion. These are the importance of minor
losses and the effect of externally imposed pressure oscilla-
tions.

Minor losses16,26result from flow past abrupt changes in
geometry, such as the sudden change in cross-sectional area
between a heat exchanger and the adjacent duct. The pres-
sure loss from the acoustic oscillation due to this type of loss
depends roughly on (12s)2 and on the square of the veloc-
ity within the exchanger, which is greater than that outside
the exchanger by 1/s2. The result is that the minor loss goes
up sharply as porosity decreases. It is difficult to make a heat
exchanger with smally0 /dk that does not also have a small
porosity. This is partly due to the difficulty manufacturing
very thin fins, and also due to problems getting heat off the
fins and onto a secondary flow loop~i.e., a problem with fin
efficiency!.

The other consideration, the influence on heat exchang-
ers of the temperature oscillations that are caused by the
oscillating pressure in thermoacoustic devices, is more
speculative. We have carried out numerical studies that indi-
cate that, for spacings typical of parallel-plate heat exchang-
ers used in thermoacoustic devices (y0 /dk.2/3) and pres-
sure amplitudes of 5% of mean pressure, the pressure-driven
temperature oscillations in standing-wave devices might in-
crease or decrease heat transfer by as much as 30% for re-
frigerators and engines, respectively. There is some experi-
mental evidence for this idea. Mozurkewich9 measured heat
transfer between a thermoacoustic stack and a tube heat ex-
changer within a thermoacoustic refrigerator. The test heat
exchanger was the one nearer the velocity node, the ‘‘hot
heat exchanger’’ in a standing-wave refrigerator, which ex-
hausts heat from the stack. Mozurkewich measured the
amount of exhaust heat, the temperatureThhx of the heat
exchanger, and the temperatureTH of the stack material at
the end of the stack adjacent to the exchangers. One of his
interesting observations was of significant heat transfer when
TH2Thhx was zero. In Mozurkewich’s experiments, this
‘‘heat flow at zero temperature difference’’ grew linearly
with amplitude, as in his Fig. 2.~In this standing-wave type
of device, displacement amplitude and pressure amplitude
increase together.! By adjusting the temperature of the heat
exchanger at the opposite end of the stack, he could bring the
heat transfer to zero by forcing the temperature of the stack
to be many degreesbelow that of the exchanger to which it
was exhausting heat. Clearly, a heat transfer model whereQ̇
is proportional toDTave cannot account for this type of phe-
nomenon, even when calibrated against oscillating-flow heat
transfer experiments like the ones in this paper, which do not
include pressure oscillations.

This effect depends on plate spacing, disappearing as
y0 /dk→0, and, of course, it depends upon the gas’s being
within the exchanger. Thus, pressure-oscillation-driven en-
hancement or degradation of heat transfer would be consid-
erably less in a ‘‘Hofler-style’’~short, tight! exchanger. While
this would appear to be an advantage in a standing-wave
engine, it might be a disadvantage in an standing-wave re-
frigerator. We have yet to study how this effect would mani-

fest itself in the exchangers of a regenerator-based device,
for which the oscillations at the heat exchangers have a mix-
ture of standing- and traveling-wave phasing.

IX. CONCLUSIONS

Measurements of the heat transferred between two iden-
tical parallel-plate heat exchangers, made under conditions
of oscillating flow over a range of frequencies and ampli-
tudes, have been analyzed with the goal of producing an
improved model for use in the design of thermoacoustic de-
vices. The proposed model is summarized by Eqs.~30! and
~33!–~38!. Qualitative conclusions are:

~1! For (x12xhx)/sLhx<0.5 and y0 /dk>1, the idea that
Q̇}dk

21 seems to be correct.
~2! Figure 6~a! makes it appear that fory0 /dk.2, the prod-

uct Q̇dk collapses to a single curve, independent of fre-
quency, even at high amplitudes. This may be an illu-
sion, however, since the upper amplitude limit decreases
with frequency. It could be that the high frequency trans-
port is actually frequency dependent at higher ampli-
tudes.

~3! The idea thatQ̇}x12xhx for (x12xhx)/sLhx<0.5 seems
to be correct.

~4! The value of the constantC indicated by the present
measurements is 0.45. This value may depend on param-
eters not varied in these measurements, such as the po-
rosity. Recall also that the leading edges of the parallel
plates used in these heat exchangers are rounded, unlike
the blunt-edged fins that have often been used in ther-
moacoustic devices, which may affectQ̇. Mozurkewich
studied heat exchange in oscillating flow analytically27

using an eigenfunction approach. His analysis concluded
by suggesting the valueC50.61.

~5! The form heff}k0 /y0 for y0 /dk<1 is incorrect, at least
when used in conjunction with an equation likeQ̇
5heffxeffPDTave. For y0 /dk<1 the cycle-averaged heat
transfer is limited by heat capacity, not by the heat trans-
fer coefficient.

~6! As a result, it is not correct that ‘‘you can always in-
crease the heat transfer by decreasing the plate spacing.’’
One can always make the effectiveness close to 1 by
decreasing plate spacing. In this limit, the amount of heat
transferred for a given temperature difference is set by
the oscillating heat capacity rate, the calculation of
which might be useful in making design decisions.

~7! It is quite clear that the idea thatxeff has a maximum
value of Lhx is not correct. The slope ofQ̇ is nearly
constant up to an amplitude of about 2(x12xhx)
52sLhx @rather than 2(x12xhx)5sLhx], and has a sig-
nificant positive value well beyond this value. That is,
effectiveness decreases as the amplitude exceedsxEFF

52Lhx , but not abruptly. This suggests that it might be
possible to get almost equal performance from exchang-
ers that are only half as long as what has conventionally
been suggested. A relatively simple empirical fit function
@Eqs. ~37! and ~38!# describes the performance of the
present experimental heat exchangers fairly well. This fit
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can probably be used in a general model to give approxi-
mate results, but it is likely that the fit parameters depend
on sLhx /y0 or some other geometrical parameter that
was not varied in the present measurements.

~8! The concept of ‘‘effectiveness’’ is useful in the study of
oscillating-flow heat exchangers, in part because it incor-
porates heat capacity into the analysis.

~9! The total combined effectiveness of two identical heat
exchangers~separated by little or no gap! in oscillating
flow, as measured in the present experiments, can be
incorporated easily and directly into an effectiveness-
based oscillating flow model.
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APPENDIX: ROUND TUBE HEAT EXCHANGERS

In addition to the parallel-plate heat exchanger measure-
ments that are analyzed in detail in the main body of the text,
earlier measurements were carried out on round tube heat
exchangers, some of which are presented here, in Fig. 12.
These measurements are relegated to an appendix because
we have less confidence in them, and also because it is not at
all evident what sort of analysis should be carried out on
these data.

Each round tube heat exchanger is made up of a single
row of hollow circular brass tubes with an external diameter
of 6.35 mm, separated by spaces of 3.175 mm, for a center-
to-center spacing of 9.525 mm. It takes 30 such tubes to span
the 292.1 mm duct, with 6.35 mm of extra space left at the
end. Results are normalized by the ‘‘length’’Lhx of an ex-
changer, taken to be the tube external diameter, and hydrau-
lic radius r h , defined by

r h[
Vvoid

A
, ~A1!

whereVvoid is the void volume~of the air! andA is the total
wetted area. For the heat exchangers examined in this appen-
dix, where the space between tubes is half the tube diameter,
r h50.227D tube, or 1.44 mm.

For these exchangers, the low-amplitude conduction en-
hancement effect~see Sec. VII A! is very large. At the high-
est frequencies, there is a noticeable sudden increase in heat
transfer at aroundx1 /r h52, about half the amplitude re-
quired for any parcel of the gas to traverse the full inter-
exchanger gap. Apparently some additional mechanism, such
as jet formation, is further enhancing conduction at the
higher frequencies. This unknown but interesting phenom-
enon makes these curves particularly difficult to analyze.

One problem with the round tube exchangers is that the
manifolds are too small to provide for an even flow of water

through all of the tubes. Fortunately, we were alerted to this
issue before construction of the parallel plate exchangers,
which were made to have much larger manifolds as a result.
The manifolds on the round tube exchangers are 9.525 mm
square tubes. The inlet and outlet are also at opposite cor-
ners, with the intention of equalizing the lengths of the vari-
ous paths through the exchanger. This turns out to be a bad
idea because of Bernoulli pressure changes in the
manifolds.28,29 Evidence that uneven flow distribution is a
problem in the tube heat exchangers but not in the parallel
plate heat exchangers comes from reversing the flow direc-
tion through both exchangers in each case. The reversal
should not change the total amount of heat transfer, and it
does not in the parallel plate exchangers. Reversing the flow
direction through both of the round tube exchangers, in con-
trast, reduces the measured heat transfer by as much as 10%.
Because of this, and because the entire set of validation tests
was never completed for these exchangers, we place the un-
certainty on these results at110%, 220%.
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Transient temperature rise due to ultrasound absorption
at a boneÕsoft-tissue interface
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Thermal effects due to high ultrasound absorption in bone pose an ongoing safety issue. Of
considerable concern is the heating of the soft tissue adjacent to the bone surface. Mathematical
models can be useful in predicting the transient temperature near the interface during insonation.
This paper develops a model that provides the temperature field in terms of simple expressions that
convey the functional dependence of the material properties, and are easily incorporated into
standards and ultrasound machine software, yet are able to incorporate the material properties of
both bone and soft tissue. The model contains an asymptotic theory based upon a ‘‘high-attenuation’’
assumption: the distance diffused by heat over the time of interest is large compared to the
ultrasound attenuation length. Model predictions of temperature rise and location of maximum
temperature were in close agreement with finite-element calculations, using parameters appropriate
for radiation-force imaging and focused-ultrasound surgery. ©2004 Acoustical Society of America.
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I. INTRODUCTION

In the safety evaluation of medical ultrasound technolo-
gies, an important consideration is the thermal effect arising
from insonation of bone. Ultrasound energy incident upon
the bone from a soft-tissue medium is attenuated strongly,
resulting in potentially hazardous temperature rises within
the bone or surrounding soft tissue. Of particular value in the
assessment of thermal effects is the transient temperature
field, since the time-temperature relationship dictates the
‘‘thermal-dose’’ equivalent related to thermal damage~Her-
man and Harris, 2002!. Mathematical models of heat transfer
near the interface can provide useful estimates of this tem-
perature field.

Thermal models applied to ultrasound heating at a bone/
soft-tissue interface include finite-difference and finite-
element solutions of the bioheat equation~Chanet al., 1973;
Doody et al., 2000!. These models provide a high level of
flexibility in incorporating different material properties and
geometries. More analytical models are typically derived
from integrals of basic thermal point sources~Nyborg, 1988;
Carstensenet al., 1990; Wu and Du, 1990!. These methods
are advantageous in that they elucidate the functional depen-
dence of the critical parameters, and are often simple and
readily incorporated into standards and ultrasound-machine
software. An example is the representation of the absorbing
region in the bone as a two-dimensional heated disk. This
heated-disk model has been incorporated in steady-state form
into both AIUM/NEMA ~AIUM/NEMA, 1998! and IEC
~IEC, 2001! standards for medical equipment and displayed
on ultrasound scanners. A drawback of the analytical models
available to date is that only a single set of thermal properties
~e.g., soft tissue or bone but not both! can be incorporated.
Hence, our understanding of the actual transient temperature
field based upon these models is limited.

In the present paper, the high ultrasound absorption in

bone is used to develop an asymptotic model that retains the
simplicity of the point-source based models, yet possesses
the ability of the fully numerical models to handle two sets
of material properties. The essential requirement of the
asymptotic model is that the attenuation length~over which
the intensity decays by a factor of 1/e) for the ultrasound
beam be short compared to the distance heat diffuses during
the time of interest. The model utilizes a Laplace transform
in the time variable, and contains a solution to the heat-
conduction equations in the form of an inverse transform.
The ‘‘high attenuation’’ assumption is used to convert the
complicated inverse-transform integral into a relatively
simple asymptotic series.

The following section presents the assumptions of the
model and develops the asymptotic series. In the subsequent
section, model predictions are compared with those of a
finite-element approach using parameter values appropriate
for two emerging ultrasound technologies, radiation-force
imaging~Nightingaleet al., 2001; Walker 1999! and focused
ultrasound surgery~ter Haar, 2001!. The final section exam-
ines the results and discusses the range of applicability of the
model.

II. METHOD

We consider an ultrasound beam of uniform cross sec-
tion incident from a soft-tissue medium onto a bone surface,
with the beam axis perpendicular to the bone surface. The
beam width is assumed small compared to the radii of cur-
vature of the bone surface, so that the interface may be con-
sidered planar. The distance that the heat diffuses over the
time of interest, in addition to being large compared with the
attenuation length, is assumed to be less that the thickness of
the outer~cortical! layer of bone. In this way, the bone and
soft-tissue layers may be considered semi-infinite. The sim-
plified geometric model is shown in Fig. 1.
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As will be seen subsequently, of primary importance is
the region on the beam axis very near the interface. In this
region axial variations in the temperature field greatly exceed
radial ones, and the beam may be considered infinite in the
radial direction. As discussed in the final section, this as-
sumption is expected to hold up to the time it takes heat to
diffuse the radius of the ultrasound beam. The relevant time
intervals are also assumed short enough that perfusion may
be ignored~Herman and Harris, 2002; Walker, 1999!.

The intensity of the beam is taken to be constant, repre-
senting the temporal average of a time-varying pulse. We
denote the intensity transmitted into the bone byI 0 . The
intensity is assumed to be small enough for linear acoustics
to adequately describe the propagation. In this case the trans-
mitted intensity can be easily related to the incident intensity
through the transmission coefficient. For typical properties of
soft tissue and bone, approximately 70% of the incident in-
tensity is transmitted into the bone~Wu and Du, 1990!. The
attenuation within the bone may be described in terms of an
intensity attenuation coefficientm, with attenuation length
1/m. Since the attenuation coefficient in soft tissues is be-
tween one and two orders of magnitude smaller than that of
cortical bone~ICRU, 1998!, attenuation within the soft-tissue
medium is neglected over the short axial distances of inter-
est.

Under the assumptions just described, the temperature
rise T within soft tissue~medium 1! is determined by axial
diffusion of heat away from the interface:

]T1

]t
2k1

]2T1

]x2 50, ~1!

wherex denotes axial distance measured from the interface,
t is time, andk is the thermal diffusivity. In bone~medium 2!
ultrasound absorption is significant along with axial diffu-
sion, and the temperature is described by

]T2

]t
2k2

]2T2

]x2 5
mI 0

r2c2
e2mx, ~2!

wherer is the density andc is the specific heat. The bound-
ary conditions include continuity of temperature and heat
flux across the interface:

T1~0,t !5T2~0,t !, ~3!

k1

]T1

]x
~0,t !5k2

]T2

]x
~0,t !. ~4!

Herek5krc is the thermal conductivity.
To solve the system of equations~1!–~4!, we employ a

Laplace transform in time. We first transform~1! and ~2!,
solve the resulting ordinary differential equations, then re-
quire that the solutions far from the interface (x56`) de-
cay to zero. We focus attention upon the bone medium,
where the maximum temperature rise occurs. After enforcing
the transformed versions of~3! and ~4!, we obtain the fol-
lowing solution for the temperature rise in the bone:

T25
mI 0

2p ir2c2
E

C

dlelt

l~l2m2k2!

3H e2mx2

11m ~k2 /k1!Ak1

l

11~k2 /k1!Ak1

k2

e2Al/k2xJ . ~5!

The inversion contourC in the complexl plane is shown in
Fig. 2. We next close the contour in the left half plane, along
the dashed contour shown in Fig. 2. The singular behavior at
the origin is treated using a circle of small radiuse; we
momentarily defer the limiting process. After including the
contributions from the integrals along the top and bottom of
the branch cut~singularity atl5k2m2 is removable!, we
obtain

T25 lim
e→0

2I 0

r2c2mk2
@2e2mx1Se1Ss1Sc#, ~6!

Se5
1

2p~11b!
E

2p

p S 11
mb

Ae/k2eiu/2D e2Ae/k2eiu/2xdu,

~7!

Ss5
m2k2t

p~11b!
E

et

` sin~s1/2x/Ak2t !

s~s1m2k2t !
e2sds, ~8!

FIG. 1. Ultrasound beam incident upon planar interface between soft-tissue
and bone. Transmitted intensity is denoted byI 0 .

FIG. 2. Inversion contours for the Laplace transform solution, in the com-
plex l plane.
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Sc5
b

p~11b!
~m2k2t !3/2E

et

` cos~s1/2x/Ak2t !

s3/2~s1m2k2t !
e2sds.

~9!

Here

b5
k2

k1
Ak1

k2
5Ak2r2c2

k1r1c1
. ~10!

Equations~6!–~9! apply for all axial locations and all
times. We now make the assumptions

Ak2t@m21, ~11!

Ak2t@x. ~12!

Physically, the first assumption states that over the time of
interest, heat diffuses a distance which is large compared to
the ultrasound attenuation length. In the second assumption,
the distance that the heat diffuses is large relative to the
distance from the interface to the observation point. We shall
see subsequently that the location of maximum temperature
is of order of magnitude 1/m @xmax5O(1/m)# in distance
from the interface, so that for the purposes of determining
maximum temperature inequalities~11! and~12! are equiva-
lent.

Employing assumptions~11! and~12! in the integrals of
~7!–~9! and lettinge→0 gives

T25
I 0

mk2
F 2b

Ap~11b!
M1F0~x;m,b!1

1

M
F1~x;m,b!

1O~1/M2!G , ~13!

where

M5Am2k2t@1, ~14!

F052e2mx1
12mbx

11b
, ~15!

and

F15
2b22mx1bm2x2

2Ap~11b!
. ~16!

The location of maximum temperature risexmax can be
obtained by differentiating~13! with respect tox and setting
the result equal to zero. We then obtain

mxmax5 ln
11b

b
1

1

M S ln
11b

b
2

1

b D1OS 1

M2D . ~17!

The maximum temperature riseTmax is obtained by inserting
xmax from ~17! into ~13!, and ignoring terms of magnitude
1/M2 or smaller. The result will be investigated numerically
below.

III. RESULTS

The asymptotic values~13! and~17! for the temperature
rise and location of maximum temperature were compared
with a numerical solution to the heat-conduction equations
~1!–~4!, for a simulated insonation of bone. The Galerkin

finite-element formulation as implemented in the FIDAP
~Fluent Inc., Lebanon, NH! commercial code was used in the
numerical calculations. Parameters were chosen to be in the
range appropriate for radiation-force imaging or focused ul-
trasound surgery. Thus we consider pulse lengths up to 16 s
~ter Haar, 2001; Walker, 1999!. We also concentrate on a
frequency of 10 MHz, which is on the upper end of the
clinical range~ter Haar, 2001; Walker, 1999!, and of highest
importance from a safety perspective due to the high attenu-
ation. Lower frequencies are considered in one set of calcu-
lations.

At high ultrasonic frequencies there is little data avail-
able regarding the attenuation coefficient of cortical bone.
The range of values reported by the ICRU~ICRU, 1998! for
1 MHz was linearly extrapolated to 10 MHz, resulting in an
attenuation coefficient of 3.1 mm21,m,5.1 mm21. We
takem54.0 mm21 as the attenuation coefficient at 10 MHz.
The corresponding attenuation length is 1/m50.25 mm. The
attenuation coefficient at lower frequencies was linearly ex-
trapolated in a similar manner, so that the coefficients at 3
and 6 MHz are 1.2 and 2.4 mm21, respectively.

Values of density, heat capacity, and thermal conductiv-
ity for the soft-tissue and bone media are~NCRP, 1992!
@r1 ,c1 ,k1#5@1000 kg/m3, 4000 J/(kg K), 0.6 W/(m K)]
and @r2 ,c2 ,k2#5@1700 kg/m3, 1600 J/(kg K), 2.3 W/
(m K)#. The resulting thermal diffusivities for soft tissue and
cortical bone are k150.1531026 m2/s and k250.85
31026 m2/s. The dimensionless parameterb @Eq. ~10!# at-
tains a value of 1.6. An intensity of 1.0 W/cm2 ~Walker,
1999! was used in the calculations. Since the governing
equations are assumed linear in the acoustic intensity, predic-
tions based upon other intensities of interest may be obtained
through a simple rescaling.

Table I displays the location of maximum temperature
rise in the bone for various insonation times, as determined
by both the finite-element method and the asymptotic theory.
The frequency is 10 MHz (m54.0 mm21). The parameter
M5(m2k2t)1/2, representing the ratio of the diffusion length
to the attenuation length and assumed large in the asymptotic
theory, is displayed in the second column. The location of
maximum temperature rise~column 3! shifts slightly away
from the interface with time, to an asymptotic value of ap-
proximately half of the attenuation length. The one-term

TABLE I. Location of maximum temperature rise, as a function of time,
determined by the asymptotic series and the finite-element method. Ultra-
sound frequency is 10 MHz and the transmitted intensity is 1.0 W/m2.

Location of Maximum Temperature Rise
~mm from interface!

t ~sec.! ~m2k2 t!1/2
Finite

Element
1-term

Asymptotic
2-term

Asymptotic

0.25 1.84 .109 .121 .102
0.35 2.18 .111 .121 .105
0.5 2.61 .112 .121 .108
1.0 3.69 .115 .121 .112
2.0 5.22 .117 .121 .114
4.0 7.36 .118 .121 .116
8.0 10.43 .119 .121 .118
16.0 14.75 .120 .121 .119
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asymptotic prediction ofxmax ~column 4! is independent of
time, and within 10% of the finite-element prediction for the
lowest time~lowestM value!. The accuracy of the one-term
prediction improves as time (M value! increases, to within
1% of the finite-element prediction at the largest time value.
The two-term asymptotic result reflects the increases inxmax

with time. The agreement between the finite-element and
two-term asymptotic predictions increases with time, from
about 7% to 1% over the range of times considered.

The xmax locations of Table I correspond to the maxi-
mum temperature values shown in Table II. The one-term
asymptotic series has an error of approximately 45% at the
lowest time and 6% at the largest time. The range of agree-
ment for the two-term asymptotic series is 15% to 0.3%,
while the three-term series is within about 2% for all times
considered.

Lower ultrasound frequencies are considered in Table
III. The three-term asymptotic model agrees with the finite-
element model within 10% accuracy forM values above
approximately 1.1, and within 20% accuracy forM values
greater than about 0.9.

IV. DISCUSSION

The asymptotic model demonstrates good accuracy over
the range of parameters considered, as judged by agreement
between the three-term series and the finite-element ap-
proach. Somewhat surprisingly, good accuracy for the three-
term series is maintained for values of the large parameterM
below 1, providing a wider range of applicability for the

model than the conditionM@1 would suggest. Use of just
the first term in the series requires anM value of perhaps 4
or greater.

For fixed heat-conduction properties~b values!, the tem-
perature normalized byI 0 /mk2 @see~13!# depends only upon
the dimensionless lengthM . Hence, in terms of normalized
maximum temperatures, a 6 MHz exposure for 0.25 s is
equivalent to a 3 MHz exposure for an exposure time yield-
ing the sameM value, i.e., 1.0 s~third and fifth entries of
Table III!. This exclusive dependence uponM , which can be
seen by inserting~17! into ~13!–~16!, compactly portrays
how the accuracy of the model increases with increased at-
tentuation~ultrasound frequency!, exposure time, and ther-
mal diffusivity in bone.

The first term in the asymptotic series~13! can be re-
written

T25
I 0

1
2 ~Ak1r1c11Ak2r2c2!

A t

p
. ~18!

When the thermal properties of medium 1 and medium 2 are
the same, this expression reduces to the expression arising
naturally from thermal-point-source approaches for a heated
disk in a single medium~Herman and Myers, 2003!:

T5I 0A t

pkrc
. ~19!

Equation~18! can thus be thought of as an extension of the
heated-disk model to a two-layered medium. It can be seen
that the optimal approximation to the two-medium model
using a single, ‘‘effective’’ medium is one for which the
square root of the product of the thermal properties
(keffreffceff)

1/2 is equal to the average of the square roots for
the two media. Since the product of the thermal properties of
bone exceeds that of soft tissue, a soft-tissue-only model will
result in an overestimate of the actual temperature rise and a
bone-only model will result in an underestimate. Thus, be-
tween the two single media, soft tissue is preferable from a
safety standpoint due to the conservative prediction. How-
ever, due to the rather weak~square-root! dependence of the
temperature rise upon material properties, neither the
uniform-bone nor the uniform-soft-tissue approximation de-
viates excessively from the two-medium result@Eq. ~18!#—
about 20% for both based upon property values from the
previous section. It is important to note additionally that Eq.
~18! is in error relative to the finite-element or three-term
asymptotic result by the amounts exemplified in Table II
~about 40% forM51.84).

The model requires that the distance over which heat
diffuses in bone in the time of interest be large relative to
both the attenuation length and the distance from the inter-
face to the observation point@Eqs. ~11! and ~12!#. From
Table I and Eq.~17!, it is seen that the position of maximum
temperature is located roughly one-half of an attenuation
length from the interface@assumingb ~Eq. 10! equal to 1.6
for a combination of soft tissue and bone#. Thus, provided
that attention is restricted to distances comparable to the lo-

TABLE II. Maximum temperature rise as a function of time, determined by
the asymptotic series and the finite-element method. Ultrasound frequency is
10 MHz and the transmitted intensity is 1.0 W/m2

Maximum Temperature Rise~K!

t ~sec.! ~m2k2 t!1/2
Finite

Element
1-term

Asymptotic
2-term

Asymptotic
3-term

Asymptotic

0.25 1.84 0.96 1.40 0.82 0.98
0.35 2.18 1.19 1.65 1.07 1.21
0.5 2.61 1.50 1.97 1.39 1.51
1.0 3.69 2.28 2.79 2.21 2.30
2.0 5.22 3.40 3.95 3.37 3.43
4.0 7.36 5.01 5.58 5.00 5.04
8.0 10.43 7.30 7.89 7.31 7.34
16.0 14.75 10.55 11.20 10.58 10.60

TABLE III. Maximum temperature predicted by the 3-term asymptotic se-
ries and the finite-element method, for a variety of frequencies and exposure
times. Transmitted intensity is 1.0 W/cm

Maximum Temperature Rise~K!

Frequency
~MHz! t ~sec.! ~m2k2 t!1/2

Finite
Element

3-term
Asymptotic

6 1.0 2.21 2.04 2.06
6 0.5 1.56 1.30 1.33
6 0.25 1.11 0.80 0.89
6 0.17 0.90 0.59 0.73
3 1.0 1.11 1.60 1.78
3 0.5 0.78 0.96 1.33
3 0.25 0.55 0.56 1.25
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cation of maximum temperature rise, the primary assumption
of the model may be summarized in the ‘‘high-attenuation’’
requirement described by Eq.~11!.

In the model development, radial variations in the ultra-
sound beam profile and the resulting temperature field were
neglected. This was partially justified on the grounds that the
location of maximum temperature is along the beam axis,
very near (;1/2m) the interface. Axial variations in the tem-
perature field occur on this scale, while radial variations vary
on a much larger scale~the beam width!. Radial heat-
conduction can then be logically neglected relative to axial
conduction. For sufficiently large times, however, the pres-
ence of the outer edge of the beam will be felt on the beam
axis, due to diffusion of heat across the entire beam. This
time is roughlya2/k2 , wherea is the beam radius. Thus,
provideda.(k2t)1/2, the present theory is expected to apply.
For a time of 0.35 s and a bone diffusivity ofk2

50.85 mm2/s, the required condition isa.0.5 mm. Even at
times for which radial variations in the temperature field be-
come important, the asymptotic series~13! is useful from a
safety standpoint, in that it provides a conservative estimate
of the temperature rise for a given intensity~no temperature
reduction due to radial conduction of heat!.

In the present theory the beam width is assumed to be
small compared to the radii of curvature of the bone surface,
in order to justify a planar interface. This requirement can be
difficult to support in applications such as fetal imaging, or a
beam incident upon the tip of a rib. If the ultrasound beam
incident upon a curved bone surface is modeled as a ray tube,
some of the rays will encounter the surface at non-normal
incidence and be transmitted with reduced intensity relative
to the case of normal incidence. The planar interface case
can then be thought of as conservative, in the sense of high-
est transmitted sound intensity. However, rays at non-normal
incidence will give rise to shear waves, which are more
highly attenuated than compressional waves. Treatment of
shear waves, and curved bone surfaces, awaits a more so-
phisticated model than the one presented here.

Another geometric simplification of the model was the
treatment of the cortical bone layer as a semi-infinite me-
dium. This assumption is reasonable if the beam is highly
attenuated in the layer, and heat diffuses axially a distance
less than the cortical layer over the time of interest. As with
the radial variations, the diffusion length (k2t)1/2 must be
comparable to the cortical thickness for finite-thickness ef-
fects to appear in axial heat conduction. Photographs of hu-
man rib cross sections~Granik and Stein, 1973! show the
cortical bone thicknessh to be on the order of 1 mm. The
ultrasound beam is highly attenuated in a layer this size, at
least at high frequencies. Heat conduction is also confined
primarily to the layer for times less than roughly (h2/k2)1/2,
about 1 s.

Derivation of the asymptotic series was performed
within the bone medium, since the heat source and location
of maximum temperature are located within the bone. Model
formulation within the soft tissue medium proceeds similarly
to that in bone. However, the location of maximum tempera-

ture rise for soft tissue is the interface, and the temperature
rise there may be computed from Eq.~13! by settingx50.
Temperature rises at the interface were found to agree with
finite-element results with the same level of accuracy as the
maximum temperatures of Table II. For the cases considered
in Table II, interface temperatures were lower than maximum
temperatures by less than 5%, with the difference decreasing
with increasingM . It is also worth noting that, to first order,
the tissue temperature and bone temperature are independent
of location @Eq. ~18!#, and depend only upon material prop-
erties and the square root of the time.

The theory presented in this paper assumes a constant
intensity and applies to pulses only in a temporally averaged
sense. The theory can be extended to treat short-duration
pulses, with the primary assumption beingm2k(t2d)@1, d
being the pulse duration. Ultrasound pulses will be addressed
in a subsequent report.
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Amplitude and phase calibration of hydrophones up to 70 MHz
using broadband pulse excitation and an optical reference
hydrophone
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A substitution calibration technique for piezoelectric ultrasonic hydrophones is presented that uses
an optical multilayer hydrophone as the reference receiver. Broadband nonlinearly distorted focused
pulses are first measured with the reference hydrophone and then with the hydrophone to be
calibrated. By Fourier transformation of the time wave forms and division of the frequency spectra,
the complex-valued frequency response of the hydrophone under test is obtained in a broad
frequency range in a very fast and efficient way and with high frequency resolution. The results
obtained for a membrane hydrophone and a needle-type hydrophone are compared with those
obtained by independent calibration techniques such as primary calibration using optical
interferometry and secondary calibration using time-delay spectrometry, and good agreement is
found. The calibration data obtained are apt to improve the results of ultrasound exposure
measurements using broadband voltage-to-pressure conversion. This is demonstrated for standard
pulse parameter determination from exemplar exposure measurements on a commercial diagnostic
ultrasound machine. For the membrane hydrophone, the evaluation method commonly used leads to
an overestimation of the positive peak pressure by up to 50%, an underestimation of the
rarefactional peak pressure by up to 11%, and an overestimation of the pulse intensity integral by up
to 28%. © 2004 Acoustical Society of America.@DOI: 10.1121/1.1707087#

PACS numbers: 43.35.Yb, 43.30.Yj, 43.58.Vb@YHB# Pages: 2892–2903

I. INTRODUCTION

For precise and reliable measurements of medical and
technical ultrasound fields calibrated hydrophones are re-
quired. To process the results of exposure measurements with
calibrated hydrophones it has become a standard practice to
use the voltage-pressure transfer factorM at the acoustic
working frequencyf awf of the device under test rather than
the broadband frequency dependent transfer functionM ( f )
of the hydrophone. This is a consistent approach if the ultra-
sonic field is of narrow bandwidth, or if the hydrophone
provides a sufficiently flat frequency response covering the
whole frequency range of interest. So international guide-
lines for exposure measurements of diagnostic ultrasound
machines,1,2 for instance, state requirements and recommen-
dations for the hydrophone bandwidths which should extend
up to several~up to eight! times f awf of the pulses to be
measured to account for the presence of harmonics due to
nonlinear sound propagation.3,4 On the low frequency side,
the bandwidth should extend down to at least halff awf to
account for the impact of low frequency components on the
maximum rarefactional pressure and mechanical/cavitation
indices.5,6 For measurements on current diagnostic ultra-
sound machines with working frequencies up to 10 MHz and
even beyond, it seems to be very hard to find hydrophones
that meet these flatness criteria, since the frequency re-
sponses of common hydrophones suffer more or less from
thickness-mode resonances, diffraction effects, radial reso-

nances, and a roll-off at high frequencies due to electronic
restrictions.7–10 An alternative to the demand for a flat fre-
quency response may be an adequate correction procedure.
Correct pressure wave formsp(t) and the respective stan-
dard pulse parameters can be obtained for broadband pulses
by deconvolution of the voltage–time signalsu(t) with the
nonideal impulse responsem(t) of the hydrophone. The cal-
culation can, in principle, be easily performed in the fre-
quency domain by complex division of the voltage spectrum
U( f ) by the voltage–pressure transfer functionM ( f ) of the
hydrophone. In contrast to the usual conversion method de-
scribed earlier, the transfer function has to be known here in
amplitude and phase, and the data have to cover the whole
frequency range where a significant content of the voltage
spectrumU( f ) is expected.

Various calibration techniques are commonly applied to
determine the frequency response of piezoelectric hydro-
phones. Primary calibration techniques based on
reciprocity11,12 or optical interferometry13–15 provide cali-
brated reference hydrophones suitable for secondary substi-
tution calibration techniques. In these techniques, different
kinds of ultrasound wave forms are used: quasi-single fre-
quency tone bursts for calibration at discrete frequency
points, nonlinearly distorted tone bursts together with an
evaluation at multiple harmonics of the fundamental
frequency,16 swept frequency bursts together with time-delay
spectrometry~TDS! for fast, quasicontinuous calibration,12,17

and broadband pulses together with Fourier transformation to
obtain the information in the frequency domain.18–21 While
in the past great efforts were made to obtain the amplitudea!Electronic mail: volker.wilkens@ptb.de
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response and to extend the frequency ranges of
calibrations,14,15,22 the determination of experimental phase
responses has been dealt with only recently. Using two alter-
native extensions of TDS—gated time-delay spectrometry
and heterodyne time-delay spectrometry~HTDS!—phase
data could be obtained by substitution calibration against a
standard hydrophone.23

In this paper an alternative method for amplitude and
phase calibration is described that has previously been used
to determine the complex frequency responses of fiber-optic
hydrophones.24,25 An optical multilayer hydrophone with
constant-amplitude frequency response from at least 1 to 75
MHz serves as the reference. This large bandwidth confirmed
by primary interferometric calibration is made possible by
the optical detection technique, the very small thickness of
the sensing element~1.9 mm!, and the exclusion of lateral
resonances.26,27The subresonant operation mode is expected
to extend to frequencies even beyond 75 MHz, but absolute
calibration and verification has not been possible up to now
since independent references and primary calibration were
not available. Due to the flat amplitude response, the system
is expected to provide also a flat phase response, and it is
suggested for use as a primary phase standard. The applica-
tion of broadband pulse excitation enables the complete rel-
evant phase response to be measured instantaneously, i.e.,
basically within the pulse length of about 2ms. This is an
important advantage over other excitation types with longer
measurement times that require much effort for the stabiliza-
tion of the acoustic path length and elimination of tempera-
ture drifts to obtain reliable phase response data. The method
described provides the complex-valued voltage–pressure
transfer function of hydrophones in a very broad frequency
range and with high frequency resolution. The results can be
used to effectively improve the determination of standard
pulse parameters such as positive peak pressurep1 and rar-
efactional peak pressurep2 using common piezoelectric hy-
drophones. This is demonstrated by exemplar exposure mea-
surements on a commercial diagnostic ultrasound machine
using the broadband complex-valued calibration data ob-
tained for wave form deconvolution.

II. CALIBRATION METHOD

The optical multilayer hydrophone used as a reference
receiver in the secondary calibration technique has been cali-
brated and characterized previously.27 Due to its flat fre-
quency response in a very broad frequency range, it is most
suitable for this purpose. The calibration method is based on
the successive measurement of broadband nonlinearly dis-
torted pulses of a focusing source transducer with the refer-
ence and the hydrophone to be calibrated using the same
excitation conditions. By Fourier transformation of the time
wave forms and division of the respective frequency spectra,
the complex-valued frequency response of the hydrophone
under test is obtained.

A. Optical multilayer reference hydrophone

Since a detailed characterization of the optical
multilayer hydrophone is given in Ref. 27, a brief description
will be sufficient here. The sensor element of the optical
multilayer hydrophone consists of a dielectric layer system
acting as a microinterferometer deposited onto a plane glass
substrate~Fig. 1!. The ultrasound measurement is based on
the elastic deformation of the layer system by the incident
pressure wavepin . The change in the thicknessesdi and the
refractive indicesni of the layers cause modulation of the
optical intensity reflectanceDR, which is measured by a
simple optical detection setup comprising a HeNe laser
~Polytec GmbH, Waldbronn, Germany, wavelength: 633 nm,
output power:;2 mW!, two lenses, and a photodetector
~photodiode: Siemens BPX 65, amplifier: manufactured in-
house!. Adjustment to the optimum acoustic operation point
of the individual layer system sample for the given optical
wavelength of the laser is achieved by appropriate choice of
the light incidence angleu in ~here:u in'35°). The interfer-
ence filter structure used combines high optical finesse of the
microinterferometer with a very small overall thickness of
about 1.9mm for 19 layers, and good acoustic sensitivity as
well as a large acoustic detection bandwidth are obtained. As
described in Ref. 27, the frequency response is constant at
least in the range from 1 to 75 MHz within the uncertainty of
the primary calibration~typ.: ;11% at 20 MHz, 95% confi-
dence level! if a correction for the photodetector frequency

FIG. 1. Optical multilayer hydrophone setup; insert:
optical multilayer system deposited onto a plane glass
substrate;i 50: substrate,i 51,...,19: dielectric layers,
H, L: high-index and low-index optical quarter-wave
layer, respectively,pin : incident pressure wave,ni : re-
fractive index, anddi : thickness of theith medium.
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response is applied~Fig. 2!. The voltage–pressure transfer
factor obtained isM ref58.9 mV/MPa. Due to the subreso-
nant operation in this broad frequency range which is con-
firmed by the constant-amplitude response, a flat phase re-
sponse is expected as well. The sensitivity in terms of noise
equivalent pressure amplitude ispmin530 kPa without signal
averaging using an analog detection bandwidth of;25 MHz
of the oscilloscope~72 kPa using 250 MHz bandwidth!. By
signal averaging, the signal-to-noise ratio can be consider-
ably enhanced. According to calculations, pressure amplitude
linearity is achieved up to 37 MPa with deviations below
5%. The restriction in linearity is due to the dependence of
the optical reflectance of the microresonator on the layer
thicknesses deviating from a linear dependence for large
thickness changes~cf. Ref. 27!. The lateral resolution capa-
bility is determined by the spot size of the focused light
beam within the layer system. The experimentally deter-
mined full widths at 1/e of the maximum of the Gaussian
intensity profile are;60 mm in thex direction and;45 mm
in they direction~asymmetry due to oblique light incidence!.

B. Pulse measurement and calculation of frequency
response

For the substitution calibration, broadband pulses from a
focusing source transducer~Karl Deutsch GmbH, Hu¨rth,
Germany, single element PZT, acoustic focusing, frequency
range: 3–12 MHz, diameter: 12 mm, nominal focal length:
50 mm! driven by a pulse generator were successively mea-
sured with the optical multilayer hydrophone and the hydro-
phone to be calibrated under the same excitation conditions

in de-ionized and degassed water~Fig. 3!. The pulse genera-
tor customized in-house provided high voltage spikes by
sudden discharge of a capacitor~peak voltage: 350 V, rise
time measured with 50V load: 18 ns!. The output signals
u(t) from the photodetector and the hydrophone amplifier
were recorded, displayed, and saved by a digital oscilloscope
~Tektronix TDS 744 A!. The analog bandwidth of the oscil-
loscope was set to 250 MHz and the pulses were sampled
with 1000 data points in a time period ofT54 ms, giving a
Nyquist frequency of 125 MHz. Signal averaging~100
pulses! was applied to improve the signal-to-noise ratio. The
distance between transducer and hydrophones was adjusted
using the same delay time of 32ms for the two measure-
ments. Lateral adjustment was carried out by searching for
the maximum peak voltage. An example of the wave forms
obtained is depicted in Fig. 4. The conversion to the
pressure–time wave formp(t) in the case of the reference
measurement was performed using the frequency indepen-
dent voltage–pressure transfer factorM ref ~cf. Sec. II A!. The
time window for undistorted measurements of the present
optical multilayer hydrophone is restricted to 2.2ms, because
afterwards acoustic reflections from the rear side of the glass
substrate arrive at the sensing element.27 To avoid artifacts,
all data points of the reference time wave form 2.2ms after
the beginning of the pulse were set to zero to eliminate the
backreflection while it was ensured that the original pulse
was already abated within these 2.2ms. In addition, to mini-
mize global phase offsets, the cross-correlation function of
both wave formsu(t) was calculated and one wave form was
shifted in time by cutting and pasting zeros at the end and at
the beginning, so the maximum correlation was obtained af-
terwards for zero shift in time. Typically, a shift of the wave
form of zero, one, or two time steps ofDt54 ns was neces-
sary. It should be noted that this procedure is not absolutely
necessary to obtain the relevant phase data required for im-
pulse deconvolution, but it simplifies comparison of different
phase responses. Otherwise, a phase offset linearly increas-
ing or decreasing with frequency is added to the phase re-
sponse of the hydrophone calibrated. In a deconvolution pro-
cedure, this phase offset, in turn, only induces a shift in time
of the complete time–pressure wave form, whereas none of
the pressure pulse parameters itself is affected.

By numerical discrete Fourier transformationF the pres-
sure frequency spectrumP( f ) ~reference! and the voltage
frequency spectrumU( f ) ~hydrophone! were calculated
from the time wave forms using the Mathcad™ software.
Here the Singleton method was used, which offers the ad-

FIG. 2. Frequency response of the optical multilayer hydrophone as deter-
mined by primary interferometric calibration~uncertainties displayed relate
to 95% confidence level; from Ref. 27, revised!.

FIG. 3. Hydrophone substitution calibration procedure:
~I! measurement of a broadband focused ultrasound
pulse with the optical reference hydrophone;~II ! mea-
surement with the hydrophone to be calibrated after
topping up the water tank.
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vantage to be free from the restriction of other fast Fourier
transformation algorithms to data point numbers ofN52n,
n51,2,3,... .28 Since the hydrophone measurements to be
corrected by deconvolution within the exposimetry applica-
tion ~cf. Sec. IV! will be sampled withN52500 to allow a
longer pulse duration ofT510ms to be recorded, it is ap-
propriate here to use the sameN for the calculation of the
frequency responses. For the calibration pulse measurement
it is sufficient to ensure the same time incrementDt as in the
measurements to be corrected by deconvolution, since it is
possible to add an arbitrary number of zeros to the end of the
time wave forms. Here, 1500 zero-valued data points were
added to the wave forms acquired. The frequency spectra
obtained ~frequency increment:D f 5100 kHz) contain the
fundamental and the higher harmonics, and also in between
there is significant information~Fig. 4!. Due to the short
excitation voltage pulse and the nonlinear propagation of the
sound wave, particularly emphasized by the large pressure
amplitude and focusing with a relatively long propagation
path length~;47 mm!, the broad frequency range from 1 up
to 70 MHz is covered using this transducer-pulse generator
combination. Division of the complex-valued voltage fre-
quency spectrum of the hydrophone measurementU( f ) by
the complex-valued pressure frequency spectrum of the ref-
erence measurementP( f ) provides the frequency response

of the hydrophoneM ( f ) in amplitude and phase~Fig. 5!.
Compensation of the monotonously decreasing frequency re-
sponse of the photodetector determined in a separate optical
mixing experiment14 was performed in the case of the am-
plitude of the transfer function abs(M ( f )). No additional
information about the phase response of the photodetector
was available, but only small deviations from a constant
phase response are expected in consideration of the smooth
amplitude decrease. No correction was, therefore, applied for
the phase of the transfer function arg(M(f)).

C. Lateral pulse field characterization

In hydrophone substitution calibration, spatial averaging
over the sensor element has to be considered when hydro-
phones with different diameters are compared and, in par-
ticular, if focusing source transducers are used. For single
frequency tone bursts simple sound field calculations can
provide the necessary correction data.14 If nonlinear sound
propagation is employed, the sound field has to be modeled
in a more complex way to obtain adequate correction factors
for the calibration data at the fundamental frequency and the
higher harmonics.29–31 For the investigation of spatial aver-
aging effects in the calibration technique presented here us-
ing broadband, focused, and nonlinearly distorted pulses, an
experimental approach was applied similar to that described
in Ref. 15 for the evaluation at the harmonics of nonlinearly
distorted unfocused tone bursts. Taking advantage of the high
lateral resolution capability of the reference receiver~cf. Sec.
II A ! a lateral line scan along they axis ~cf. Fig. 1! through
the focus of the pulse field was performed using the same
excitation conditions as for calibration. The pressure–time
wave formsp(t) were captured in 51 positions with 20mm
separation by translation of the water tank including the

FIG. 4. Example of a pressure–time wave formp(t) of the reference mea-
surement~I! and voltage–time wave formu(t) of a membrane hydrophone
measurement~II ! and associated amplitude spectrauP( f )u and uU( f )u ob-
tained by numerical Fourier transformationF.

FIG. 5. Amplitude and phase of the voltage–pressure transfer function
M ( f ) obtained by complex division of the spectra depicted in Fig. 4; cor-
rection of the amplitude response for the impact of the photodetector fre-
quency response of the optical hydrophone; here the signal-to-noise ratio
above 57 MHz is quite low, particularly due to the strongly decreasing
frequency response of the hydrophone example shown.
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source transducer. The wave forms were then Fourier trans-
formed to provide the pressure amplitude spectraP( f ,y)
~Fig. 6!. For each frequency valuef the amplitude spectra
was then evaluated as a function of positionP(y). While the
experimental beam profiles at the fundamental frequency and
the harmonics can be represented very well by simple Gauss-
ian profiles, the profiles belonging to the frequencies in be-
tween show a different shape mostly accentuated in the
minima of the spectrum, where two maxima occur symmet-
ric about the sound field axis~Fig. 6!. The basic generation
principle of this characteristic is not completely understood
up to now but a similar effect can be observed in the results
of Ref. 32, where the nonlinearly distorted pulse field of a
planar transducer with a fundamental frequency of 2 MHz
was investigated and off-axis maxima occurred in the beam
profile at 3 MHz. Intended future investigations including
nonlinear sound propagation modeling may provide more in-
sight and may lead to an optimization, i.e., an enlargement of
the width of the sound field to be used for the hydrophone
calibration. To take the experimental finding into account
here, a more general double-peak Gaussian formula was used
to describe the beam profiles:

uP~y!u5P0FexpF22S y2y02ys

w D 2G
1expF22S y2y01ys

w D 2G G , ~1!

where the magnitudeP0 , the Gaussian widthw, the center
positiony0 , and the distance between the two peaksys were
determined by a four-dimensional least-squares fitting proce-
dure for each frequency point from 1 to 70 MHz~frequency
increment: 0.25 MHz!. The case of simple Gaussian profiles
at the fundamental and the harmonics~and the respective
vicinities! is covered by Eq.~1! by ys50, and the experi-
mental data at the other frequencies were represented by this
approach very well, too~Fig. 7!. The profiles were normal-
ized with the center pressure value abs(P(y5y0)), and as-

suming radial symmetry of the sound field, spatial averaging
factors were obtained by integration of the profiles over the
circle area pertaining to the nominal diameterd of the hy-
drophone to be calibrated. The results ford50.2 mm andd
50.5 mm are depicted in Fig. 8. At the fundamental and the
harmonics, the amplitude is underestimated by spatial aver-
aging of the hydrophone, whereas in between, at the minima
of the spectra, the amplitude is overestimated due to the local
minimum of the spot profiles on the sound field axis. How-
ever, for d50.2 mm, the alternating deviations are smaller
than 62%, even for the very high frequencies. Since these
systematic deviations are of the order of or smaller than other
uncertainties, a correction was dispensed with. Instead, im-
provement of the calibration results was achieved by averag-
ing the results of multiple pulse measurements as described
in the following. As expected, the deviations are much
greater for larger hydrophone diameters, up to213% for d
50.5 mm. Therefore the technique in its current realization
is restricted to the calibration of small diameter hydrophones.

D. Multiple pulse measurements

To improve the signal-to-noise ratio of the calibration
for the frequencies at the minima of the pressure frequency
spectra in particular, multiple pulse measurements were per-
formed with the reference and the hydrophone to be

FIG. 6. Amplitude spectrumuP( f ,y)u determined by a lateral line scan
along they axis through the focus of the pulse field showing beam profiles
vs frequency. Gaussian profiles were obtained at the fundamental and har-
monic frequencies, whereas local minima occur on the sound field axis in
between the harmonics.

FIG. 7. Normalized beam profile experimentally determined at the funda-
mental frequency (f 56.75 MHz) and at the spectral minimum between the
second and third harmonic; fit of double-peak Gaussian profiles centered
aroundy0 .

FIG. 8. Spatial averaging factor vs frequency for two different hydrophone
sensor diameters derived from the experimental lateral pulse field character-
ization.
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calibrated.33 Different pulse wave forms could be generated
by modification of the electrical load at the pulse generator
which was implemented here through three different cable
lengths between pulse generator and transducer. In this way,
the fundamental frequency and the harmonics were shifted in
frequency, and the frequency regions with low pressure am-
plitude giving a low signal-to-noise ratio~Fig. 9! as well as
the regions with possible over- or underestimation of the
frequency response due to spatial averaging are shifted, too.
The final frequency responses shown in Sec. III were then
obtained by averaging the three respective frequency re-
sponses.

In addition, the application of multiple pulse measure-
ments described can serve to control the proper alignment of
the hydrophone. If the lateral adjustment is carefully per-
formed, the three frequency response results obtained for
each excitation condition differ very little for the hydro-
phones investigated with 0.2 mm nominal diameter. If devia-
tions significantly greater than indicated by Fig. 8 occur, the
adjustment is not optimized.

III. CALIBRATION RESULTS

The calibration result for a bilaminar membrane hydro-
phone ~Precision Acoustics Ltd., Dorchester, UK! with a
built-in broadband preamplifier, a nominal diameter of 0.2
mm, and a PVDF layer thickness of 15mm is shown in Fig.
10. The amplitude response increases monotonously up to
the thickness mode resonance at;31 MHz and decreases at
higher frequencies. Very good agreement is found with re-
sults of a primary interferometric calibration at discrete fre-
quencies in the range from 1 to 40 MHz~rms deviation of
the pulse calibration data from the primary calibration data:
2.5%!. Also, the calibration data from an independent cali-
bration laboratory~National Physical Laboratory, Tedding-
ton, UK! using a different technique shows very good agree-
ment in the range from 1 to 30 MHz~rms deviation of the
pulse calibration data from the NPL data: 4.4%!.

The second exemplar calibration relates to a needle-type
PVDF hydrophone~Precision Acoustics Ltd., Dorchester,
UK! with a nominal diameter of the sensing element of 0.2
mm, an outer diameter of the needle of 0.5 mm, a foil thick-
ness of 9mm, and a built-in broadband preamplifier. This

sample shows very strong variations in the amplitude re-
sponse in the frequency range from 1 to 20 MHz and the
thickness mode resonance peak can be observed at;38
MHz ~Fig. 11!. However, this hydrophone is expected to
provide limited results for exposure measurements, but here
it confirms the high frequency resolution and broadband ca-
pabilities of the calibration method investigated and the ef-
fectiveness of the deconvolution procedure described in Sec.
IV.

The uncertainty of the amplitude calibration is mostly
determined by the primary calibration uncertainty of the op-
tical reference hydrophone including the uncertainty of the
photodetector frequency response, the lateral adjustment un-
certainty of the hydrophones in combination with the spatial
averaging effect, and the signal-to-noise ratio in the pulse
measurements. An overview of the relevant uncertainty con-
tributions for the needle-type hydrophone calibration is given
in Table I for f 520 MHz and f 550 MHz ~95% confidence
level!. The overall uncertainty ranges versus frequency are
specified in Table II and indicated at several frequencies in
Fig. 11. An increase in uncertainty below;2 MHz is mainly
caused by a decrease in the signal-to-noise ratio in the optical
hydrophone pulse measurement. An increase in uncertainty
beyond;60 MHz is caused by a decreasing signal-to-noise
ratio in the needle-type hydrophone pulse measurement to-
gether with increasing positioning and spatial averaging cor-
rection uncertainties in the primary calibration of the optical
hydrophone.

Comparison with the result of an HTDS substitution
calibration performed as described in Ref. 23 in the fre-
quency range from 1 to 50 MHz shows excellent agreement
between both quasicontinuous amplitude responses, whereas
large deviations occur only at the narrow dip at 5.6 MHz.
The rms deviation of the pulse calibration data from the
HTDS calibration data calculated from 1 to 50 MHz, with
the exception of the range from 3.8 to 6.8 MHz, is 4.8%.
During pulse calibrations repeated several times it was ob-
served that the local minimum value at 5.6 MHz strongly
varied with time, so the deviations in the range excluded in

FIG. 9. Pressure amplitude spectra for three different pulse measurements
with the optical reference hydrophone; frequency shifts produced by varia-
tion of the electrical load at the pulse generator. FIG. 10. Amplitude response of a PVDF bilaminar membrane hydrophone

with 15 mm layer thickness; comparison of results obtained by broadband
pulse calibration and other techniques~uncertainties displayed relate to 95%
confidence level!.
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the above-given calculation seem to be caused by a possible
instability of the hydrophone itself.

In Fig. 12 the phase responses of both the membrane and
the needle-type hydrophone are depicted. For the membrane
hydrophone the phase response is flat up to;22 MHz and
shows some variation at higher frequencies with the first in-
flection point at the resonance peak frequency of the ampli-
tude response. Similar to the respective amplitude response
variations, the phase response for the needle-type hydro-
phone shows strong variations in the frequency range from 1
to 20 MHz and smoother changes at higher frequencies. As
already mentioned, the HTDS calibration method recently
developed can provide phase responses of hydrophones rela-
tive to a reference. Therefore, the difference between the
needle-type hydrophone and the membrane hydrophone
phase response as determined by the pulse calibration tech-
nique was calculated and can be compared with the result of
the relative HTDS calibration of the needle-type hydrophone
using the membrane hydrophone as the reference~Fig. 12!.
The curves of both phase responses show very good agree-
ment after a linear term has been subtracted from the latter
phase response, which is necessary because of slight path
length deviations in the HTDS measurements.23 Note that
this fact does not mean any limitation of the methods~cf.
Sec. II B!. The deviations are less than65° and somewhat
larger ~up to 68°! in the frequency range close to 50 MHz
where the signal-to-noise ratio of the HTDS measurement
becomes low, and in the vicinity of 5.6 MHz according to the
larger deviations in the amplitude frequency responses men-
tioned earlier~rms deviation of the pulse calibration phase
data from the HTDS calibration phase data calculated from 1
to 3.8 MHz and 6.8 to 50 MHz: 2.4°!.

IV. APPLICATION TO IMPULSE DECONVOLUTION

To investigate the applicability and importance of the
broadband complex-valued hydrophone calibration data ob-
tained, exemplar exposure measurements on a commercial
diagnostic ultrasound machine were performed using both
hydrophones calibrated. Pulse measurements were made in
degassed water at distancesz530 mm andz5100 mm from
the linear array transducer for two different nonscanning
beam modes to cover both very short broadband pulses~M
mode! and more narrow-band bursts~pulse-Doppler mode!.
For each measurement the focus and the flow measurement
window ~for pulse-Doppler mode! were set to the distancez,
and the hydrophone was adjusted to the lateral position with
maximum pulse integral calculated from the squared
voltage–time signal. Simultaneous B-mode imaging was de-
activated during the pulse measurements. The analog band-
width of the oscilloscope was set to 250 MHz, and 2500 data
points spanningT510ms were acquired for each pulse. This
ensured both the complete time wave form lying in the time
interval acquired and the same time and frequency sampling
increments as in the calibration procedure data sets~cf. Sec.
II B !. Pressure–time wave forms were obtained from the
voltage data by both methods for comparison:~A! common
conversion using the factorM ( f awf), where f awf was deter-
mined as the mean value of the two23 dB points in the
impulse amplitude spectrum already corrected for the hydro-
phone frequency response, and~B! deconvolution of the
voltage–time signalsu(t) with the hydrophone impulse re-
sponsem(t)5F21(M ( f )) performed in the frequency do-
main using the complex-valued broadband transfer function
M ( f ):

TABLE I. Example of systematic uncertainty contributions in percent for the impulse calibration results de-
picted in Fig. 11 atf 520 MHz andf 550 MHz ~95% confidence level!.

20 MHz 50 MHz

Primary calibration of the optical reference hydrophone
Frequency response of photodetector, interferometer 6.8% 6.8%
Frequency response of photodetector, optical hydrophone 6.8% 6.8%
Signal-to-noise ratio, interferometer 0.2% 0.6%
Signal-to-noise ratio, optical hydrophone 3.0% 2.2%
Voltage at source transducer 1.4% 1.4%
Signal voltage measurement 4.0% 4.0%
Sound field geometry, positioning, and spatial averaging

correction
0.6% 9.4%

Subtotal 10.9% 14.3%

Impulse calibration
Sound field geometry, positioning, and spatial averaging 3.6% 4.0%
Stability of laser and impulse generator 2.3% 2.3%
Signal-to-noise ratio, optical hydrophone~3 pulse spectra averaged, cf. Sec. II D! 0.7% 3.9%
Signal-to-noise ratio, needle-type hydrophone~3 pulse spectra averaged, cf. Sec. II D! 0.6% 1.8%
Subtotal 4.4% 6.3%

Overall uncertainty 11.7% 15.6%

TABLE II. Overall systematic uncertainty ranges vs frequencyf in percent for the impulse calibration results
depicted in Fig. 11~95% confidence level!.

Frequency~MHz! 1–2 2–5 5–20 20–30 30–50 50–60 60–70
Overall uncertainty~%! 13.6–16.5 13.2–13.5 11.7–11.8 13.7–13.9 15.1–15.6 15.6–17.1 16.9–22.0
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p~ t !5F21~F~u~ t !!/M ~ f !!. ~2!

Here M ( f ) was determined by pulse calibration usingM ref

and without correction for the photodetector frequency re-
sponse of the optical reference hydrophone, since the respec-
tive phase data were not available~cf. Sec. II B!. The com-
plete data set ofM ( f ) relating to the whole frequency range
up to 125 MHz with steps of 0.1 MHz was used without

additional window filtering. The lower signal-to-noise ratio
of the calibration data below 1 MHz and beyond 70 MHz
does not involve any serious shortcoming here, since the
respective spectral content of the diagnostic pulses measured
is small, and in the case of the upper limit, the hydrophone
frequency responses are already very low providing hardly
any spectral contribution anyway.

An example of the pressure wave forms for M-mode
operation measured with the membrane hydrophone atz
530 mm is shown in Fig. 13 where a typical property of the
membrane hydrophone can be observed. Due to the transfer
function increasing with increasing frequency up to the
thickness mode resonance, the positive peak pressure value
p15maximum$p(t)% is strongly overestimated and the rar-
efactional peak pressurep25minimum$p(t)% slightly un-
derestimated when using conversion method A in compari-
son to the results obtained by conversion method B. Here the
oscillations in the decreasing parts of the positive voltage
peaks are corrected very well, and a much more reasonable
pressure wave form is obtained because the weighting effect
of the above-described hydrophone frequency response is
numerically compensated. Similar effects were observed
with the membrane hydrophone for the larger distance and
also for the pulse-Doppler mode at two different possible
working frequenciesf awf . The results forp1 , p2 , and the
pulse intensity integral:

PII5E
t1

t2 p~ t !2

rc
dt, ~3!

with r the density,c the sound velocity in water, and the
complete pressure–time wave formp(t)Þ0 lying in the time
interval @ t1 ,t2#, are listed in Table III for the different pa-
rameter settings. In these exemplar measurements,p1 is
overestimated by up to;50%,p2 is underestimated by up to
;11%, and PII is overestimated by up to;28% when using
conversion method A in comparison to the broadband evalu-
ation method B. For the measurements performed, maximum
PII occurs in the pulse-Doppler mode, for the lower fre-
quency setting, and atz530 mm which is close to the fixed
elevational focus of the transducer. It is appropriate to re-

FIG. 11. Amplitude response of a PVDF needle-type hydrophone with 9mm
layer thickness; comparison of results obtained by broadband pulse calibra-
tion and HTDS substitution calibration~uncertainties displayed relate to
95% confidence level!.

FIG. 12. Phase responses of the needle-type and the membrane hydrophone
as determined by broadband pulse calibration using the optical multilayer
hydrophone as the reference@upper plot; inflection points~d! at resonance
peak frequencies of the respective amplitude responses#; comparison of the
difference of both phase responses with the result of an HTDS phase cali-
bration of the needle-type hydrophone using the membrane hydrophone as
the reference~lower plot!.

FIG. 13. M-mode pressure–time wave form produced by a commercial
diagnostic ultrasound machine (z530 mm); membrane hydrophone mea-
surement; voltage-to-pressure conversion as commonly applied using
M ( f awf) ~method A!, and using the broadband complex-valued frequency
responseM ( f ) as determined by pulse calibration~method B!.
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mark thatp1 is of less importance thanp2 and PII for out-
put characterization of diagnostic ultrasound equipment ac-
cording to current standards.34

It should be noted that, unlikep1 and p2 , PII funda-
mentally does not depend on phase data of the impulse pres-
sure spectra and therefore is independent of the hydrophone
phase response due to the pressure quadrature. It can be cal-
culated by summation ofuP( f )u2 in the frequency domain
before backtransformation to the time domain as well.

Table IV shows the results obtained with the needle-type
hydrophone for the same parameter settings of the diagnostic
ultrasound machine. For comparison, the deviations~num-
bers given in percent beneath the acoustic quantities! from
the results of the membrane hydrophone measurements ob-
tained by the broadband conversion method B~Table III!,
that are expected to be the most reliable values, are given.
Conversion method A leads to very large deviations, since
the needle-type hydrophone frequency response shows very
strong variations in the frequency range of interest~cf. Fig.
11! leading to much stronger wave form distortions than with
the membrane hydrophone. For the same reason, the results
strongly depend on the accuracy of the determination off awf

that sensitively influencesM ( f awf) to be used for voltage-to-
pressure conversion. Herep1 is overestimated by up to
;150%, p2 is overestimated by up to 274%, and PII is
overestimated by up to 767%. In general, the results seem to

be less predictable than for the membrane hydrophone due to
the much stronger variations of the frequency response. But
even for this most nonideal hydrophone, the results can be
improved so as to arrive at more reasonable values using the
broadband conversion method B. In this case, the deviations
from the results of the respective membrane hydrophone
measurements using broadband conversion method B range
from 25% to 122% for p1 , from 13% to 130% for p2 ,
and from 18% to 128% for PII. An example for the
pressure–time wave forms for pulse-Doppler mode operation
(z530 mm, f 55.3 MHz) obtained by the needle-type hy-
drophone using both conversion methods A and B and com-
parison with the respective result of the membrane hydro-
phone measurement using conversion method B is depicted
in Fig. 14. Although improvement has been achieved using
method B for all settings of the diagnostic ultrasound ma-
chine, for pulse-Doppler mode withf awf56.9 MHz a devia-
tion of 30% remains forp2 ~Table IV!. The reason for this
particular poor result is not understood up to now and future
investigations using a larger variety of hydrophones and
more measurement data to be compared than in this first
examples may give more information about the improvement
achievable in practice for different types of hydrophones.
However, apart from numerical limitations, three main as-
pects are expected to impede perfect compensation of the
needle-type hydrophone frequency response as indicated by

TABLE III. Pulse parameters derived from measurements with a membrane hydrophone using A transfer factor
M ( f awf) and B broadband complex-valued transfer functionM ( f ) for different settings of a diagnostic ultra-
sound machine; numbers in percent: deviations of results after conversion method A from results after B.

Mode
z

~mm!
f awf

~MHz!
M ( f awf)

~mV/MPa!

Method AM ( f awf) Method BM ( f )

p1 (MPa) p2 (MPa) PII ~J m22! p1 (MPa) p2 (MPa) PII ~J m22!

M 30 5.5 14.37 6.27
150%

1.76
29%

0.562
128%

4.19 1.93 0.438

M 100 4.8 14.49 1.79
146%

0.57
211%

0.064
121%

1.23 0.64 0.053

pD 30 5.3 14.38 3.53
135%

1.27
24%

1.858
111%

2.62 1.32 1.674

pD 100 5.2 14.39 1.71
144%

0.40
27%

0.326
123%

1.19 0.43 0.266

pD 30 6.9 14.58 4.58
147%

1.59
210%

1.783
118%

3.11 1.76 1.476

TABLE IV. Pulse parameters derived from measurements with a nonideal needle-type hydrophone using A
transfer factorM ( f awf) and B broadband complex-valued transfer functionM ( f ) for different settings of a
diagnostic ultrasound machine; numbers in percent: deviations from results of membrane hydrophone measure-
ments evaluated after B~Table III!.

Mode
z

~mm!
f awf

~MHz!
M ( f awf)

~mV/MPa!

Method AM ( f awf) Method BM ( f )

p1 (MPa) p2 (MPa) PII ~J m22! p1 (MPa) p2 (MPa) PII ~J m22!

M 30 5.8 11.57 10.47
1150%

6.81
1253%

3.798
1767%

3.97
25%

2.03
15%

0.474
18%

M 100 5.3 14.41 2.36
192%

2.18
1241%

0.437
1725%

1.20
22%

0.66
13%

0.061
115%

pD 30 5.3 14.41 5.71
1118%

3.76
1185%

4.547
1172%

3.20
122%

1.41
17%

2.014
120%

pD 100 5.3 14.41 2.55
1114%

1.61
1274%

0.805
1203%

1.31
110%

0.46
17%

0.286
18%

pD 30 6.9 29.23 4.60
148%

2.38
135%

2.005
136%

3.29
16%

2.28
130%

1.895
128%

2900 J. Acoust. Soc. Am., Vol. 115, No. 6, June 2004 V. Wilkens and C. Koch: Amplitude and phase calibration of hydrophones



this data: first, inaccuracy when repositioning the hydro-
phones can induce additional deviations in the comparison of
results between the needle-type and the membrane hydro-
phone and, second, the hydrophone calibration uncertainties
also affect this comparison. The third source of systematic
errors which might restrict the quality of the deconvolution
results here may lie in the inadequate time-dependent prop-
erties of the needle-type hydrophone that were observed to
have an impact on the frequency response around 5.6 MHz
~cf. Sec. III!.

V. CONCLUSIONS

A secondary hydrophone calibration technique using an
optical multilayer hydrophone as the reference receiver was
described. The optical hydrophone offers high lateral resolu-
tion, good stability, and a constant frequency response in a
remarkably broad frequency range from at least 1 to 75
MHz, which is why the system is very well suitable for use
as a reference. Due to the flat amplitude response, the system
is expected to also provide a flat phase response, and it is
suggested for use as a primary phase standard. Broadband
nonlinearly distorted focused pulses were measured succes-
sively with the optical reference hydrophone and with the
hydrophone to be calibrated using the same excitation con-
ditions. By Fourier transformation of the time wave forms
and division of the frequency spectra, the complex-valued
frequency response of the hydrophone under test was ob-
tained in a very fast, simple, and efficient way with high and
adjustable frequency resolution~increment used here: 0.1
MHz! in a broad frequency range~1–70 MHz!. The tech-
nique was applied to calibrate both a piezoelectric membrane
and a needle-type hydrophone with small sensor element di-
ameter. The amplitude responses obtained were compared
with the results of independent calibration techniques such as
primary calibration using optical interferometry and second-
ary calibration using time-delay spectrometry. Within the
measurement uncertainties good agreement was achieved

~rms deviations: 2.5% and 4.8%, respectively!. The phase
responses obtained were compared with results of an HTDS
calibration which furnished the phase response of the needle-
type hydrophone relative to the membrane hydrophone up to
50 MHz, and again very good agreement was found~rms
deviation: 2.4°!.

The calibration results obtained can be applied to sig-
nificantly improve the hydrophone measurement results. This
was demonstrated by exemplar exposure measurements on a
typical diagnostic ultrasound machine in two different opera-
tion modes and at various parameter settings. The pulse pa-
rameters obtained by the evaluation method commonly ap-
plied using the voltage-to-pressure transfer factor at the
acoustic working frequencyM ( f awf) were compared with
those obtained by pulse deconvolution using the broadband
complex-valued transfer functionM ( f ). The membrane hy-
drophone was shown to systematically overestimate the posi-
tive peak pressurep1 by up to ;50%, underestimate the
rarefactional peak pressurep2 by up to;11%, and overes-
timate the pulse intensity integral PII by up to;28% if no
broadband conversion is applied. Using the nonideal needle-
type hydrophone all pulse parameters were dramatically
overestimated due to the strong variations of the frequency
response, but the results could be improved to a large extent
using the broadband conversion method whose application
was made possible by the pulse calibration data.

The broadband voltage-to-pressure conversion method
suggested increases the usable bandwidth of real nonideal
hydrophones to a large extent by numerical means. It will not
raise the technical expense of exposure measurements very
much if the complex-valued transfer function is supplied in
an appropriate form, since the calculation of frequency spec-
tra by Fourier transformation should already be implemented
for the calculation of the working frequencyf awf from the
pulses measured. Unlike in the present investigation, the
broadband voltage-to-pressure conversion should be per-
formed automatically during the exposure measurements by
the data acquisition computer program to allow for correct
maximum search procedures when scanning the ultrasound
fields.35–38 It should be noted that current mechanical/
cavitation and thermal exposure indices according to the out-
put display standard for diagnostic ultrasound machines are
based on measurements of pulse parameters as investigated
here (p2 ,PII, f awf) along with additional geometrical
parameters.39

Although theoretical membrane hydrophone models
have been suggested which provide complex-valued transfer
functions,14,40 the experimental determination of individual
phase responses should be preferred for the same reasons
which are widely accepted for individual amplitude calibra-
tion of hydrophones: in addition to individual material pa-
rameters and manufacturing tolerances, individual geometry
parameters are taken into account in the case of needle-type
hydrophones in particular.

Due to the dimension and structure of the sound field
used, the calibration method described is restricted to hydro-
phones with 0.2 mm diameter or smaller if no additional
corrections for spatial averaging effects are applied. For
larger diameters, the uncertainty increases to ranges larger

FIG. 14. Pulse-Doppler mode pressure–time wave form produced by a com-
mercial diagnostic ultrasound machine (z530 mm, f 55.3 MHz); needle-
type hydrophone measurement; voltage-to-pressure conversion using
M ( f awf) ~method A!, and using the broadband complex-valued frequency
responseM ( f ) as determined by pulse calibration~method B!; comparison
with membrane hydrophone measurement; voltage-to-pressure conversion
method B.
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than commonly achieved by other substitution calibration
techniques~in the frequency range where those are avail-
able!. Improvement may be achievable with other source
transducers. Otherwise, the phase data for larger diameter
hydrophones may be determined in a form appropriate for
impulse deconvolution applications by HTDS substitution
calibration using the optical multilayer hydrophone as the
primary phase standard and a small diameter hydrophone for
transfer. It would also be desirable to reduce and validate the
lower limit of the calibration frequency range to 0.5 MHz or
even less to fully accomplish the recommendations of mea-
surement guidelines for ultrasound exposimetry, particularly
when ultrasound pulses with lowerf awf than in this study
have to be evaluated.5,6 This requires first, a larger time win-
dow for undisturbed measurements with the optical reference
hydrophone to be realized, for instance, by a thicker glass
substrate of the sensor element, and second, an appropriate
pulse sound field for calibration. Optionally, calibration data
obtained with more than one source transducer could be syn-
thesized to obtain a frequency response that covers the com-
plete frequency range in question. Finally, the frequency re-
sponse of the photodetector of the optical reference
hydrophone may be enhanced so that a correction can be
dispensed with without accuracy being lost in the deconvo-
lution procedure.
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To aid the design of linear arrays, it is quite important to have a detailed understanding of the
elementary transducer behavior. These transducer bars must be backed and matched. The aim of this
work is to characterize and to optimize layers that are used to match such transducer bars. In order
to show the influence of these layers, the acoustical~acoustical power, far-field directivity pattern!,
electrical~electrical impedance! and mechanical~displacement field! parameters of the transducer
are computed using the finite element method. Numerical studies of several transducers with
different ideal matching layers which satisfy the one-dimensional criterion are presented and
carefully analyzed. These studies show the existence of parasitic modes in the desired operating
band of the transducer, due to shear wave propagation in the matching layer. A simple choice
criterion of the matching material suggesting no parasitic mode in the desired operating band of the
transducer bar has been defined. This criterion is given byW,lS/2, whereW is the width of the
transducer andlS is the shear wavelength of the matching layer at the working frequency. Finally,
experimental results of a matched transducer bar are successfully compared with numerical ones.
© 2004 Acoustical Society of America.@DOI: 10.1121/1.1739486#
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I. INTRODUCTION

Ultrasonic transducer arrays are widely used in imaging
applications, such as medical diagnosis, nondestructive
evaluation, and underwater acoustics. Designing better trans-
ducer arrays is the critical issue for improving the quality of
ultrasonic imaging. For this purpose, it is necessary to obtain
better fundamental understanding of the transducer behavior
in order to design new and better arrays. Many issues in
array transducer design—such as interelement cross
coupling,1–4 subdicing effects, baffle effect5—cannot be ac-
curately studied using analytic methods—like the one-
dimensional Mason model6,7 or the transmission line model
of Krimholtz, Leedom, and Matthaei8,9–due to the complex-
ity of the electromechanical boundary value problem. Thus,
the finite element method~FEM! is the appropriate tool to
obtain more detailed information. In fact, the FEM allows
one to model transducers of complex geometry and any ma-
terials. Furthermore, no simplifying assumption is made on
the displacement field of the transducer and perfect radiation
conditions are used.

A linear array consists of multiple parallel and identical
long piezoelectric bars separated by a finite distance~inter-
element spacing!. Epoxy is generally used to fill the array.1,2

Usually, a backing with a high acoustic absorption coeffi-
cient is employed10 in order to limit the number of periods in
a pulse generated by ultrasonic transducers. One or more
matching layers are bonded to the top of the array—between
the piezoelectric material, such as ferroelectric ceramic
~PZT! or piezoelectric crystal (LiNbO3), and water load—in

order to improve the transmission and bandwidth properties
of the transducer. The use of continuous matching layer is
limited by laterally propagating waves that couple energy
into neighboring array elements and into the load medium.11

The resulting interelement, cross—coupling and sidelobes
are unacceptable in many array applications. An obvious so-
lution is to dice the matching layer, penetrating fully if pos-
sible, and thus, cross-coupling is minimized; but sometimes
at the expense of anomalous local modes and compromised
radiation patterns.11 Most linear arrays have one or two com-
pletely diced matching layers. In order to aid the design of
high frequency transducer arrays, it is quite important to
have a detailed understanding of the elementary transducer
behavior.

Thus, the aims of this paper are the analysis and the
optimization of matched transducer bars behavior. In this
way, a two-dimensional~2D! finite element model~with the
help of theATILA code12! is used. In fact, the transducer bar
length is quite larger than the two other dimensions; there-
fore, for the purpose of transducer analysis, this length can
be considered as infinite and the plane strain approximation
can be assumed. This 2D finite element model allows har-
monic analysis of a piezoelectric transducer mounted in a
rigid ~or soft! baffle and radiating into water. From finite
element results, acoustical, electrical, and mechanical param-
eters are defined in order to describe the matched transducer
behavior.

In this paper, Sec. II presents analytical results provided
by a one-dimensional model and for the modeling of a
backed and matched transducer plate. These results allow
direct comparison between transducer plate and transducer
bar. Then, Sec. III gives a brief description of the 2D finitea!Electronic mail: jamal.assaad@univ-valenciennes.fr
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element approach and the method adopted in order to take
into account electrical matching in the numerical procedure.
Section IV introduces the notion of acoustical power. Finally,
in Sec. V, a numerical study has been performed measuring
the influence of a quarter wave matching layer, with interme-
diate acoustical impedance, on the transducer behavior. Two
piezoelectric materials are used: PZT5H and LiNbO3. This
numerical study shows the existence of parasitic modes in
desired operating band of the transducer, due to shear wave
propagation in the matching layer. A choice criterion of the
matching material is defined which can suggest no parasitic
mode in the desired operating band of the transducer bar.
Experimental results are provided which are in good agree-
ment with the numerical ones.

II. ELECTRICAL IMPEDANCE AND ACOUSTICAL
POWER OF A BACKED AND MATCHED TRANSDUCER
PLATE „ONE-DIMENSIONAL MODEL …

In order to understand the behavior of the backed and
matched transducer bar, a transducer plate is studied in this
section. This allows a direct comparison between these trans-
ducers. Figure 1 shows a backed and matched transducer
plate loaded with water. The fluid medium and the backing
are assumed to be semi-infinite media; furthermore, the
width W and the lengthL ~in the z direction, see Fig. 1! are
supposed to be much greater than the thicknessT. In these
conditions, the one-dimensional~1D! hypothesis can be as-
sumed. Then using Mason’s circuit, the electrical impedance
~Z! and the radiated acoustical power (Pa) in the fluid me-
dium can be analytically computed and are given by6

Z5
1

jC0v
1

k2ZP

pC0v f n

3F 2ZP~cos~p f n!21!1 j ~Z11ZB!sin~p f n!

ZP~Z11ZB!cos~p f n!1 j ~ZP
2 1Z1ZB!sin~p f n!

G ,

~1!

Pa5
k2ZPuI u2

pvC0f n
Re~Z1!

3U ZP~cos~p f n!21!1 jZ1 sin~p f n!

ZP~ZB1Z1!cos~p f n!1 j ~ZP
2 1ZBZ1!sin~p f n!

U2

, ~2!

whereC0 is the clamped static capacitance of the transducer,
v is the angular frequency (v52p f , f being the frequency!,

k is the electromechanical coupling coefficient,f n is the nor-
malized frequency (f n5 f / f 0), f 0 is the half-wavelength
resonance frequency (T5l0/2 with l05VLP / f 0 andVLP is
the longitudinal wave speed of the piezoelectric material!,
andI is the entering electrical current~Fig. 1!. Finally, ZP is
the real specific acoustic impedance of the piezoelectric ma-
terial andZ1 is the impedance seen atAB ~Fig. 1! given by

Z15Zm

Zf cosS v l

cl
D1 jZm sinS v l

cl
D

Zm cosS v l

cl
D1 jZ f sinS v l

cl
D , ~3!

whereZf is the real specific acoustic impedance of the fluid
medium; l, Zm , and cl are, respectively, the thickness, the
real specific acoustic impedance, and the longitudinal wave
speed in the matching layer.

A backed and matched LiNbO3 plate is considered with
ZP534.7 MRayls,VLP57400 m/s,k250.24, T51 mm, C0

53.5 pF forA510 mm2, whereA is the surface of the trans-
ducer. The choice of the thickness and material characteris-
tics of the matching layer has been made with the help of the
well-known 1D model: the thickness is equal tolm/4 at the
electrical antiresonance frequencyf 0 ~wherelm is the longi-
tudinal wavelength of the matching layer,f 05VLP /(2T)
53.7 MHz) and the acoustical impedanceZm is intermediate
(Zm5AZPZf). Figures 2~a! and ~b! describe, respectively,
the acoustical power and the electrical impedance computed
@from Eqs.~1! and ~2!# of a backed and matched transducer
plate radiating into water. Figures 2~c! and ~d! present the
electrical impedance of a backed and matched transducer
plate, respectively. Three different backings are considered
and are represented by the ratioZB /ZP . These acoustical
powers are always normalized by the maximum of one of
them. As is well known, Figs. 2~a! and ~b! show that there

FIG. 1. In-water backed and matched transducer.

FIG. 2. Electrical impedance and acoustical power computed vs frequency
~1D model! for different values ofZB /ZP . Electrical impedance~a! and
acoustical power~b! of a backed and matched transducer plate radiating into
water.~c! Electrical impedance for backed transducer.~d! Electrical imped-
ance for matched transducer.
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are two longitudinal coupled modes around the resonance
frequency.10 The presence of these two coupled modes,
which contribute to increase the bandwidth of the transducer,
is due to matching layer and not to the backing@see Figs.
2~c! and ~d!#.

The electrical impedances of the backed transducers
reach a maximum at the electrical antiresonance frequency
( f 053.7 MHz) and a minimum at the electrical resonance
frequency. It is well known that when the ratioZB /ZP in-
creases, the bandwidth increases while the sensitivity
decreases.10 Consequently, the choice of acoustical imped-
ance of backing material results in a compromise between
sensitivity and bandwidth. When the backing is chosen cor-
rectly in order to absorb the outgoing wave, it cannot play a
major role on the displacement field of the radiated surface
~in contact with water! of the transducer. Moreover, when the
transducer bar~without backing and matching layer! vibrates
like a piston mode, the backed transducer bar still vibrates
like a piston mode~see Fig. 9 in Ref. 13!. In order to reduce
the number of figures and to focus on the role of the match-
ing layer the backing will be omitted in the following sec-
tions.

III. TWO-DIMENSIONAL FINITE ELEMENT MODEL

A. Brief description of the FEM approach

The finite element method is not detailed here. Its de-
scription can be found, for example, in Zienkiewicz’s book,14

and only the general equations are shown in this section for
a 2D fluid-structure problem. The plane strain approximation
is considered in the following study because the transducer
length ~L! is assumed to be much larger than the two other
dimensions. The harmonic state is assumed and theej vt term
is implicit. Notations are defined in Fig. 3. The structureVS

~a piezoelectric bar of thicknessT, width W, and lengthL! is
in contact with the fluid domainV f through the surfaceGS .
V f is limited by a rigid baffle (Gb) and by a circular bound-
ary (G f) of radius ~R! surrounding the fluid medium. Only
one half of the domain is meshed due to symmetry.G f , Gb ,
V f , GS , andVS are divided into finite elements connected
by nodes. Quadratic interpolation elements12 are used. The
physical quantities of interest are the displacement fieldu,

the electrical potentialw, and the pressure fieldp. Their
nodal values are the unknowns of the problem and are, re-
spectively, arranged in nodal vectorsU, F, andP. Using the
fact that electrical charges only appear on electrodes, assum-
ing that ‘‘hot’’ electrodes are all connected to the same po-
tential, denotedFe , and that the reference electrodes are
grounded, the resulting system of equations is12

F @Kuu#2v2@M # @KuF
i # KuF

e 2@L#

@KuF
i #T @KFF

i i # KFF
ie @0#

KuF
e T KFF

ie T KFF
ee @0#

2r2c2v2@L#T @0# @0# @H#2v2@M1#

GF U
Fi

Fe

P
G

5F 0
0

2
I

j v
rc2C

G , ~4!

whereFi and C are vectors which contain the nodal value
of, respectively, the unknown potential and the normal de-
rivative of the pressure on the external fluid domain bound-
ary G f ~Fig. 3!. @Kuu#, @KFF#, and @KuF# are the electro-
elastic stiffness matrices;@M# is the consistent mass matrix;
@L#, @H#, and@M1# are, respectively, the connectivity matrix
that represents the coupling between the structure and the
fluid, the fluid compressibility, and the consistent mass ma-
trix. I is the current entering the structure.r and c are, re-
spectively, the mass density and the sound speed of the fluid
~water!. In the case of elastic materials, the@KFF# and
@KuF# matrices vanish. Moreover, it is necessary to know the
values ofY, n, andr to compute the@Kuu# matrix.

The third line of Eq.~4! provides the electrical imped-
ance of the piezoelectric structure:

1

Z
5

2 j v

Fe
$KuF

e TU1KFF
ie TFi1KFF

ee Fe%. ~5!

Minima and maxima of this impedance correspond, re-
spectively, to resonance and antiresonance frequencies (f r

and f a) of successive vibration modes.15 The resolution of
the system~4! gives the nodal values of pressure field, dis-
placement field, and electrical potential. The radiated near
field of the transducer can be easily obtained using the finite
element method if dipolar damping elements are attached to
the mesh external circular boundaryG f ~Ref. 16! ~Fig. 3!.
These elements are specifically designed to absorb com-
pletely the first two components of the asymptotic expansion
of the radiated field. The far-field pressure is then computed
with the help of an extrapolation method.16

B. Electrical matching

Consider a source of impedanceZS and a loadZl ; there
is impedance matching between the source and the load if
their real parts are equal and their imaginary parts are oppo-
site, i.e.,ZS5Zl* . With electrical matching, half the total

FIG. 3. Finite element mesh used to analyze the in-water radiation of a
piezoelectric bar.
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power is dissipated in the load and the other part in the
source. The role of impedance matching is to limit undesir-
able effects of current which can return to the source.

In order to take into account electrical matching in the
numerical problem@~Eq. ~4!!#, the potential applied on elec-
trodesFe is given by

Fe5v02ZSI , ~6!

with ZS5Zg1Za . Generally, Zg is equal to 50V and the
impedanceZa is chosen equal toZl* 250 at the working
frequency in order to get electrical matching. Equation~6!
can be integrated to the system of Eq.~4! by eliminating the
electrical currentI:

F @Kuu#2v2@M # @KuF
i # KuF

e 2@L#

@KuF
i #T @KFF

i i # KFF
ie @0#

KuF
e T KFF

ie T KFF
ee 2

1

j vZS
@0#

2r2c2v2@L#T @0# @0# @H#2v2@M1#

G F U
Fi

Fe

P
G5F 0

0

2
v0

j vZS

rc2C

G . ~7!

Then, this resulting system of equations can be solved by
fixing the parametersv0 andZS .

IV. ACOUSTICAL POWER

Let us consider a fluid mediumV f , limited by a surface
G f , surrounding a vibrating structureVS @Fig. 4~a!#. The
acoustical intensityIW is defined as17 the flow of energy
through a unit area normal to the direction of propagation per
unit time. This flow of instantaneous power is the product of
the instantaneous pressurep by the instantaneous speedvW . In
most cases, the time average of acoustical intensity is more
significant than its instantaneous value and given by17

IWav5
1
2 Re~pvW * !, ~8!

where the units ofIWav are watts per square meter~W/m2!. In
Eq. ~8!, p and vW are complex expressions of pressure and
instantaneous speed.

If the surfaceG f encloses the source@Fig. 4~a!#, e.g., a
vibrating solidVS , the average acoustical power radiated by
VS can be expressed as

Pa5E E
G f

IWav•nW fdG, ~9!

wherenW f is the unit normal vector pointing out of the volume
V f containing the source. The unit ofPa is watts.

If we consider the case of the radiation of a vibrating
structure mounted on an infinite rigid~or soft! baffle @Fig.
4~b!#, the acoustical powerPa can be expressed using Eq.~9!
because Neumann (vW 50) or Dirichlet (p50) conditions are
imposed on the infinite baffle (Gb); in fact, the flow of en-
ergy throughGb is null.

A possibility to compute acoustical power transmitted by
the transducer bar~Fig. 3! to the fluid medium consists in
calculating the flow of energy through the surfaceG f . In
fact, if the surfaceG f is in the far field of the source, there is
a relation between pressure and particle speed:

p5rcv, ~10!

where r and c are, respectively, the fluid density and the
sound speed equal to 1500 m/s. The 2D finite element model
giving the nodal value of pressure in far field,16 Pa , which is
given by Eq.~9! is then equal to

Pa5
1

2rc E E
G f

upu2dG, ~11!

whereG f is in the far field of the source.

V. MODELING OF MATCHED PIEZOELECTRIC BARS

Many papers have shown how to achieve high
bandwidth/efficiency using multiple matching layers, with
the help of the 1D design formalism9,18,19 determining the
optimal number of discrete layers and their acoustical imped-
ances. However, these models do not take into account the
lateral waves in the matching layers. In medical arrays, these
lateral modes~parasitic mode in this case! generate laterally
propagating waves that increase the cross-coupling between

FIG. 4. ~a! Schematic description of the structure and fluid domains.~b!
Case of a piezoelectric structure mounted on a rigid or a soft baffle and
radiating into water.
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neighboring elements and consequently the far-field directiv-
ity pattern is damaged. Thus, the advantage of the 2D finite
element model is that it can take into account this kind of
phenomenon. Moreover, it allows optimization of these lay-
ers in order to eliminate parasitic modes.

A layer whose thickness and specific acoustical imped-
ance are, respectively, equal tolm/4 and Zm5AZPZf , is
named ideal. In the following, an ideal quarter wave layer is
always used. These values have been obtained by consider-
ing the well-known 1D theory. Results provided by the 1D
model ~see Sec. II! concerning matched piezoelectric trans-
ducer plate have shown that there are two longitudinal
coupled modes around the resonance frequency. It will be
shown that similar results in the case of a piezoelectric bar
matched by an ideal quarter wave layer can be obtained only
under certain conditions~see Sec. V C!. Contrary to the
transducer plate~1D case!, the electrical resonance frequen-
cies for the transducer bar~2D case! do not correspond to the
mechanical resonance frequencies. For this reason the acous-
tical power is more significant that the electrical impedance.
A good discussion concerning electrical and mechanical
resonance can be found in Ref. 20. The acoustical power
reaches maximums at these mechanical resonance frequen-
cies. In fact, this power is proportional to the displacement
field of the radiated surface of the transducer.

A. Behavior of piezoelectric bars with a quarter wave
matching layer

It is well known that for an elastic material~matching
material! the longitudinal and shear wave speeds are function
of the Young modulus~Y!, the Poisson’s ratio~n!, and the
mass density~r! and are given by

cl5A Y~12n!

r~11n!~122n!
, ~12!

cs5A Y

2r~11n!
. ~13!

In this section, two kinds of transducer bars are considered:
PZT5H (Zp534.5 MRayls, see Table I! and LiNbO3

~Y1Z1w/36° cut,Zp534.7 MRayls, see Table I!. For the two
transducers the width to thickness ratiosW/T are chosen
equal to 0.5 withT51 mm. Two ideal quarter wave layers
described, respectively, by MAT1 and MAT2~see Table II!
will be used. Their specific acoustic impedances are equal to
(Zm57.25 MRayls'AZPZf). Moreover, the thickness of the
matching layer is calculated from

l 5
l l

4
5

cl

4 f r
. ~14!

It is important to note that it is possible to consider
another frequency in Eq.~14!. In the following, electrical
resonance frequency15 ~i.e., f r) is always chosen for the
acoustical and electrical matching~see Sec. III B!. It is im-
portant to note that other frequencies can be considered.

The mesh of a piezoelectric bar, with the ideal quarter
wave matching layer, radiating into water is shown in Fig. 5.
Only one half of the domain is meshed due to symmetry.
Figure 6 presents the acoustical power, versus frequency,
computed for the above-mentioned transducers matched with
the MAT1 or MAT2 layer. As the backing is not considered

TABLE II. Mechanical parameters of elastic materials MAT1 and MAT2.

Parameters MAT1 MAT2

Y (Kg/m s2) 1.5931010 9.783109

n~2! 0.33 0.33
r ~kg/m3! 2197 3625
cl (m/s) 3300 2000
cS (m/s) 1650 1007

TABLE I. Mechanical, dielectric, and piezoelectric constants of piezoelectric materials used for the numerical
study.

Parameters PZT5H C4-Q LiNbO3

Mass densityr ~kg/m3! 7500 7650 4700
S11

E (m2 N21) 1.65310211 1.06310211 0.5774310211

S12
E (m2 N21) 24.78310212 23.3310212 20.101310211

S13
E (m2 N21) 28.45310212 24.5310212 20.145310211

S33
E (m2 N21) 2.07310211 1.3310211 0.4974310211

S44
E (m2 N21) 4.35310211 2.2310211 1.6972310211

S66
E (m2 N21) 4.256310211 2.8310211 1.3578310211

d15 (m V21) 7.41310210 2.8310210 0.6788310210

d31 (m V21) 22.74310210 21.08310210 20.942310212

d33 (m V21) 5.93310210 2.4310210 0.5883310211

e11
S (F m21) 1.402531028 1.0131028 0.38931029

e33
S (F m21) 1.331028 5.9131029 0.25731029

FIG. 5. Finite element mesh used to analyze the matched piezoelectric bar
(T51 mm, W/T50.5) radiating into water.
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(ZB50), this acoustical power is equal to the electrical
power. It is important to note that, in all cases, one or several
parasitic modes are generated. These parasitic modes exhibit
lateral motion of the matching layer. The one-dimensional
model cannot predict these parasitic modes because it does
not take into account shear wave propagation in the matching
layer. In order to get a good analysis of these different modes
it is important to compute their displacement field and their
far-field directivity.

For the LiNbO3 transducer matched with MAT1@Fig.
6~a!#, four coupled modes appear. None of these modes is a
piston mode~or thickness mode!. In fact, Figs. 7~a! and ~b!
show, respectively, the imaginary part of the relative dis-
placement field and far-field directivity pattern atf
53 MHz ~second mode!. As ej vt is implicit and the applied
potential is retained as reference, imaginary displacement
field displays the picture of the true transducer vibration at
the instantt5t/4, wheret52p/v is the period. The dis-
placement field shows an harmonic vibration of the matching
layer which generates two main lobes in the far-field direc-
tivity pattern@Fig. 7~b!#: in the axial direction~u50°! and in
the lateral direction~u590°!. For the other modes, their dis-
placement fields show the same phenomena~i.e., harmonic
vibration!.

Figure 6~b! shows the acoustical power, versus fre-

quency, computed for a PZT5H bar matched with MAT1
layer. It appears on this graph that three coupled modes exist:
the first one is at 1.2 MHz, the second one is at 1.8 MHz, and
the last one is at 2.5 MHz. Between 1 and 2 MHz, the trans-
ducer vibrates like a piston mode. Figures 8~a! and~b! show,
respectively, the imaginary part of the relative displacement

FIG. 6. Variations of acoustical power, vs frequency, computed for~a! the
LiNbO3 bar matched by the MAT1 quarter wave matching layer,~b! the
PZT5H bar matched by the MAT1 quarter wave matching layer,~c! the
PZT5H bar matched by the MAT2 quarter wave matching layer.

FIG. 7. Displacement field~a! and far-field directivity pattern~b! computed
at the frequencyf 52.8 MHz of a LiNbO3 bar (T51 mm, W/T50.5 and
L52 cm) matched with the MAT1 quarter wave matching layer and radiat-
ing into water~2D modeling!.

FIG. 8. Displacement field~a! and far-field directivity pattern~b! computed
at the frequencyf 52 MHz ~second mode! of a PZT5H bar (T51 mm,
W/T50.5, andL52 cm) matched with the MAT1 quarter wave matching
layer and radiating into water~2D modeling!.
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field and far-field directivity pattern, computed at the fre-
quencyf 51.8 MHz ~second mode!. These parameters almost
perfectly characterize a thickness mode of the transducer
with a far-field directivity pattern having a main lobe in the
axial direction (OX). These two first coupled modes are
those predicted by the one-dimensional model~see Sec. II!.
Figures 9~a! and ~b! show, respectively, displacement field
and far-field directivity pattern, computed at the frequency
f 52.5 MHz ~third mode!. This vibration mode exhibits more
lateral motion of the matching layer and thus the far-field
directivity pattern does not characterize a piston mode. How-
ever, in this case this mode is sufficiently distant of the23
dB band of the transducer and thus, it does not disturb the
piston mode behavior of the transducer between 1 and 2
MHz.

Figure 6~c! presents the acoustical power, versus fre-
quency, computed for a PZT5H bar matched with MAT2
layer. Four coupled modes appear in the bandwidth of the
transducer. None of these modes is a piston mode~or thick-
ness mode!. In fact, their displacement fields show harmonic
vibrations of the matching layer.

Results obtained by the finite element modeling of the
previous three matched transducers allow us to conclude that
the criteria proposed by the one-dimensional model are not
enough to suggest a good matching of piezoelectric bars. In
fact, the existence of parasitic modes, due to shear wave
propagation, disturbs the piston mode behavior of the
matched transducer. But, it is interesting to note that the
characteristic of an ideal quarter wave layer~i.e., l 5l l /4,
and Zm5AZPZf) can be obtained with different values of
longitudinal and shear wave speeds@see Eqs.~12! and~13!#.
Then, the next section gives numerical simulations which
allows one to bring to the fore the influence of all these

parameters to obtain a good criterion for the choice of
matched quarter wave layers.

B. Influence of mechanical and geometrical
parameters characterizing the matching layer

The mechanical parameters~Y, n, and r! and the geo-
metrical dimensions of layers can characterize them per-
fectly. Then the 2D finite element model is used in order to
take into account the geometry and mechanical parameters of
such layers. The LiNbO3 transducer bar is chosen for this
study. Similar results can be obtained by considering the
PZT5H transducer bar.

In the following, several fictitious materials described by
their mechanical parameters and shown in Table III are used
in order to get ideal layers. Each case of Table III defines an
ideal layer withZm equal to 7.25 Mrayls. The thickness of
these layers is always equal to quarter wavelength@Eq. ~14!#.
In each case, the longitudinal and the shear wave speeds can
be computed using Eqs.~12! and ~13!. All along the study,
the thickness and the length of the piezoelectric bars are
equal to 1 and 20 mm, respectively. In the following, two
cases are considered.

1. First case: W ÕTÄ0.5, TÄ1 mm, c l and c S are
variable

Simulations are performed in order to evaluate the influ-
ence of longitudinal wave speed on the transducer behavior;
matching materials used are situated on the fourth column of
Table III ~Poisson’s ration50.33!. Figures 10~a! and~d! dis-
play acoustical powers and electrical impedance computed
for different values ofcl . For a value ofcl smaller than 5400
m/s, a mode appears between 4 and 5 MHz, which is a para-
sitic mode~shear wave propagation in the matching layer!.
The maximum of these powers correspond to the mechanical
resonance frequencies which are not equal to the electrical
resonance frequencies. We can notice that when the longitu-
dinal wave speed increases, the parasitic mode moves away
from the bandwidth of the transducer. This parasitic mode

FIG. 9. Displacement field~a! and far-field directivity pattern~b! computed
at the frequencyf 52.5 MHz ~third mode! of a PZT5H bar (T51 mm,
W/T50.5, andL52 cm) matched with the MAT1 quarter wave matching
layer and radiating into water~2D modeling!.

TABLE III. Mechanical parameters~Young modulusY, Poisson’s ration,
mass densityr, longitudinal wave speedcl , and shear wave speedcs) of
matching materials used for the numerical study. Each case defines a match-
ing material, with its specificY, n, r, cl , andcS , which have an acoustical
impedance of 7.25 Mrayls.

cl (m/s)

n

0.15 0.2 0.25 0.33

Y52.26E110 Y52.15E110 Y51.99E110 Y51.59E110
3300 r52197 r52197 r52197 r52197

cs52117 cs52020 cs51905 cs51650

Y52.74E110 Y52.6E110 Y52.4E110 Y51.95E110
4000 r51812 r51812 r51812 r51812

cs52564 cs52450 cs52301 cs52000

Y53.15E110 Y53.0E110 Y52.78E110 Y52.25E110
4600 r51576 r51576 r51576 r51576

cs52951 cs52816 cs52655 cs52300

Y53.7E110 Y53.52E110 Y53.26E110 Y52.64E110
5400 r51342 r51342 r51342 r51342

cs53465 cs53305 cs53117 cs52700
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does not appear on the graph from a value ofcl greater than
or equal to 5400 m/s. In this case, we find two piston modes
~already predicted by the one-dimensional theory!. More-
over, when the longitudinal wave speed value is increasing,
for a givenn, the shear wave speed of the matching material
is increasing too~the fourth column of Table III!. Another
way to evaluate the influence of shear wave speed is to fix
the longitudinal wave speed of matching material and to vary
the Poisson’s ration ~any line of Table III!. Thus, Figs. 10~b!
and ~e! present acoustical powers and electrical impedances
obtained by the modeling of a LiNbO3 bar with a quarter
wave matching layer (cl53300 m/s) and with a variable
shear wave speed~first line of Table III!. The increasing ofn
~i.e., a decreasing of shear wave speed in the matching ma-
terial! brings to the fore the appearance of a parasitic mode
between 3 and 3.5 MHz. Thus, increasing of shear wave
speed implies the suppression of parasitical modes.

2. Second case: W ÕT is variable, T Ä1 mm, c l and c S
are fixed

In this case, the most inconvenient case~lots of parasitic
modes! is considered withW/T50.5, cl53300 m/s, and
n50.33 ~first line and fourth column!. This case is reconsid-
ered in order to study the influence of the widthW of the
matched transducer. In fact, the width of the transducer plays
a major role in the appearance of parasitic modes. Figures
10~c! and ~f! show the results obtained when considering

four transducers of different width-to-thickness ratio (0.2
,W/T,0.5). The decreasing of the ratioW/T implies the
vanishing of parasitic modes. In the case ofW/T50.2, two
coupled modes are obtained, already predicted by the one-
dimensional theory.

C. Choice criterion of the matching material

The previous numerical studies show that it is necessary
to get a choice criterion that suggests a piston mode in all the
bandwidth of the transducer. By analyzing these numerical
studies, a choice criterion is defined, which is function of the
width of the transducer~W!, the shear wave speed in the
matching layer (cS), and the resonance frequency of the pi-
ezoelectric bar (f r). Thus, the behavior of a piezoelectric bar
with an ideal quarter wave matching layer is identical to that
predicted by the one-dimensional theory~no shear wave
propagation in the matching layer! if W, cs , and f r satisfy
the following relation:

W,
cs

2 f r
5

lS

2
. ~15!

This criterion means that if the width of the matched
transducer is smaller than half the shear wave length (lS) in
the matching layer, then the behavior of the transducer is not
disturbed by shear wave. It is important to specify that this
criterion is valid only when the piezoelectric transducer bar
without any matching layer vibrates~for a given frequency!

FIG. 10. Acoustical power and electrical impedance are
computed vs frequency for different values ofcl , cs

and (W/T). ~a! and ~d! are obtained for W/T50.5 and
for different valuescl . ~b! and~e! are obtained for W/T
50.5 and for different valuescs . ~c! and ~f! are ob-
tained forcl53300 m/s~n50.33! and for different val-
ues ofW/T.
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like a piston mode. For example for the above LiNbO3 bars
a value forW/T can be chosen smaller than 0.5 or between
1.2 and 1.7~see Ref. 15, p. 2973!. This study has been per-
formed using LiNbO3 bars, nevertheless similar results have
been obtained using PZT5H bars. This criterion@Eq. ~15!#
can then be applicable to any piezoelectric materials.

D. Experimental results

In order to experimentally validate finite element mod-
eling performed in this section, a matched piezoelectric bar
has been manufactured by IMASONIC,21 an ultrasonic trans-
ducer designer. The element is 25 mm long and 0.4 mm
wide. The ceramic used is C4-Q~see Table I!. The thickness
of the piezoelectric bar is 1.4 mm, which generates an elec-
trical antiresonance frequency of the piezoelectric bar equal
to 1.5 MHz. The matching material has an acoustical imped-
ance equal to 7.13 MRayls, a mass densityr52300 kg/m3, a
longitudinal wave speedcl53100 m/s, and a shear wave
speedcS51684 m/s. The thickness of the matching layer is
equal to 0.52 mm@i.e., l 5(lm/4)]. Electrodes, situated on
each face of the bar, have a thickness equal to 0.005 mm,
which have been neglected. It is not simple to measure the
acoustical power of the transducer. Then Fig. 11 shows the
measured and the numerically computed electrical imped-
ance curves. The measured one has been obtained using a HP
4194A network analyzer. A good agreement is observed in
this graph. However, little differences observed between the
two curves can be justified on the one hand by inevitable
uncertainties on PZT material constants values~mechanical,
dielectric, and piezoelectric constants! and, on the other
hand, by the fact that losses are not taken into account in the
numerical model. For this experimental sample, the width of
the matched transducer checks the choice criterion defined in
the previous section; thus no parasitic mode disturbs the
bandwidth of the transducer. Moreover, the displacement
field of this transducer has been computed for different fre-
quencies and not given here because it looks like the dis-
placement field as shown by Fig. 8~a!. These computed dis-
placement fields, for frequencies belonging to the desired
operating band, do not contain any harmonic vibration on the
radiated surface.

VI. CONCLUSION

With the help of the 2D finite element model, harmonic
analysis of the matched transducer bar has been performed.
Mechanical, electrical, and acoustical parameters have been
defined in order to describe the transducer bar behavior. Fur-
thermore, the analysis of numerical results of the matched
transducer bar has shown the existence of parasitic modes in
the desired operating band of the transducer, due to shear
wave propagation in the matching layer. The presence of
these modes of vibration degrades the bandwidth and the
directivity of the matched transducer. Different matched
transducer bars with different ideal layers have been consid-
ered and carefully analyzed. Thus a simple choice criterion
of the matching material which is function of the width and
shear wavelength (lS) of the transducer has been defined,
suggesting no parasitic mode in the desired operating band of
the transducer. In this optimal case, the matched transducer
bar is characterized by two coupled modes that can be used
in order to increase the bandwidth.
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Rapid calibration of hydrophones used in biomedical ultrasound is possible with swept frequency
techniques such as time delay spectrometry. However, calibrations below 2 MHz largely have been
neglected because of insufficient transmitting transducer bandwidth, even though important medical
applications operate in this range. To address this deficiency, several transmitting transducer designs
were developed and tested, and two 1-3 piezoelectric composite designs were found to have the
requisite bandwidth and uniformity of response. In one the element has a plane front face and
spherically concave back face~plano-concave!, and in the second both faces are concave, but with
different radii of curvature~biconcave!. The nonuniform thickness disperses the thickness
resonance, and the composite structure suppresses radial-mode resonances. Also, the composite’s
lower acoustic impedance provides a more efficient match to water. The piezoelectric composite
transducers were found to have transmitting pressure sensitivities superior to ceramic single-element
and segmented designs having similar dimensions, and their responses were significantly more
uniform (,25 dB variation from 0.1–2 MHz, with,1 dB fine structure variation!, likely due to
decreased contributions from radial modes.@DOI: 10.1121/1.1707090#

PACS numbers: 43.38.Fx, 43.30.Yj, 43.80.Vj@AJZ# Pages: 2914–2918

I. INTRODUCTION

Medical applications of ultrasound span a wide range of
frequencies, and miniature hydrophones, both piezoelectric
polymer1 and fiber-optic,2 have evolved as the primary
means for measuring the radiated fields. At the higher fre-
quencies, techniques for hydrophone calibration have been
extended beyond 50 MHz.3 However, less attention has been
devoted to the calibrations below 1–2 MHz, even though a
number of current or experimental medical uses fall within
the range, including extracorporeal shock wave lithotripsy,4

high intensity focused ultrasound surgery,5,6 bone sonometry
for osteoporosis,7 and ultrasound-mediated drug delivery.8

In a previous paper it was demonstrated that efficient
calibration of hydrophones via the swept-frequency tech-
nique known as time delay spectrometry~TDS! can be ex-
tended to cover the important range of 100 kHz to 2 MHz.9

However, a serious impediment to the practical implementa-
tion of TDS over this range is the lack of transducers having
a transmit response that is~i! broadband and~ii ! smoothly
varying in both the frequency and spatial domains. This latter
characteristic permits reproducible positioning of a hydro-
phone at the same location in the ultrasound beam, a critical
requirement when calibrating hydrophones via the substitu-
tion technique, as is done with TDS.9–12A transmitting trans-
ducer for swept-frequency use has been described that has a
well-behaved response from 250 kHz to 4 MHz, but the re-
sponse drops almost 50 dB from its peak at 2 MHz to the
minimum at 250 kHz.13

Therefore, with the goal of developing suitable transmit-

ting transducers for this purpose, five different transducer
designs were fabricated and tested, all having the common
property of being disks of varying thickness to disperse the
thickness resonance, a desirable property as demonstrated in
Ref. 9. In the following sections the transducers are de-
scribed and their performance is evaluated. It is seen that if a
1-3 piezoelectric composite transducer element is employed,
then transmitting transducers having the desired characteris-
tics are both feasible and practical.

II. METHODS

A. TDS swept-frequency system

The TDS system employed was described in Refs. 9 and
12. Briefly, a swept-frequency signal is transmitted into a
water tank, and a tracking receiver distinguishes hydrophone
signals with different propagation delays by their frequency
offset relative to the signal being transmitted, thus eliminat-
ing spurious signals such as those reflected from the water
surface or tank walls. The swept-frequency source is a
Hewlett-Packard ~now Agilent! 3325A ‘‘Synthesizer/
Function Generator.’’ The maximum nominal output is
123 dBm into 50V, which corresponds to an ideal equiva-
lent output circuit comprising a voltage source with an open-
circuit voltage of 6.3 V rms~17.9 V peak-to-peak! in series
with a resistance of 50V.

The measurements were carried out in a tank that is 35
cm deep, 35 cm wide, and 60 cm in the direction between the
transmitting transducer and hydrophone. When allowance is
made for the fixturing of the transducers, the maximum spac-a!Electronic mail: gerald.harris@.fda.hhs.gov
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ing between the transmitting transducer and hydrophone was
somewhat less than the 60 cm, being about 45 cm. The axial
separation of the hydrophone from the transmitter can be
determined to within approximately 1 mm by maximizing
the TDS signal for a given time delay~TDS frequency off-
set!.

B. Transmitting transducers

The five transducer designs studied, designated T1–T5,
are shown in Fig. 1 and summarized in Table I. Because it
has been demonstrated both theoretically and experimentally
that a broadband transmitting response can be achieved by
axially symmetric shaping of the transducer thickness,14

T1–T4 were constructed with flat front faces and spherically
concave back faces, and T5 was made spherically biconcave.
T1–T3 were fabricated from a single ceramic transducer el-
ement, which for T3 was divided into four equal segments.
The transducer material in T4 and T5 was a 1-3 piezoelectric
composite. In all cases the thickness varied from approxi-
mately 1–2 mm in the center to 1.5 cm at the edge. Figure 2
contains a photograph of the spherically concave back face
of T5.

The diameter of all transducers was 4 cm. For an ideal
planar circular piston having this diameter, the last axial
maximum occurs at approximately 27f cm, wheref is the
frequency in MHz. To avoid near-field variations, the mea-

surement distance should not be much less than this value.
On the other hand, the measurement distance must not be too
great to avoid signal loss due to the pressure amplitude de-
creasing inversely with distance. Also, a practical consider-
ation is the range of the mechanical positioning apparatus.
Considering all factors, a measurement distance of 35 cm
was chosen for the plano-concave transducers, which corre-
sponds to approximately 65% of the distance to the theoret-
ical last axial maximum at 2 MHz.

To study the performance of the transmitting transduc-
ers, a spot-poled membrane piezoelectric polymer hydro-
phone having a nominal active diameter 1 mm was used. The
sensitivity of this hydrophone was independently determined
to be uniform to within61 dB from 0.3 to 2 MHz, and by
virtue of its construction its response below 0.3 MHz should
be affected only by its preamplification, which had a low-
frequency cutoff frequency of 30 kHz.

Measured transducer characteristics included frequency
response, and beam pressure distribution and symmetry.
These characteristics are important because, as mentioned
earlier, in a substitution calibration procedure the ultimate
accuracy depends on how well the reference and test hydro-
phones can be positioned at the same point in the ultrasonic
field. The transmitting pressure level and related voltage re-
sponse also were measured.

III. RESULTS AND DISCUSSION

A. Ceramic single-element and segmented
transducers

The first transducers designed to produce a nonresonant,
broadband, and smoothly varying frequency response com-
prised a ceramic single plano-concave transducer element
that was air-backed~T1!, acoustically damped~T2!, and
damped and segmented into four equal sectors~T3!. Both
damping and segmentation improved the response some-
what, as shown in Fig. 3, but all transducers were unaccept-
able for the desired swept-frequency calibration source be-
cause of the resonances, most likely due to lateral mode
resonances and internal reflections falling within the TDS
temporal window.~Note: In this and all subsequent spectral

FIG. 1. Photograph of the five transmitting transducers studied. From left to
right they are T1–T3~back row! and T4–T5~front row!. See Table I for
descriptions.

TABLE I. Description of transmitting transducers.a

Description Material
Diameter

~cm!

Back
face
ROC
~cm!

Front
face
ROC

T1: Plano-concave,
air-backed

Piezoelectric
ceramic

4 2 Flat

T2: Plano-concave,
damped

Piezoelectric
ceramic

4 2 Flat

T3: Plano-concave,
segmented and damped

Piezoelectric
ceramic

4 2 Flat

T4: Plano-concave,
damped

1-3 piezoelectric
composite

4 2 Flat

T5: Bi-concave,
damped

1-3 piezoelectric
composite

4 2 20 cm

aT1–T5, UTX, Inc., Holmes, NY, with 1-3 piezoelectric composite elements
in T4–T5 fabricated and poled by Smart Material Corp., Sarasota, FL.

FIG. 2. Photograph of the back face of the biconcave, 1-3 piezoelectric
composite transducer element~T5 in Table I!.
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plots, the frequency scale is logarithmic from 0.1 to 2 MHz
to emphasize the less-frequently examined response at the
lower end of this range.!

B. Plano-concave, 1-3 piezoelectric composite
transducer

In order to suppress the resonant behavior observed in
Fig. 3, a transducer of similar geometry was constructed us-
ing a 1-3 piezoelectric composite material. The response is
given in Fig. 4. Immediately obvious is the significant im-
provement in response uniformity, almost certainly due to
the material’s considerable reduction of modes other than the
thickness mode. Using a 1-3 composite is known to greatly
reduce the low frequency radial modes that are due to reso-
nance from the width of the transducer.15 Although the peri-
odic structure of the composite lattice introduces other
modes, they can be readily addressed by the proper design of
the composite.16,17One key parameter is the periodic spacing
of the ceramic elements, which should be fine enough to
place the lowest of these lateral modes adequately above the
thickness resonance. Typical designs place the lowest lateral
mode at twice the thickness mode.

Having found a transducer design with sufficient broad-
band response, the beam distribution and symmetry were
evaluated in a plane perpendicular to the beam axis and 35
cm from the transmitting transducer face. Figure 5 contains
spectra measured at eight equally spaced points on a circle of
radius 5 mm and centered on the transducer axis. For each
plot in Fig. 5, the log spectrum measured on the transducer
axis at 35 cm was subtracted from the response at the 5 mm

radial distance. The plots show the beam to be symmetric,
the maximum variation at any frequency being about 0.5 dB.

To determine how accurately the hydrophone can be po-
sitioned laterally at 35 cm, spectra were recorded at six radial
positions with 2 mm spacing, starting on the axis and ending
1 cm off-axis. These spectra are shown in Fig. 6. It was
observed that for frequencies below about 1.4 MHz, the
spectra monotonically increased to a maximum and then de-
creased as the hydrophone was swept through the axis, thus
permitting reproducible positioning of hydrophones at a spe-
cific location in the beam. The positional sensitivity is seen
to be the greatest around 1 MHz. The anomalous behavior
above 1.4 MHz is reasonably attributable to near field effects
at these frequencies.

While these measurements were performed at 35 cm, it
is noted that an axial distance of 28 cm has been used suc-
cessfully as well.12

C. Biconcave, 1-3 piezoelectric composite transducer

One possible improvement when using the plano-
concave, 1-3 piezoelectric composite transducer would be to
shorten the transmitter-to-hydrophone working distance. To
that end, a similar transducer was designed, but the front face
was weakly focused via spherically concave shaping with a
radius of curvature of 20 cm. Measurements along the axis
from 12 to 23 cm showed weak focusing. At any frequency

FIG. 3. Relative spectral responses of air-backed transducer T1~dashed
line!, acoustically damped transducer T2~solid line!, and damped and seg-
mented transducer T3~dotted line!, at an axial distance of 35 cm.

FIG. 4. Relative spectral response of the plano-concave, 1-3 piezoelectric
composite transducer, T4, at an axial distance of 35 cm.

FIG. 5. Spectral responses at points in a plane 35 cm from the plano-
concave, 1-3 piezoelectric composite transducer, T4. Each spectrum corre-
sponds to a measurement made at one of eight equally spaced points on a 5
mm radius circle centered on the transducer axis relative to a measurement
at a point on the transducer axis.

FIG. 6. Relative spectral responses at points in a plane 35 cm from the
plano-concave, 1-3 piezoelectric composite transducer, T4. Measurements
were made at, from top to bottom, points 0, 2, 4, 6, 8, and 10 mm from the
transducer axis.
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the axial variation over the 12–18 cm range was less than 2
dB. A distance of approximately 15 cm was optimum in
terms of maximizing the low frequency response.

Analogous to Figs. 5 and 6, Figs. 7 and 8 contain spectra
for evaluating beam symmetry and lateral amplitude varia-
tions, respectively. Note that below about 150 kHz the plots
are off-scale in Figs. 7 and 8 because, for the biconcave
transducer, the dynamic range of the data slightly exceeded
that of the TDS system display at the expanded sensitivity
used to emphasize the small differences in these measure-
ments.

From Fig. 7 it is seen that all spectra lie in a band whose
width rises from 0 dB to61.5 dB with increasing frequency.
A notable feature in Fig. 8 not seen in Fig. 6 is that the
spectra exhibited a distinct maximum at the higher frequen-
cies as the hydrophone passed through the transducer axis.
That is, focusing removed the near-field effects noted in Fig.
6, thus facilitating unambiguous positioning of a hydrophone
at a specific on-axis location in the focused field.

A possible disadvantage in using the more tightly fo-
cused field of the biconcave transducer is that calibration
errors due to spatial averaging could occur if the reference or
test hydrophones are large compared to dimensions of the
beam.18 This is because in a substitution calibration it is im-
portant that there be a uniform pressure across both hydro-
phones’ active surfaces. For hydrophones used in biomedical

ultrasound, this effect is not expected to be an issue, because
the effective radii typically are chosen to be less than 0.5 mm
for accurate measurement of the spatial-peak pressures.

D. Transmitting pressure level and voltage response

As described in Sec. II, the maximum drive level into 50
V is 23 dBm. Figure 9 contains the absolute transmit pres-
sures for the five transmitting transducers when driven at this
level. These plots again illustrate the superior performance of
the piezoelectric composite transducers. In terms of unifor-
mity of response, the variation is,25 dB from 0.1 to 2
MHz, with ,1 dB fine structure variation. The absolute out-
puts of the piezoelectric composite transducers are greater as
well, with the response of the biconcave transducer exceed-
ing that of the composite plano-concave transducer by 6–12
dB at the respective practical operating distances of 15 and
35 cm.

The actual voltages across all five transmitting transduc-
ers versus frequency at the 23 dBm drive level are listed in
Table II. At this drive level the output voltage of the Hewlett-
Packard 3325A varied from 18.9 to 18.6 V peak-to-peak into
an open circuit and 9.5 to 9.3 V peak-to-peak into 50V over
the 200–1800 kHz frequency range. The transmitting voltage
response~TVR! at a particular frequency can be obtained
from Fig. 9 and Table II. For example, at 1 MHz the TVR for
the biconcave transducer~T5! is 71 kPa peak pressure at
12.9 Vp-p, or 11.0 kPa/V~at 15 cm!.

IV. CONCLUSIONS

In this study the performance of five transmitting trans-
ducers having variable thickness was evaluated, progressing
from a simple air-backed ceramic transducer to a biconcave
piezoelectric composite design, each approach attempting to

FIG. 7. Spectral responses at points in a plane 15 cm from the biconcave,
1-3 piezoelectric composite transducer, T5. Each spectrum corresponds to a
measurement made at one of eight equally spaced points on a 5 mmradius
circle centered on the transducer axis relative to a measurement at a point on
the transducer axis.

FIG. 8. Relative spectral responses at points in a plane 15 cm from the
biconcave, 1-3 piezoelectric composite transducer, T5. Measurements were
made at, from top to bottom, points 0, 1, 2, 3, 4, and 5 mm from the
transducer axis.

FIG. 9. Transmit peak pressure responses for the five transmitting transduc-
ers. T1–T4 were measured at 35 cm, and T5 at 15 cm. The top two plots are
for T5 ~solid line! and T4~dotted line!. The other three plots are as in Fig.
3. Drive level: 23 dBm. 0 dB corresponds to 100 kPa.

TABLE II. Peak-to-peak voltages across transducers T1–T5 at maximum
TDS drive level.

Frequency~kHz! T1 T2 T3 T4 T5

200 18.5 18.7 18.7 17.8 18.1
500 17.4 18.2 18.3 15.6 16.2

1000 15.7 17.0 17.2 12.4 12.9
1500 13.4 15.5 15.6 9.6 10.3
1800 12.0 14.4 14.7 8.4 9.2
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overcome deficiencies or improve the usefulness of prior de-
signs. It was found that the ceramic transducer designs,
whether whole or segmented, were not suitable as calibration
sources because of undesirable resonances in the response.
However, transducers incorporating 1-3 piezoelectric com-
posite material had the necessary bandwidth and uniformity
of response. Advantages of the biconcave source over the
plano-concave design include a greater transmitting voltage
response, a shorter source-to-hydrophone working distance,
and ease of hydrophone positioning. A potential disadvan-
tage of the biconcave source is calibration errors due to
spatial-averaging for larger hydrophones. The commercial
availability of these piezoelectric composite transducers~see
Table I! makes TDS a more viable approach for the low-
frequency (,2 MHz) calibration of hydrophones used in
biomedical ultrasound applications, as demonstrated in Ref.
12.

The spherical concavities used to achieve the varying
transducer thickness worked well, but no attempt was made
to optimize the type of curvature used, and there may be
other shapes that produce an even broader response. Alterna-
tively, it is possible that other techniques for producing uni-
form, broadband beams may be useful, such as the constant
beamwidth transducers that have been produced by shading
the transducer electrodes.19

No power amplifier was included in the TDS generating
system, because the 23 dBm output was found to be suffi-
cient given the high signal-to-noise level inherent in the TDS
measurement scheme. However, it is likely that these trans-
ducers could be driven harder should higher pressure levels
be needed for the calibration of extremely insensitive hydro-
phones.

Note added in proof. The mention of commercial prod-
ucts, their sources, or their use in conection with material
reported herein is not to be construed as either an actual or
implied endorsement of such products by the Food and Drug
Administration.
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Cones or wedges inserted between an ultrasonic transducer and a specimen enhances certain
characteristics of the transducers. Such an arrangement is useful in that the transducer can be used
for transmitting and receiving signals on a point~or line! source, which can eliminate the
undesirable aperture effect that makes the transducer blind to waves traveling in certain directions
and to those of certain frequencies. In this paper, a comprehensive numerical analysis based on a
wave propagation model is carried out to study the characteristics and parameters of wedges. We
study the effect of dimensions, shape and aperture on frequency response and directivity. For
computational accuracy and efficiency, the boundary element method is used in the analysis.
© 2004 Acoustical Society of America.@DOI: 10.1121/1.1737738#
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I. INTRODUCTION

Ultrasonic transducers used in the non-destructive evalu-
ation ~NDE! and testing~NDT! are traditionally fabricated in
circular or rectangular shapes of finite dimensions~typically
0.5 to 2.5 cm diameter!. Although these transducers are easy
to manufacture and they provide strong and well-directed
signals, there are some disadvantages associated with their
relatively large dimensions with respect to the wavelengths.
The main disadvantages of a large transducer include signal
distortion, the fact that certain frequency components may be
cut off, and the near field effect, which are generally referred
to asaperture effects.

The benefits of using point sources and point receivers
for NDE have been addressed by Sachse.1 One of the ways
to produce point contact between the transducer and the tar-
get surface is to use a miniature or pencil-tip transducer. Lee
et al.2 demonstrated a technique to achieve small contact sur-
face areas of as low as 200 to 400mm in diameter by directly
cutting a piezoelectric plate using a laser beam. Another and
perhaps easier way to provide point contact is to use a cylin-
drical cone or a triangular wedge whose vertex or knife-edge
is in contact with the surface while a normal sized transducer
is mounted on the flat surface of the wedge. Note that the
former ~cone! produces a point contact while the latter
~wedge! can be used to produce a hairline contact. The use of
wedges to collimate waves and to generate point sources was
first introduced by Ying in 1967.3

The propagation of ultrasonic waves radiating from a
transducer has been studied by many investigators in an ef-
fort to understand the response of the transducer as a system.
For example, Imamura4 computed the particle velocities of
the waves for circular point transducers. Kimoto and Hirose5

studied a transmitter–receiver setup by modeling the trans-

mitting transducer as a distributed traction and using a
weight function on the displacements of the receiving trans-
ducer. They used the boundary element method~BEM! to
model the pulse-echo test from a standard A-scan signal. To
improve the model of the transducer, Schmerr6 introduced
the transfer function for the transducer–specimen system,
which makes it possible to obtain variations of approxi-
mately 20% between the experimental and numerical signals.
Marty et al.7 experimented with the propagation of Lamb
waves generated by point source excitation on the surface of
a plate. Wooh and Zhou8,9 and Shi and Wooh10,11 studied the
behavior of laser excited ultrasonic bulk and guided waves,
respectively. A general guideline to design transducers can be
found in the Nondestructive Testing Handbook.12 Note that
these are just a few examples of the many studies previously
carried out.

Despite the abundance of studies in these areas and the
fact that wedges have been used in practice for a long time,
the response of the wedge has not been studied in great de-
tail. To our understanding, little knowledge about the effect
of mechanical coupling between the transducer and the
specimen through a wedge is available. The study described
in this paper is motivated by the capacity of point or hairline
transducers to overcome the deleter´ious aperture effects of
larger transducers. We report the results of a comprehensive
parametric study in an effort to establish guidelines and cri-
teria for optimum wedge design. The conclusions drawn
from our numerical study allow us to predict the influences
of boundary conditions and wedge geometries on the
transducer–specimen coupling mechanisms.

II. TRANSDUCER DESIGN ASPECTS

A. Aperture effects

To demonstrate the aforementioned aperture effects, we
take the example of a large transducer used in detecting Ray-
leigh waves on the surface. The response of the transducer

a!Send correspondence to Professor Shi-Chang Wooh, 5 Moore Cir., Bed-
ford, Massachusetts 01730. Electronic mail: scwooh@mit.edu
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can be expressed by the superposition of the wave displace-
ments detected by the transducer as the wave propagates
through the surface of contact between the transducer and the
target material, that is,

u~ t !5
1

A E
V

u~x,t !dV, ~1!

whereu(t) is the surface displacement andV is the contact
surface of the areaA. If a one-dimensional harmonic wave of
the form

u~x,t !5B cos~kx2vt !, ~2!

is considered to be detected by a circular transducer of radius
a, where k is the wave number andv is the angular fre-
quency, then the detected signal would be expressed in the
simple form

u~ t !5
2J1~ka!

ka
B cos~vt !, ~3!

whose amplitude has zero-crossing points at every root of the
Bessel functionJ1(ka).

B. Design criteria

As explained earlier, the problem of the vanishing fre-
quency components due to phase cancellation can be re-
solved by physically reducing the size of the contact area
using a wedge. An optimal design can be reached by consid-
ering the effects shown in Table I. Our goals are to optimize
the design based on manufacturing and operation criteria
while maintaining the simplicity of signal transmission and
reducing the aforementioned oscillatory effects.

III. SYSTEM RESPONSE

A. Transfer function

In order to characterize the transducer–specimen wedge
system, we use the transfer function, assuming that the sys-
tem is linear time-shift invariant. Transfer functions are often

expressed in terms of Green’s functions when averaging the
measurement over the transducer’s surface area.

Our objective is to analyze the performance of the
wedge working as a participating component of a complete
NDE measurement system. A wedge can be used either as a
transmitter or receiver, or both at the same time. For this, it is
arguably sufficient that we only need to study the frequency
response of transducers located at two well-chosen points.
We first define a number of essential components of a typical
ultrasonic NDE system shown in Fig. 1. The system consists
of five distinct components characterized by their respective
transfer functions denoted by the symbolsh(IT) ~function
generator or pulser!, h(TPi ) ~transmitting transducer!, h(PU)

~specimen!, h(UR) ~receiving transducer!, and h(RO) ~signal
receiving unit!. In this system, we deal with four different
signal levels:s(I ) ~input signal!, s(O) ~output signal!, s(T)

~signal just emitted from the transmitting transducer!, and
s(R) ~signal arrived at the receiving transducer!.

The electrical and mechanical responses of a transmit-
ting transducer are invariants that can be determined inde-
pendently by choosing the wedge parameters. Thus, the
transmitted signals(T) is defined simply as normal stresses or
tractions distributed on the area of contact between the
wedge and the transducer. The functionh(TP) relates the
emitted signal and the pressure induced in the specimen at an
internal pointz2 located underneath the tip of the transmit-
ting transducer, i.e.,

p~z2!5h~TP!* s~T!. ~4!

The functionh(UR) relates the received signals(R) and the
induced displacementu(z1) at a point (z1) located under-
neath the receiving wedge, i.e.,

s~R!5h~UR!* u~z1!. ~5!

FIG. 1. Schematic of a generic NDE system.
FIG. 2. Definitions of two reciprocal problems:~a! Transmitter and~b!
receiver.

TABLE I. Design criteria.

Criteria Effect

Small contact area with specimen Reduces the aperture effect.
Large contact area with specimen Can transmit higher energy.
Large contact area with transducer Can transmit higher energy.
Wedge shape Avoids spurious eigen-modes or unexpected wave

propagations~within the wedge in comparison to direct contact!.
Allows for feasible manufacturing processes.

2920 J. Acoust. Soc. Am., Vol. 115, No. 6, June 2004 Rus, Wooh, and Gallego: Analysis and design of wedge transducers



Likewise, the functionh(PU) is the transfer function of the
specimen relatingu andp,

u~z1!5h~PU!* p~z2!, ~6!

which is also an invariant for different wedges. The transfer
functions can be obtained directly in the transformed fre-
quency domain by dividing the output signal by the input
function. Similarly,h(IT) andh(RO) reflect the response of the
two electrical systems of the transmitter,s(T)5h(IT)* s(I ),
and the receiver,s(O)5h(RO)* s(R).

The overall output of the system is the convolution of
the input signal and the transfer functions of all the compo-
nents in the signal path, i.e.,

s~O!5s~ I !* h~ IT !* h~TP!* h~PU!* h~UR!* h~RO!. ~7!

Since the functionsh(IT), h(PU), andh(RO) remain invariant
through a test in regard to the wedge design, it is only nec-
essary to study the functionsh(TP) and h(UR), whose re-
sponses vary for different wedges. We use a partial model of
the latter as follows.

B. Reciprocity between the transmitting and receiving
subsystems

In principle, we should consider the wedges as inte-
grated parts of the transmitting and receiving transducers.
The transmitting wedge–specimen system model is shown in
Fig. 2~a!, in which the piezoelectric transducer is simply
modeled as pressure distributed uniformly on the contact
areaGc . Using this model, we can compute the particle dis-
placements in the radial direction~n! at all the pointsz lo-
cated on an arbitrary arc of fixed radiusr. This allows us to
study the directional dependency or thedirectivity of the
waves propagating into the medium. To study the character-
istics of the receiver assembly, a reciprocal model shown in
Fig. 2~b! is considered. In this model, the particles on the arc
of radiusr are loaded in then direction by applying pressure
in the form of a Dirac delta function. Then, the output signal
is calculated by integrating the normal displacements over
the surface (Gc) of contact between the wedge and the re-
ceiving transducer.

It is sufficient to study only one of these models to ana-
lyze both cases, because the reciprocal model yields identical
results. To prove this, we simply need to recall Betti’s recip-
rocal theorem of continuum mechanics~Green’s theorem!
between the primary~a! and secondary~b! states, i.e.,

E
V

bk
buk

a dV1E
G
pk

buk
a dG5E

V
bk

auk
b dV1E

G
pk

auk
b dG,

~8!

wherebk is the body force field,uk is the displacement field
in the V domain, andpk5s jknj is the stress vector on the
boundaryG, respectively. If we apply the reciprocity theorem
between the two states shown in Fig. 2 with the following
loading and boundary conditions:

Primary state~a! H bk
a50,

pk
a5H ~0,1!, Gc ,

0, elsewhere,

~9!

Secondary state~b! H bk
b5d~z!nk ,

pk
b50,

~10!

then we get

nkuk
a~z!5E

Gc

u2
b dG. ~11!

This means that the results of the two models are identical,
and we need to study only one of the models to describe
both.

FIG. 3. Three different models used in the wedge de-
sign: Models~a!, ~b!, and~c!.

FIG. 4. Frequency response of the stocky (height51.27 cm) and tall
(height52.54 cm) wedges with various contact areas. A wider and smoother
plateau appears at high frequencies asa increases, particularly for the taller
wedge.
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C. Boundary element method

In studying and designing the wedge–specimen systems,
we use the boundary element method~BEM! because of its
clear advantages over the finite element or other discrete
methods. First, the BEM does not require remeshing of the
body domain at each iteration. This not only reduces the
computational time but also eliminates small but important
perturbations caused by changing the mesh. Second, by re-
ducing the dimension of the problem by one, the fine meshes
required by high frequency become affordable through the
BEM.

We use the singular formulation of the boundary integral
equation,

ck
i ~x!uk~x!1E

G
–@pk

i ~y;x!uk~y!2uk
i ~y;x!pk~y!#dG~y!

50.

This equation obviously relates the displacementsuk and the
tractionspk exclusively at the boundaries. If we use the com-
plex presentation of fundamental harmonic solutions forpk

i

and uk
i , then solving this equation yields fundamental har-

monic solutions for a single frequencyv. In the equation,ck
i

is a geometry-dependent constant, and the integral has the

sense of Cauchy’s Principal Value. In implementation, we
use the classical conforming discretization scheme with qua-
dratic elements, eight-point Gauss integration after regular-
ization and displaced collocation strategy. The implementa-
tion details are developed in Rus.13 This equation is used for
both boundary and internal points.14,15

IV. NUMERICAL RESULTS

The parametric design is based on three different models
shown in Fig. 3. The model~a! shows an emitting transducer
sitting on a standalone wedge. This model is used to study
the effects of the transducer’s contact areas and height.
Model ~b! shows the transmission of energy into the speci-
men through a wedge. This model is used to compute the
transfer function of the combined assembly and directivity
analysis. Finally, model~c! shows a signal coming from the
specimen to the transducer mounted on a wedge. This model
is used to demonstrate the improved reception due to the
presence of the wedge. In addition, a combination of the
models is used to analyze the effects of the boundary condi-
tions.

To ensure the precision of the BEM results, the model
was discretized with approximately 70 quadratic elements

FIG. 5. Design 1. Combined frequency and directivity.
Above left: wedge shape~no wedge!, Above right: gain
from zoneA ~transducer! to B ~contact zone!, Below:
two perspectives of the gain fromB to C ~internal point
in the specimen at every angle!. Both gains should ide-
ally be as horizontal and uniform as possible. Direct
transducer–specimen contact~no wedge! gives undesir-
ably wavy response in both frequency and directivity,
as expected.

TABLE II. Specifications of the wedge shapes considered in design.

Design Profile
Contact area

a ~cm!
Height
h ~cm!

Focal frequency
f c ~kHz!

1 Constant~no reduction of area! 2.540 0.000 0
2 Linear ~narrow contact area! 0.010 1.270 489
3 Linear 0.100 1.270 489
4 Linear ~wide contact area! 0.500 1.270 489
5 Linear ~doubled height! 0.100 2.540 979
6 Linear (43height) 0.100 5.080 1957
7 Linear (203height) 0.100 25.400 9790
8 Linear ~45 degrees sides! 0.100 1.220 470
9 Circular ~concave: 0°–45°! 0.100 2.950 1136
10 Elliptical ~vertically scaled30.5) 0.100 1.470 566
11 Logarithmic„y5a log(bx)… 0.100 1.270 489
12 Circular~convex! 0.100 1.260 485
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and with a frequency sampling between 0 and 1 MHz at an
increment of 10 kHz. The material used in this study is 4340
steel. The acoustical and physical properties of the material
are given by its longitudinal wave speedcL55850 m/s,
transverse wave speedcT53240 m/s and its mass densityr
57220 kg/m3.

For the sake of convenience and without losing general-
ity for conclusions, we only considered two-dimensional
problems, in that a wedge was assumed to have an infinitely
large dimension in its lateral direction. From the practical
point of view, we use a fixed value of 2.54 cm~1.0 in.! for
the dimensionw ~the area of contact between the transducer
and the wedge!. Then we varied the height~h! and the base
contact area~a! of the transducer to study their influences on
the transfer function.

A. Base contact area and height

Figure 3~a! illustrates the model of the isolated wedge
with all free boundary conditions. In order to compute the
transfer function of this model, we first consider a continu-

ous monochromatic traction of unit magnitude applied on the
transducer–wedge interface. Then the displacements at the
bottom face~no traction! at all discrete locations are com-
puted using the BEM, and they are integrated over the area
to obtain the overall time-averaged output of the system. The
ratio of the integrated displacement and the excitation func-
tion in the frequency domain yields the transfer function of
the wedge.

To study the effects of the base contact area and the
wedge height, we consider wedges of two slenderness ratios:
stocky and tall wedges. Figure 4 shows the computed trans-
fer functions of the stocky (h51.27 cm) and tall (h
52.54 cm) wedges with various contact areas (a50.05,
0.10, 0.20, and 0.40 cm!, respectively.

We should recall at this point that an ideal transfer func-
tion is represented by a uniformly flat curve for all frequen-
cies. Since it is practically not possible to achieve this goal,
we should admit that we can use only a limited range of
frequencies within which the transfer function is reasonably

FIG. 6. Design 2. An ideally narrow contact area gives
very flat directivity response in the high frequency band
but with high signal attenuation. Design 3~graphics
omitted!. A slightly enlarged contact area provides bet-
ter results than those of Design 2.

FIG. 7. Design 4. When the wedge–specimen contact
area is too large, it causes undesirable aperture effects.
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flat. Our immediate conclusion upon investigating Fig. 4 is
that the base contact areaa has little influence on the fre-
quency response of the wedge. We may note that the useful
frequency range in this configuration is the band above 500
kHz, where the response function is smooth and flat as com-
pared to that in the low-frequency region. It can also be
observed that increasing the base contact area extends the
lower bound of the usable frequency band. This trend is par-
ticularly strong for the caseh52.54 cm, as shown by the
extended plateau of smoother and slower slope in the re-
sponse function fora50.40 cm andh52.54 cm.

B. Transfer functions and directivity

For proper transducer design, it is important to under-
stand the behavior of the emitted wave field that can be char-
acterized quantitatively by the natural focal lengthN and the
aperture angleg given by the relationship12

N5
~0.97w!2f

4cp
and sing5

0.51cp

0.97w f
, ~12!

wherecp is the phase velocity in the specimen andf is the
frequency. It can be easily shown from this relationship that
the reduced source area decreasesN asg increases. As men-
tioned earlier, the purpose of using a wedge is to provide a
quasipoint~or hairline! source. This means that we intended
to generate cylindrical~for hairline sources! or spherical
waves ~for point sources!. To validate the performance in
achieving this goal, it is necessary to investigate the direc-
tional dependency of the propagating beam. In this paper, we
study the directivity of the beam emitted from a transducer–
wedge block using the model shown in Fig. 3~b!. Directivity
is obtained by computing the farfield displacements along an
arc located at a fixed distance from the source~we usew/2
51.27 cm).

We considered thirteen different wedge shapes in our
study. The most common and easiest shape is trapezoid~lin-
ear profile!. In addition to this simple shape with some varia-
tions, we also considered different geometric profiles such as
circular, elliptical, and logarithmic shapes. The detailed de-
sign specifications are shown in Table II and the cross-

FIG. 8. Design 5. A taller linear wedge with medium
contact area provides improved response in both direc-
tivity and frequency. Design 6~graphics omitted!. A
taller wedge provides excellent response in terms of
both frequency and directivity.

FIG. 9. Design 7. An extremely tall wedge causes in-
stabilities due to excessive attenuation~240 dB A–B)
at high frequencies. Design 8~graphics omitted!.
Choosing a 45° wall angle does not necessarily produce
any improvement. Design 9~graphics omitted!. The fre-
quency and directivity responses of a horn-like wedge
are similar to those of Design 5, but it provides a worse
gain A–B.—Design 10~graphics omitted!. This short
horn-like design yields severe instabilities at low fre-
quencies.
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sectionalviews of each design are illustrated in Figs. 5–10
~in the upper left hand corners of the figures!. The curves in
the upper right quadrants of these figures represent the
frequency-dependent gain produced by the wedge itself for
each design, i.e., the ratio of average displacements at the
transducer–wedge interface~A! and the wedge-specimen in-
terface~B! plotted as a function of frequency.

The plots at the bottom of Figs. 5–10 are the gains
achieved while traveling from a point onB to the arcC. In
other words, these figures represent the displacement at a
point on C normalized by the average displacement of sur-
face B. The gain between the points onA and C are not
shown but they can easily be computed by multiplying the
respective gains in pathsA–B andB–C. The gains at all the
discrete points onC are computed and plotted as a function
of propagation angle as well as frequency. The same results
are displayed both in gray scale images~where the pixel
intensity represents the gain! and perspective three-
dimensional plots for a clear presentation. Remember that
the goal of an ideal design is to achieve a flat platform,
which provides little dependency on frequency and propaga-
tion angle. Some of the design configurations are omitted in
this paper due to space limitations, but they are available by
contacting authors. The following are the key observations
derived from the set of figures:

Figure 5 ~Design 1! shows the results for direct
transducer–specimen contact, i.e., no wedge is used in this
configuration. The first attempt to reduce the oscillatory per-
formance is to insert a wedge having a very small contact
area with the specimen~Design 2, Fig. 6!. This certainly
enhances the effective aperture angle and gives more uni-
form gain. But it produces excessive attenuation at some
frequencies. Besides, it is difficult manufacture such a sharp
wedge. As the wedge–specimen contact area is enlarged
~Design 3!, the response shows improvements in both fre-
quency and directivity. However, when the area grows exces-
sively ~Design 4, Fig. 7!, the performance gets worse and
great instabilities occur. Up to this point, the best design is
No. 3.

Now we play with the wedge height. As the wedge be-
comes taller~Designs 5 and 6!, the directivity is improved
and the response becomes smoother, but excessive attenua-
tion at high frequencies makes tall wedges undesirable. Fig-
ure 9 ~Design 7! shows an unstable response in an extreme
case. No revealing relationship was found between the focal
depth and the height of the wedge.

Design 8 tests a wedge with a 45° angle in an effort to
reduce the effect of reflections inside the wedge, but no im-
provements are found and the response is very similar to that
of Design 3. Horn-like shapes and other geometric variations
are tested in Designs 9 to 12. They do not necessarily im-
prove the performance. We also observe that the mechanical
coupling due to the presence of the specimen affects the
transfer function by attenuating the gain at some frequencies
and negatively affecting its behavior. Compare the results of
Fig. 4 (a50.10 cm,h51.27 cm) and those of Fig. 10~Gain

FIG. 11. Directivity plot for some frequencies and selected designs. Design
5 can be chosen as optimal, establishing a compromise between a homoge-
neous directivity and gain. The enhancements of this design are enlightened
against the absence of the wedge~Design 1!.

FIG. 10. Design 11. A logarithmic profile does not pro-
vide any improvement. Design 12. The performance of
a half-circle design is poor.
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A–B). The former takes into account the specimen whereas
the latter does not.

We may conclude from these observations that a prop-
erly designed wedge can improve the directivity patterns. In
order to elucidate the directivity enhancements of the best
designs, we show in Fig. 11 the directivities of different de-
signs at various frequencies.

C. Verification of the improvement

The problem of vanishing frequency components due to
phase cancellation along the surface measurement can be
solved by inserting a wedge. This problem is modeled nu-
merically by considering a semiinfinite space where a plane
P-wavefront arrives at a variable angle@see Fig. 3~c!#.

Figure 12 gives the gain as a function of the incident
angle. The cancellation effect is clearly observed from the
gain without using the wedge~direct contact!. The valleys

shown in the gains at frequencies of 500 kHz and 1 MHz are
the indication of the phase cancellation effect. These valleys
disappear when the wedge is inserted~bottom figure! causing
the responses to become more uniform.

D. Boundary conditions

The boundary conditions should take into account the
coupling between the transducer and the wedge, which is
equivalent to prescribing boundary conditions in terms of
stresses and displacements at the transducer–wedge interface
and computing the resulting stresses and displacements at the
wedge–specimen interface. We can argue here that for a
small contact area~point source–receiver!, it is sufficient to
prescribe the boundary condition at the wedge–specimen in-
terface in terms of either tractions or displacements, which

FIG. 12. Response upon inclination of incident wave. Uniformity due to the
presence of the wedge is emphasized.

FIG. 13. Model for the study of the boundary conditions at the emitter.

FIG. 14. A comparison of the boundary conditions at
the emitter. Prescribed stress and displacements are
closely related.
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simplifies the modeling of a NDE system and thus reduces
the computation time. To prove this, we compare the fre-
quency response of the point source model with that of the
complete model whose surface is prescribed either by dis-
placements or by stresses.

Figure 13 shows a NDE setup where transmitting and
receiving wedge transducers are placed on the surface of a
half space. Figure 14 shows the frequency responses of the
output signals due to uniform input. The frequency responses
are computed for three different models:~a! the boundary
condition of the transmitter is prescribed by uniform stresses;
~b! the transmitter boundary condition is prescribed by uni-
form displacements; and~c! a complete wedge mode. What
we can observe in Fig. 14 is that the gains for the three
different modes are very similar. The only difference is their
scale. This validates our argument that the three models
make very little difference in analyzing a wedge-based NDE
system. We may choose a simple model that significantly
reduces the computation time.

V. CONCLUSIONS

From this study, we obtained conclusions and directions
for the effective design of wedge transducers. We also nu-
merically demonstrated their advantages with respect to di-
rectivity, frequency responses and computation efficiency.

We obtained a few simple but important guidelines for
design, summarized as follows:

d A small contact area improves directivity.
d A higher wedge produces a uniform response for directiv-

ity and frequency, but extremely slender wedges suppress
high frequency components. A wedge of medium height
produces best results.

d Horn-like shapes do not necessarily improve the perfor-
mance.

d The presence of a well-designed wedge significantly im-
proves the response for the complete range of frequencies.
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This work presents a study of the relation between the lowest nondimensional natural frequencies of
a short, free cylinder vibrating in axisymmetric modes, its slenderness ratio, and its Poisson’s ratio.
Ritz’s method applied to the study of the symmetric vibration of cylinders confirms that all curves,
which show the dependence of frequency versus slenderness, pass through a point, called universal,
independently of Poisson’s ratio. The lowest universal frequency is 2.6036 and corresponds to a
cylinder whose quotient of its length and its diameter is 0.853 22. The rules leading to the
identification of the first symmetric mode are inferred from the numerical results. A cylinder with
universal slenderness ratio is set into free vibration by applying an axial impact. The lowest
axisymmetric natural frequencies are obtained from measurement of the axial displacement by
speckle interferometry. A simple arithmetical operation permits calculation of the shear modulus
from the value of the first symmetric frequency, the diameter of the cylinder, and its density. The
quotient of frequencies of two similar cylinders is studied as a function of their elastic properties and
diameters. ©2004 Acoustical Society of America.@DOI: 10.1121/1.1739485#

PACS numbers: 43.40.Cw@JGM# Pages: 2928–2936

I. INTRODUCTION

The elementary theory of propagation of elastic longitu-
dinal waves along a slender rod gives the wave velocity as
AE/r, whereE is the Young’s modulus andr the density.1

This elementary theory is applicable to rods whose diameter
is negligible compared with the other two lengths character-
istic of the phenomenon, i.e., the length of the rod and the
wavelength. Longitudinal waves in a rod are then simple
extensions or compressions propagated along its length, and
over a cross section of the rod there will be only normal
stress.

The study of the propagation of waves in cylinders,
based on the classical theory of elasticity, is well known.2 A
solution of the wave equation can be obtained by the method
of separation of variables applied to the propagation of
waves in isotropic, linear, elastic cylinders. A plane-wave
solution is assumed for the radialu, tangentialv, and longi-
tudinal w displacements

u5U~r !cos~nu!exp@ i ~gz2vt !#,

v5V~r !sin~nu!exp@ i ~gz2vt !#, ~1!

w5W~r !cos~nu!exp@ i ~gz2vt !#,

wherer, u, z are the cylindrical coordinates of a point,OZ is
in the direction of the axis of the cylinder,n is equal to zero
or an integer,i 5A21, g is the wave number,v is the an-
gular frequency, andt is the time. The trigonometric factors
appear because the displacementsu, v, andw must be con-

tinuous as is the medium; therefore, the amplitude of dis-
placements must be periodic with a period 2p, or 2p divided
by an integer, i.e., displacements can be expressed in terms
of their Fourier components in the coordinateu.

Substitution of the assumed solution, Eqs.~1!, into the
wave equation, application of Hooke’s law, and the boundary
conditions yield the unknown functionsU, V, andW. Accu-
rate solutions for infinitely long cylinders are obtained by
application of traction-free boundary condition to the cylin-
drical surface. This requirement leads to the condition of
compatibility of a set of equations. When the determinant of
the matrix of coefficients is set equal to zero, it results in the
frequency equation, which relates the wave number, the fre-
quency, and the elastic constants. Study of the spectrum
shows that there are different branches for real, imaginary, or
complex propagation constants.

The nondimensional frequency parameter or nondimen-
sional frequencyV5p f DAr/G is often used for economy
of calculations, wheref 5v/2p is the ordinary frequency,
measured in Hz,D the diameter of the cylinder, andG the
shear modulus. Shear modulusG is related to the Young’s
modulus and Poisson’s ration by G5E/(2(11n)).

In this paper only axisymmetric vibrations are consid-
ered. When the cylinder vibrates in the axisymmetric modes,
the tangential displacementv vanishes in Eq.~1!, and the
other two components,u andw, do not depend uponu, i.e.,
n50. If the identityV5A2gD/2 is satisfied and the Bessel
function of the first kind and order one,J1(gD/2), is a maxi-
mum or a minimum, it is demonstrated3 that the compatibil-
ity conditions are satisfied. This guarantees the existence ofa!Electronic mail: nieves@us.es
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waves~frequency equation!, and that shear stress identically
equals zero at all points of the cylinder. From the values4 of
gD/2 that makeJ1(gD/2) maximum or minimum, it is
found that Vu5A2gD/252.6036,7.5392,... . Thus, shear
stress is zero on planes perpendicular to the axis of the cyl-
inder for the infinite set of values ofVu . Each frequency is
universal in the sense that it is independent of Poisson’s ra-
tio. For materials with any Poisson’s ratio, all the dispersion
curves in the graphV against wave number pass through
each value ofVu ; these values are thus called universal
points.

There are no analytical solutions to the equations of mo-
tion in finite cylinders that completely satisfy the boundary
conditions that normal and shear stresses must be zero at the
free ends. According to Zemanek’s study,3 in a semi-infinite
cylinder both stress components can be made to vanish si-
multaneously by assuming that a reflected wave and others
with complex propagation constants are generated at the
traction-free surface. The amplitude coefficients for the re-
flected wave and the complex modes are evaluated by setting
the stresses equal to zero at a series of points along the radius
of the cylinder.

A cylinder of finite length, whose nondimensional fre-
quency V takes a universal value,Vu , is a special and
simple case; then, shear stress equals zero everywhere, in-
cluding at its ends. Therefore, normal stress at a free inter-
face is canceled by only a reflected wave. Two waves having
the same frequency and propagating in the positive and nega-
tive OZ direction interfere. As a result of the interference,
normal stresses vanish on the planes:z52L/2 andz5L/2, L
being the length of the cylinder. For this to happengnL
5np, i.e.,l52L/n, wheren is an integer. The significance
of this conclusion is that at these frequencies a finite length
rod will be an integer number of half-wavelengths long. This
condition is not verified for frequencies different from the
universal values.

The interference of the two propagating waves men-
tioned above yields a standing wave. From the point of view
of the vibration of a cylinder, the resulting phenomenon is
called the normal mode and the corresponding frequency,
natural frequency. When the axial displacements are sym-
metrical with respect to the planez50, the mode is known as
symmetric, i.e., the axial displacement is an odd function in
z, whereas it is an even function inz for an antisymmetric
mode.

Natural frequencies and normal modes of finite cylinders
can be determined by means of numerical methods.5,6 From
Hamilton’s principle applied to a system whose displace-
ments are harmonic in time, it is concluded that the differ-
ence between the maximum kinetic and potential energies is
a minimum when the cylinder is vibrating in a normal mode.
A widely used methodology is the Ritz method, based on
assuming approximate solutions, suitable for the system,
which satisfy the boundary conditions. Convergence towards
the true frequencies and mode shapes is obtained as the num-
ber of terms in the approximating expressions is increased.
The work of Leissa and So7 deserves special mention. It
follows this methodology in the study of finite cylinders with
different boundary conditions; the displacement functions

chosen are in the form of algebraic polynomials in the cylin-
drical coordinates. The results provided by these authors are
accurate; nondimensional frequencies are calculated for dif-
ferent values of the quotient of the length and diameter of the
cylinder, known as aspect ratio or slenderness. The effect of
Poisson’s ratio upon nondimensional frequencies is also in-
vestigated forL/D51.

In a previous work,8 the Ritz method is applied to the
study of axisymmetric vibrations of cylinders with equal
length and diameter in order to determine their elastic con-
stants. The results obtained are very accurate, as confirmed
by the convergence of the solutions.

In this paper, vibration of short cylinders in special cases
is studied. In the analysis performed, the concept of nondi-
mensional frequency is applied as well as the singularity of
its universal valueVu . The Ritz method is used to determine
the existing relationship between nondimensional frequency,
slenderness ratio, and Poisson’s ratio. Some preliminary re-
sults in relation to the universal point and the comparison of
frequencies of two cylinders with universal slenderness ratio
were partly presented.9 From the study performed here, it is
verified the fact that for two geometrically similar cylinders,
made of the same material, frequencies are inversely propor-
tional to diameters.5 The existence of the universal frequency
is demonstrated by the experimental results. When two cyl-
inders have the same universal slenderness ratio, an expres-
sion relating their ordinary frequencies to their elastic prop-
erties is obtained. The lowest natural frequency for the
symmetric longitudinal mode is deduced from a single ex-
periment carried out on a cylinder of universal slenderness
ratio set into axisymmetric vibration. It is demonstrated that
the shear modulus of the material can be obtained from such
a frequency; only simple manual calculus is required.

II. CALCULATION OF THE LOWEST NATURAL
FREQUENCIES FOR THE AXISYMMETRIC MODES

When axisymmetric vibration is induced in a cylinder,
the frequencies obtained in the spectrum can correspond to
both symmetric and antisymmetric modes. Therefore, the
correct identification of each mode is essential. In particular,
interest is focused here on identification of the first symmet-
ric mode. For this purpose, a study is carried out in order to
determine natural frequencies of a free cylinder vibrating in
axisymmetric modes, both symmetric and antisymmetric.

Hamilton’s principle can be stated as ‘‘the motion of a
conservative system from timet1 to time t2 is such that the
line integral of the Lagrangian has a stationary value for the
correct path of the motion.’’ In the present study, standing-
wave solutions are sought, which can be written as

u5U~r ,z!sin~vt !; w5W~r ,z!sin~vt !, ~2!

where the origin of the coordinate system is at the center of
the cylinder. Hamilton’s principle for harmonic motion can
be expressed as the difference between the maximum kinetic
and maximum potential energies is a minimum.

For convenience,r andz coordinates are nondimension-
alized as:r 852r /D and z85z/L. The maximum strain en-
ergy functional for an axisymmetric mode is then given by
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and the maximum kinetic energy

Tmax5prLR2v2E
21/2

1/2 E
0

1

~U21W2!r 8dr8dz8. ~4!

The integral in Eq.~3!, I V5Vmax/(2pGL), depends on
parameters n and L/D, whereas, the integral I T

5Tmax/(prLR2v2) in Eq. ~4! is not dependent on these two
parameters. AsG, L, andn are constant quantities for a given
sample, the minimum ofTmax2Vmax is equivalent to the
minimum of V2I T22I V ; hence, Hamilton’s principle for
this case is given by

V2I T22I V5minimum. ~5!

Since this condition for a minimum relates the quantities
V, n, and L/D, axisymmetric nondimensional natural fre-
quencies depend only on Poisson’s ratio and slenderness ra-
tio, which can be expressed as

V5V~n,L/D !. ~6!

In this work, the Ritz method is used in order to calcu-
late axisymmetric natural frequencies of a cylinder, in the
same way as it is presented by Leissa and So.10 The basic
functions chosen are products of powers of the coordinates
of the points of the cylinder. Power series are formed with
the basic functions multiplied by the unknown coefficients.
Hence, the series used for the radial and longitudinal dis-
placements are algebraic polynomials of the form

U~r 8,z8!5(
i

I

(
j

J

Ai j r 8 iz8 j and

W~r 8,z8!5(
p

P

(
q

Q

Cpqr 8pz8q, ~7!

with i 51,2,3,...,I ; j 50,1,2,...,J; p50,1,2,...,P; q
50,1,2,...,Q; wherei 50 is not considered in order to avoid
singularities in the stresses and radial displacements inr 8
50. In symmetric modesj only takes even values andq odd
values, and in antisymmetric onesj takes odd values andq
even values.

As the differenceV2I T22I V must be a minimum, the
partial derivatives with respect to the coefficientsAi j and
Cpq must vanish. Consequently

2
]I V

]Ai j
5V2

]I T

]Ai j
,

~8!

2
]I V

]Cpq
5V2

]I T

]Cpq
.

In this set ofI (J11)1(P11)(Q11) homogeneous equa-
tions, V is a function, apart from the coefficients, of the

variables Poisson’s ratio and slenderness ratio. The set of
equations obtained will only be resolvable inAi j andCpq if
the condition of the determinant of the coefficient matrix
being zero is satisfied. Natural frequencies are determined
from such a condition in terms ofn andL/D. In other words,
nondimensional natural frequencies of a cylinder can be cal-
culated if its Poisson’s ratio and slenderness ratio are known.

III. RESULTS OF THE NUMERICAL CALCULATION

The method described in the previous section is first
applied to cylinders whose slenderness ratios range from
0.05 to 1.7, made of materials with Poisson’s ratio 0,
0.05,...,0.45, 0.499 99. Nondimensional frequenciesV are
obtained by setting the displacements with polynomials of
the form given by Eq.~7!. The upper limitsI, J, P, andQ of
the series are chosen for each value ofL/D by following a
trial with increasing values of the four indices so that the
value of V obtained would be the minimum possible; the
process is repeated until the limit of calculation of the com-
puter is reached. In this way the Ritz method guarantees that
this value ofV is the most accurate frequency, and is an
upper boundary for the exact value. The four indices reach
maximum values at around 12; then, the number of unknown
coefficients is about 80. For instance, the values used for
L/D51 andn50.3 areI 57, J512, P56, andQ513, that
gives the first five frequencies 2.326 302, 3.067 140,
3.989 288, 4.896 035, and 5.592 656. These values agree pre-
cisely with those provided by Leissa and So7 in all the com-
parable significant figures.

Figure 1 shows the values of the lowest nondimensional
frequencyV, for symmetric modes, calculated as a function
of the slenderness ratioL/D and for materials with different
Poisson’s ratios. This figure shows that, independently of
Poisson’s ratio, all curvesV –L/D cross through a point cor-
responding to the universal frequencyVu and to a value of
L/D called the universal slenderness ratio. In order to obtain
the exact values of both the universal frequency and the uni-
versal slenderness ratio by numerical calculation, the follow-
ing procedure is carried out. The nondimensional symmetric

FIG. 1. Numerical results for the lowest value of nondimensional frequency
V5p f DAr/G for symmetric vibration of cylinders versus slenderness ratio
for several values of Poisson’s ratio. All the curves pass through the univer-
sal point:Vu52.6036 and (L/D)u50.853 22. The points corresponding to
samplese, f, andh are also plotted and match the adequate curves.
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frequencies corresponding to nine values of slenderness ra-
tios, from 0.8 to 0.9, are calculated for different values ofn.
When plotting the lowest values in the graph of Fig. 1, it is
observed that the sought point must be between 0.85~the
slenderness ratio for whichV is greater thanVu regardless of
n! and 0.86~the value for which aV smaller thanVu corre-
sponds to alln!. The average value 0.855 is thus taken. The
nondimensional frequency is then calculated for this ratio
and for one or more values ofn; so, it is possible to distin-
guish whether the value obtained is either to the right or to
the left of the point to which the curves seem to tend. This
iterative process leads to a slenderness ratio ofL/D
50.853 22 and a value for the nondimensional frequency
equal toV52.6036, the result obtained for all values ofn.
Therefore, this frequency is the first universal frequency.
Note the good agreement of these numerical results with the
analytical theoretical ones. It should be noted that the results
shown in Fig. 1 refer to the first lowest frequency for the
symmetric modes; however, the two sets of curves, one on
the left and another on the right of the crossing point, corre-
spond to two different mode shapes. The linen50 has a
discontinuity of the second kind at the universal point, with a
horizontal branch to the left, whereas the branch to the right
seems to be a section of a hyperbola, due to these two
branches corresponding to two different modes.

The Ritz method is also applied to a cylinder with uni-
versal slenderness ratio,L/D50.853 22. Figure 2 shows the
results obtained for the values of nondimensional frequency
V for several modes against those ofn. The graph only
shows the frequencies for three modes: the first symmetric
modes1 , the seconds2 , and the first antisymmetrica1 . This
simple representation is sufficient for the present study. Note
that the modes1 corresponds to the straight lineVu

52.6036, which confirms Zemanek’s3 prediction.
Two singular facts follow from the examination of

Fig. 2.

~1! There is a point of intersection of the curves correspond-
ing to s1 and a1 in the neighborhood ofn50.20. This
fact is particularly important for the present study, since
it shows that for values of Poisson’s ratio greater than

0.20 the lowest frequency corresponds to the symmetric
mode as expected for long cylinders. However, for val-
ues of n smaller than 0.20, it is found that the lowest
frequency corresponds to an antisymmetric mode, as it
does for short cylinders or disks. Therefore, if Poisson’s
ratio for a material was known in advance, it would also
be known which of the lowest detected frequencies cor-
responds to the symmetric mode.
In general, Poisson’s ration is, a priori, an unknown
value as is, in some cases, its order of magnitude. There-
fore, it is necessary to infer a practical rule that permits
determination of the value of a given spectrum which
corresponds to the first symmetric mode. For this reason,
it is practical to draw a second graph, Fig. 3, which
shows the lines for the lowest values of the frequencies
V1 , V2 , andV3 , as a function ofn.
The definition ofV implies that, for a given material,
i.e., with G andr determined, the quotient of the nondi-
mensional frequenciesV i /V j is equal to the quotient of
the ordinary frequenciesf i / f j . This allows Fig. 4 to be
drawn, which shows the quotientsf 2 / f 1 and f 3 / f 2 as a
function of n, wheref 1 , f 2 , and f 3 are the three lowest
axisymmetric frequencies, in order of increasing size,

FIG. 2. Values of nondimensional frequency for the modess1 , s2 , anda1

as a function of Poisson’s ratio for cylinders with universal slenderness ratio
(L/D)u50.853 22. The three curves correspond to the three lowest values of
V for any n.

FIG. 3. Values of the nondimensional frequencyV for axisymmetric modes
and (L/D)u50.853 22: the first lowest value~1!, the second~2!, and the
third ~3!. Note the singularity forn50.20.

FIG. 4. Quotientsf 2 / f 1 and f 3 / f 2 of the ordinary frequencies for (L/D)u

50.853 22 as functions of Poisson’s ratio. Such quotients show if Poisson’s
ratio is greater or smaller than 0.2.
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detected in an experiment. Although neither of these two
quotients is a single-valued function ofn, by using both
quotients it is possible to easily identify which modes
correspond to the three lowest experimental frequencies
f 1 , f 2 , and f 3 . So, for all quotientsf 2 / f 1,1.16, the
ratio f 2 / f 1 gives two possible values ofn, one being
smaller and the other greater than 0.20, whereas the quo-
tient f 3 / f 2 indicates ifn is greater or smaller than 0.20.
If n is greater than 0.20, the lowest frequencyf 1 corre-
sponds to the modes1 . But, if n is smaller than 0.20, the
lowest frequencyf 1 is associated with the first antisym-
metric modea1 and the next greatest valuef 2 corre-
sponds to the first symmetric modes1 . In the particular
case of a material withn50.20, the frequencies corre-
sponding to the modess1 and a1 will overlap in the
spectrum andf 2 will then correspond to the second sym-
metric mode; the quotientf 2 / f 1 will be equal to 1.155
and the lowest frequency in the spectrum will corre-
spond tos1 ~and toa1). Therefore, it is concluded that
measurement of the three lowest frequencies of the axi-
symmetric vibration spectrum of a cylinder with univer-
sal slenderness ratio permits the frequency correspond-
ing to the modes1 to be identified.

~2! Figure 2 shows the intersection of the curves corre-
sponding tos1 ands2 for n50. This fact means that the
two lowest symmetric modes have the same frequency.
Since this seems contradictory, a study regarding the
modes involved follows. The mode shapes are deter-
mined from the numerical calculation of the coefficients
Ai j andCpq , which in turn yield the values ofU andW.
Figure 5 shows the amplitude of displacements for the
modes1 of a cylinder with slenderness ratio equal to the
universal value and Poisson’s ratio equal to zero: the
points are on a cross section containing the axis of revo-
lution. This figure proves that the displacement is en-
tirely axial, as expected according to the elementary
theory of longitudinal vibration of cylinders. A tensional
stress is associated with such a field of displacements.

Figure 6 shows the amplitudes of the displacements for
the modes2 . In this case, displacements are entirely ra-
dial. Therefore, the modess1 ands2 are totally different
in shape and it is not contradictory that both modes vi-
brate with the same frequency, for cylinders with the
universal slendernessL/D50.853 22.

IV. ANALYTICAL STUDY OF THE UNIVERSAL
SLENDERNESS RATIO

The universal point and the universal frequencyVu are
complicated concepts. Since this study is focused on axisym-
metric vibration of cylinders, a question arises regarding the
relation ofVu to a more concrete property of a real cylinder.
Let us show from an analytical point of view that the univer-
sal frequency is related to one quotient of the length and
diameter, called the universal slenderness ratio.

In order to analytically derive the value of the universal
slenderness ratio, let us consider a cylinder of arbitrary
length and diameter, made of a material whose Poisson’s
ratio is zero. For such a material its shear modulus isG
5E(2(11n))5E/2. Let us assume that this cylinder vi-
brates freely in a longitudinal mode. For such a cylinder the
elementary theory can be applied accurately since there is no
radial expansion. Shear stress is zero at all its points, and
particularly on the ends; therefore, normal stress can also be
made to vanish on both ends if an incident wave is reflected
with no phase shift. In the symmetric mode with the lowest
frequency, the length of the rod is half of the wavelength,
L5l/2. The corresponding nondimensional frequency is
given by

V[p f DAr

G
5p

1

2L
AE

r
DA2r

E
5

p

A2

1

L/D
. ~9!

When this cylinder withn50 is vibrating with the lowest
nondimensional frequencyVu52.6036, its slenderness ratio

FIG. 5. Mode shapes1 for a material withn50 and universal slenderness
ratio. The displacement of the points is entirely axial. FIG. 6. Mode shape for the modes2 for n50 and universal slenderness

ratio. Displacements are in the radial direction. Note the great difference to
the modes1 .
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must be equal to the universal value. According to Eq.~9!,
this ratio is given by

~L/D !u5p/~A2 2.6036!50.853 22. ~10!

As this slenderness ratio corresponds to the lowest value of
Vu , it is the largest universal slenderness ratio. The mode
related to this first universal point is symmetric.

In Sec. II it is demonstrated that nondimensional fre-
quencyV is, in general, a function of onlyL/D andn. How-
ever, when the frequency takes the universal value,V does
not depend onn; consequently, Eq.~9! with V5Vu should
be satisfied for a cylinder regardless ofn. Therefore, for any
cylinder the highest universal slenderness ratio is 0.853 22.

The coincidence of this analytical result with the nu-
merical one proves the existence of the universal point, the
accuracy of the numerical calculation, and the good agree-
ment of the analytical and numerical theories.

Obviously, apart from the frequencyVu , a cylinder with
universal slenderness ratio can vibrate with other natural fre-
quencies.

For the second universal frequency,Vu257.5392, the
length will be Lu253l/2, then (L/D)u253p/(7.5392A2)
50.883 96, etc.

This result can be directly obtained for a cylinder, inde-
pendently of its Poisson’s ratio, by relatingV to l andL. In
effect, the identityV5A2gD/2, given in the Introduction
becomes for thenth universal mode

Vun5A2
2p

lun

Du

2
5A2

p

2Lun /~2n21!
Du⇒

S L

D D
un

5~2n21!
p

A2Vun

. ~11!

The expected natural frequenciesf in a cylinder with a
universal slenderness ratio can then be expressed, from the
definition of V, as

f u5
Vu

pD
AG

r
. ~12!

Equation~12! shows that a cylinder with a universal slender-
ness ratio will have a natural frequency that depends on elas-
tic constantG, but not onn. It could be deduced from Eq.
~11! that one overtone exists forn52 with a frequency of
three times the fundamental, forn53 five times, and so on.
However, this is false, sinceVun in Eq. ~11! also depends on
n; hence, (L/D)un is not a linear function ofn. Moreover,
analyzing the dispersion curves ofV vs gD/2 and drawing
the straight lineV5A2gD/2, it is observed that this line
intersects the curve corresponding to each mode of propaga-
tion at only one point; so, overtones would correspond to
impossible modes of propagation. Note that the universal
slenderness ratio does not depend on elastic properties of the
cylinder. In other words, universal points are each character-
ized by theirVun and the corresponding (L/D)un , both be-
ing independent of elastic properties of the cylinder. In this
sense their universality is confirmed.

V. COMPARISON OF NATURAL FREQUENCIES OF
SAMPLES

When studying natural frequencies of finite cylinders, it
is concluded that, in general, nondimensional frequencyV
depends in a complicated form on Poisson’s ratio and slen-
derness ratio. However, some conclusions can be inferred
from the study of geometrically similar cylinders.

~a! Let us consider two cylinders, denoted bya and b,
respectively, of the same material, of different size, but simi-
lar to each other, i.e., with the same slenderness ratioL/D.
These samples are similar from the geometric point of view,
that is, they have the same shape but different size. As the
nondimensional frequency for a given mode only depends on
Poisson’s ratio and the slenderness ratio, which are equal for
both cylinders, the nondimensional frequency must take the
same value in both cases, obtaining

V5p f aDaAr/G5p f bDbAr/G, ~13!

hence

~ f a / f b! t5Db /Da . ~14!

Therefore, in geometrically similar cylinders, of the same
material, the natural frequencies for any mode are inversely
proportional to their diameters.

In a first experiment, two stainless-steel Din 1.4301 cyl-
inders are machined: one with diameterDa524.90 mm and
lengthLa579.90 mm, while the other has a diameter ofDb

549.90 mm and a length ofLb5159.90 mm. Then, the slen-
derness ratios become 3.209 and 3.204, respectively, which
are practically equal~relative difference 0.2%!. According to
the theoretical demonstration above, the quotient of frequen-
cies must be

~ f a / f b! t5Db /Da549.90/24.9052.004. ~15!

This condition will be experimentally tested, as will be de-
scribed later.

~b! Let us consider two cylindrical samples, denoted by
c andd, of two materials with different elastic properties: the
elastic properties of one of them arenc and Gc , whereas
those of the other arend andGd . Both samples are cut from
cylinders of different diameters, so that their lengths divided
by their corresponding diameters equal the universal slender-
ness ratioL/D50.8532. For both samples, the nondimen-
sional frequency for the first symmetric mode is equal to the
universal frequency. Therefore, according to the aforemen-
tioned definition of nondimensional frequency, it follows that

p f cDcArc /Gc5p f dDdArd /Gd. ~16!

Therefore, the theoretical quotients of frequencies for
the first symmetric mode must be

~ f c / f d! t5Dd /DcArdGc /rcGd. ~17!

The sample used,c, is stainless steel with the following
properties:Dc549.90 mm; Lc /Dc50.85, rc57884 kg/m3;
Gc576.24 GPa. The sampled is commercial aluminum and
its properties are: Dd539.00 mm; Ld /Dd50.85; rd

52791 kg/m3; Gd528.1 GPa.
The quotient of frequencies is, according to Eq.~17!
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~ f c / f d! t50.765 99. ~18!

This quotient will be verified by carrying out one experiment
in the laboratory, as will be shown later.

~c! One cylinder is machined so that the quotient of its
length and diameter is equal to the universal slenderness ra-
tio, L/D50.8532. When such a cylinder is freely vibrating in
its axisymmetric symmetric mode with the lowest frequency,
this frequency is the first nondimensional universal fre-
quency. From the definition ofV, shear modulus can be ex-
pressed as

G5
p2f 2D2r

Vu
2

5
p2f 2D2r

2.60362
. ~19!

This formula shows that if the first axisymmetric symmetric
mode of a cylinder with universal slenderness ratio is excited
and identified, as described in Sec. III, measurements of its
frequencyf, its diameterD, and its densityr, lead to the
value of its shear modulusG. Analogously, formulas such as
Eq. ~19! could be derived for other universal points with
greater frequencies.

VI. EXPERIMENTAL ARRANGEMENT

Each one of the studied cylindrical samples is tested as
follows. The cylinder is positioned horizontally and sup-
ported at its center on a small rubber block. A simple pendu-
lum, consisting of a steel ball, 3.2 mm in diameter, sus-
pended from a thread about 10 cm long, is used to apply an
axial impact to the center of one of its ends. The cylinder is
then left to vibrate almost freely. An optical interferometer is
used as a detector of vibration at the center of the opposite
end. The interferometer11 used can detect both the normal
and tangential components of displacement with a resolution
of about 1 nm. For convenience, only the normal component
is detected in our experiments. The beam from a He–Ne
laser is split in two, each with a different frequency; one is
used as a reference and the other is the incident wave at the
central point of the end opposite to the impact end. The latter
is scattered by the scratched surface yielding an intensity
pattern, called speckle, with maxima and minima of inten-
sity. The scattered light is collected in a direction symmetri-
cal to the incident beam. Finally, it interferes with the refer-
ence beam at the beam mixer. The electronic demodulation
circuitry produces an output proportional to the surface dis-
placement component, which is digitized and displayed with

an oscilloscope. The fast Fourier transform of the signal,
FFT, provides the amplitude of the harmonics, whose maxi-
mum values correspond to the natural frequencies.

VII. EXPERIMENTAL RESULTS

The experimental results described in this section corre-
spond to the samples listed in Table I. This table includes the
main properties of the samples tested in this work.

~a! In the first series of experiments, the aforementioned
stainless-steel cylindersa andb are used. They have approxi-
mately the same slenderness ratios, 3.209 and 3.204, respec-
tively, and their quotient of frequencies, according to the
theoretical demonstration, must bef a / f b52.004.

As it is already known that Poisson’s ratio of steel is
greater than 0.2, then the lowest axisymmetric frequency cor-
responds tos1. The frequencies measured in the laboratory
for the first symmetric mode are 31 300 and 15 550 Hz, re-
spectively, for samplesa andb, the quotient beingf 1,a / f 1,b

52.013. The relative difference with the theoretical value
~2.004! is 0.4%. This value is of the order of the uncertainty
associated with the FFT in our experiments, with a frequency
uncertainty of 25 Hz, and of the relative difference between
the values of their slenderness ratios.

Greater frequencies have also been measured in the
laboratory. The values obtained for the second frequencies
are 61 475 and 30 510 Hz fora and b, respectively. Then,
f 2,a / f 2,b52.015, a relative difference with the theoretical
value ~2.004! of 0.5%.

Both relative differences confirm the soundness of the
theoretical approach, the quality of the experimental mea-
surements, and the agreement between theory and practice.

~b! In a second series of experiments, two cylinders,c
and d, of different materials are machined. Samplec is the
aforementioned stainless-steel cylinder, and sampled is the
commercial aluminum cylinder, also described in Sec. V.
They both have the same slenderness ratio 0.85, approxi-
mately equal to the universal slenderness ratio.

The vibration spectrum for the steel sample is shown in
Fig. 7. The results obtained for the lowest natural frequencies
of the symmetric axisymmetric modes are: for the steel
samplef i ,c551 725, 55 325, and 64 150 Hz, and for the alu-
minum samplef i ,d567 275, 73 300, and 85 950 Hz. Thus,
the experimental quotient for the two lowest frequencies is
( f 1,c / f 1,d)e50.768 86, the sensitivity being 25 Hz.

TABLE I. Summary of the samples used in the laboratory. All properties required for the present study are
shown.

Material Sample
Diameter
D (mm)

Length
L (mm) L/D f 1 (Hz) f 2 (Hz) f 3 (Hz)

Steel a 24.90 79.90 3.209 31 300 61 475 ¯

b 49.90 159.90 3.204 15 550 30 510 ¯

c 49.90 42.57 0.8532 51 725 55 325 64 150
e 49.90 49.90 1.000 46 142 ¯ ¯

h 50.00 79.95 1.599 30 566 ¯ ¯

Aluminum d 39.00 33.27 0.85 67 275 73 300 85 950
f 40.30 40.30 1.000 58 321 ¯ ¯

Fused quartz g 47.60 40.45 0.8498 64 150 65 775 74 375
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The relative difference between the theoretical quotient
~0.765 99! and the experimental one is then 0.4%. This very
small value demonstrates a good agreement between the the-
oretical and experimental results, which confirms the validity
of this interpretation of the universal point and that of the
experimental methods used.

~c! The values ofG are calculated by means of Eq.~19!
from the experimental frequencies obtained for the various
cylinders. The experimental spectrum for the steel samplec
is first analyzed. According to Fig. 7, the three lowest natural
frequencies are the aforesaid values: 51 725, 55 325, and
64 150 Hz. Second, the quotient of the second and first fre-
quencies, and that of the third and the second are calculated,
obtaining 1.07 and 1.16, respectively. For these quotients
Fig. 4 shows that Poisson’s ratio is greater than 0.2. Conse-
quently, the frequency 51 725 Hz corresponds to the first
symmetric mode. Finally, this frequency substituted into Eq.
~19! gives a shear modulus of 76.48 GPa.

Analogously, for the aluminum sample,d, also with the
universal slenderness ratio, the natural frequencies are:
67 275, 73 300, and 85 950 Hz and the corresponding quo-
tients become 1.09 and 1.17. From the quotient 1.17 and Fig.
4, it is deduced that Poisson’s ratio is greater than 0.20. The
shear modulus is then 27.9 GPa.

The last sample tested is fused quartz, denoted byg,
whose dimensions are:L540.45 mm, D547.60 mm, then
L/D50.849. The vibration spectrum is shown in Fig. 8. The
values of the three lowest natural frequencies are 64 150,
65 775, and 74 375 Hz, and the aforesaid quotients become
1.02 and 1.13, respectively. From these quotients and Fig. 4,
it is deduced that the material of this cylinder has a Poisson’s
ratio smaller than 0.2. Therefore, the second frequency, the
symmetric one, should be substituted into Eq.~19!, obtaining
a value ofG531.39 GPa.

In previous experiments a stainless-steel sample,e, cor-
responding to a cylinderL/D51, was tested in the labora-
tory, the shear modulus being 76.24 GPa. Similarly, an alu-
minum sample,f, with L/D51, provided a shear modulus of
28.1 GPa. In this work, theP-wave andS-wave velocities of
the quartz sample are measured by the pulse–echo method;
from these values and the density, the shear modulus turns
out to beG531.26 GPa.

Comparing the results given in this work for the shear
modulus with those described in the previous paragraph, the
relative differences are 0.3%, 0.5%, and 0.4%, respectively.
These very small differences show the validity of the direct
method proposed for calculating the shear modulus using a
cylinder with universal slenderness ratio.

The value of Poisson’s ratio can also be obtained from
Figs. 3 or 4. However, this is not the initial aim of our study
and therefore is considered as a by-product.

~d! In order to verify the numerical calculation leading
to the demonstration of the existence of the universal point,
the following experimental study with three samples is car-
ried out. The first sample,e, is that of stainless steel whose
diameter is equal to its length,L5D549.90 mm, m
5769.4 g,n50.298, andG576.24 GPa. The first sharp peak
in the spectrum of frequencies,f s1546 142 Hz, corresponds
to the natural frequencies for the first axisymmetric symmet-
ric mode. Taking into account the shear modulus of the
sample and the definition of the nondimensional frequency, it
is found thatV52.326.

The second sample used,f, is that of commercial alumi-
num with L5D540.30 mm, massm5143.5 g, and elastic
propertiesn50.329 andG528.1 GPa. For this samplef s1

558 341 Hz and henceV52.328. The third sample, namely
h, is made from same steel ase, but with L579.95 mm,D
550.00 mm, and density 7900 kg/m3. The spectrum gives a
f s1530 566 Hz and thenV51.528.

The points (L/D,V) corresponding to the three samples
are marked in Fig. 1. They are appropriately placed in their
respective locations.

VIII. CONCLUSIONS

From the results presented in this paper it is concluded
that: ~1! the existence of the universal point is numerically
demonstrated, where the nondimesional frequency is inde-
pendent of Poisson’s ratio;~2! dynamic shear modulus can
be directly determined by means of a simple multiplication
and a single experiment using a cylinder with universal slen-
derness ratio, where first frequency, diameter, and density are
measured;~3! the experimental values for the nondimen-

FIG. 7. Natural frequencies for the stainless-steel sample withDc

549.90 mm;Lc /Dc50.85,rc57884 kg/m3, andGc576.48 GPa.
FIG. 8. Natural frequencies for the sampleg, fused quartz withDg

547.60 mm;Lg/Dg50.8498,rg52199 kg/m3, andGg531.39 GPa.
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sional frequency lie almost exactly on the curves obtained by
the numerical methods;~4! both the numerical and experi-
mental methods used are validated.
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I. INTRODUCTION

The scattering of acoustic ultra-wideband pulses from
spheres has important applications in fields such as high-
resolution imaging, remote sensing, material characteriza-
tion, and detection of buried objects. Localized waves, one
class of ultra-wideband pulses, have distinct advantages in
such applications. A study along these lines has dealt with
the scattering of an X wave, a specific class of localized
waves, from a circular disk in free space or buried in the
ground.1 The analysis used in that investigation was based on
high-frequency techniques in combination with a pulsed
plane wave representation of the X-wave solution.2 In spite
of the effectiveness of the methods used in the aforemen-
tioned study, the work did not address the possibility of using
the scattered signal in order to identify or characterize the
scattering object. An important theoretical and experimental
study of the applicability of localized waves for identifica-
tion purposes was undertaken by Power, Donnelly, and
MacIsaac,3 who demonstrated the possibility of identifying
the radii of various types of spheres from the spectrum of the
backscattered signal; the latter arose from an incident modi-
fied power spectrum~MPS! pulse.4 Their analysis considered
acoustical scattering from nonrigid spheres. However, the
underlying method was applicable only to the identification
of the radii of the spheres, and could not be used to find the
speed of sound or the density of the scattering material.

Our aim in this work is to investigate the possibility of
using the spectrum of the backscattered acoustical X waves
in order to determine the characteristic properties of the ma-
terials of the spheres. By simulating the scattered signals
from different spheres, it is demonstrated that an accurate
estimate of the radii of the spheres, as well as the densities
and the sound speeds of their materials, can be obtained. It is
important to emphasize that the different characteristic prop-
erties of the spheres are identified using different portions of

the ultra-wideband spectrum of the backscattered acoustic X
wave. Consequently, the ideas considered in this paper are
relevant for other ultra-wideband pulses. Nevertheless, X
waves have the additional advantage that their extended lo-
calization range ensures that a relatively large amount of
energy reaches the scattering spheres. The plan of this work
is as follows. A spectral representation of the incident
X-wave is provided in Sec. II. The scattered field is deduced
in Sec. III and several features of the backscattered spectrum
are considered in Sec. IV. A detailed portrayal of the pro-
posed identification scheme based on a simulation of back-
scattered spectra from six different materials is carried out in
Sec. V. Concluding remarks are made in Sec. VI.

II. THE INCIDENT ACOUSTICAL X-WAVE PULSE

A spectral approach will be used to obtain the scattered
field due to an incident acoustical X wave~AXW !. Thus, it is
important to be able to choose the spectral representation that
is best suited to the adopted analysis. The AXW can be rep-
resented as a Fourier superposition over plane waves whose
wave vectors form a conic surface,5 as shown in Fig. 1. The
series solution of a plane wave scattered from a sphere6 can
then be integrated over the Fourier spectrum of the X-wave
solution in order to obtain the AXW scattered field.

To determine the AXW Fourier representation, consider
the three-dimensional scalar wave equation

S ¹W 22
1

c2

]2

]t2D p~rW,t !50 ~1!

for the pressure field; the latter can be related to a potential
function C(rW,t) as follows:

p~rW,t !52r0

]

]t
C~rW,t !. ~2!

The density of the surrounding medium is denoted byr0 .
The AXW potential of the incident pulse, which is also a
solution to the 3D scalar wave equation, can be represented
in terms of the Fourier superposition

a!On leave from the Department of Engineering Physics and Mathematics,
Faculty of Engineering, Cairo University, Giza 12211, Egypt.
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CAXW
i ~rW,t !5E

R3
d3kWE

0

`

d~v/c!e2 ikW•rW

3eivtĉ~kW ,v!d~v2ukW uc!, ~3a!

in which the AXW spectrum has the following specific
form:7

ĉ~kW ,v!5 ie2~v/c!a
2p

cr0 sinj
kq22d~uk2j! ~3b!

in a spherical coordinate systemkW5(k,uk ,fk). The fixed
anglej is referred to as the axicon angle. One should note
that the spectrum given in Eq.~3b! restricts the Fourier spec-
tral components to plane waves propagating along directions
forming a conical surface defined by the conical anglej. The
substitution of the spectrumĉ(kW ,v) in Eq. ~3a! yields

CAXW
i ~rW,t !5E

0

`

dkE
0

p

dukE
0

2p

dfkk
2 sinuk

i2p

cr0 sinj

3kq22d~uk2j!e2kae2 ikW•rWeikct. ~4a!

Integrating overuk andfk , we obtain

CAXW
i ~rW,t !5

i4p2

cr0
E

0

`

dk kqe2kae2 ikW•rWeikct. ~4b!

For integer values ofq, the integration overk in the axisym-
metric ~with respect to thez axis! incident X-wave pulse,
viz.,

CAXW
i ~r,z,t !5

i2p

cr0

]q

]aq

3$r2 sin2 j1@a1 i ~z cosj2ct!#2%21/2.

~5!

Here,r denotes the radial variable in cylindrical coordinates,
the positive parametera determines the width of the pulse,
and q characterizes the order of the X wave. The axial and
lateral widths of the AXW pulse are equal toa/cosj and
a/sinj, respectively.1 The spectral bandwidth is determined
by the two parametersa and q. The peak of the spectrum
occurs atvpeak5qc/a. The maximum frequency correspond-

ing to the 1/e4 point is given by the expressionvmax5(q
14)c/a. The AXW pulse, given in Eq.~5!, has a high-
intensity central portion buried in an extended sparse back-
ground field. The localized central portion of the X wave has
lateral and axial waists equal toa/sinj anda/cosj, respec-
tively. For an AXW pulse generated from a source having a
diameter equal toD, the peak of the pulse travels without
any dispersion to a distanceD/2 tanj from the source.

III. THE SCATTERED X-WAVE PULSE

Consider an AXW pulse incident on a sphere of an un-
known material immersed in a fluid~e.g., water!, where the
center of the sphere is situated at the origin. In order to
calculate the scattered AXW pulse, we shall consider the
general expression for a plane wave incident in a direction
specified by a propagation vectorkW5(k,uk ,fk). Assuming a
harmonic time dependence of the form exp(ivt), the spatial
part of the plane-wave solution appearing in Eq.~4! is given
by

F i~r ,f,u!5e2 ikW•rW5e2 ikr cosg, ~6!

where g denotes the angle between the position vectorrW

5(r ,u,f) and the wave vectorkW5(k,uk ,fk). The specific
choice uk5j, required in Eq. ~4!, results in the angle
gk defined by the relationship cosgk5cosj cosu
1sinj sinu cos(fk2f).

Following the standard technique for calculating the
scattering of plane waves from spheres, the incident plane
wave is expanded in terms of Legendre polynomials and
spherical Bessel functions, viz.,8

F i~r ,u,f,t !5e2 ikr cosgkeikct

5 (
n50

`

~2 i !n~2n11!

3Pn~cosgk! j n~kr !eikct. ~7!

The functionPn(cosgk) can be separated according to the
expression

Pn~cosgk!5 (
m50

n

em

~n2m!!

~n1m!!
Pn

m~cosu!Pn
m~cosj!

3cos@m~fk2f!#, ~8!

whereem51 for m50 andem52 for mÞ0.
The scattered field is usually represented as a series of

concentric spherical waves diverging from the scatterer by
means of the mathematical expression

Fs~r ,u,f,t !5 (
n50

`

AnPn~cosgk!hn
~2!~kr !eikct, ~9!

where hn
(2) denotes a spherical Hankel function. The field

inside a nonrigid sphere can be represented as follows:

F in~r ,u,f,t !5 (
n50

`

CnPn~cosgk! j n~ker !eikect. ~10!

The coefficientsAn and Cn in Eqs. ~9! and ~10! are
determined from the appropriate boundary conditions. How-

FIG. 1. Wave vectors of the normally incident X-wave lying on a conic
surface having an apex anglej.
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ever, we shall only be interested in the former for evaluating
the backscattered field. At the surface of a sphere of radiusR,
the boundary conditions are chosen such that the normal
component of the fluid velocity at the surface of the sphere is
the same as that of the surface proper and that the pressure
on the two sides of the interface between the fluid and the
sphere is a continuous function. These two conditions can be
written explicitly as

nn1~r 5R,u,f,t !5nn2~r 5R,u,f,t !,

nW ~rW,t ![¹W F~rW,t !, ~11!

and

p1~r 5R,u,f,t !5p2~r 5R,u,f,t !,

p~rW,t ![2r0

]

]t
F~rW,t !. ~12!

Utilizing these boundary conditions, one obtains

An52~2 i !n~2n11!
j n8~kR!1 ianj n~kR!

hn
~2!8~kR!1 ianhn

~2!~kR!
, ~13!

where an5 i (r0c/rece)@ j n8(keR)/ j n(keR)#. Here, r0 is the
density of the medium surrounding the sphere, whilere is
the density of the sphere. Similarly,c and ce5ABre

5A1/(reke) are the speeds of wave propagation outside and
inside the sphere, respectively. The latter is expressed in
terms of the density of the sphere and the adiabatic com-
pressibilityke , which, in turn, is the reciprocal of the bulk
modulusB. Finally, k5v/c andke5v/ce are the wave num-
bers outside and inside the sphere, respectively.

If the center of the scattering sphere lies on the axis of
propagation of the AXW pulse, the problem is azimuthally
symmetric; thusm50 is the only surviving term and the
scattered potential becomes

CAXW
s ~r ,u,f,t !

5
i4p2

cr0
E

0

`

dk kqe2kaeikct(
n50

`

2~2 i !n~2n11!

3
j n8~kR!1 ianj n~kR!

hn
~2!8~kR!1 ianhn

~2!~kR!
hn

~2!~kr !

3Pn~cosu!Pn~cosj!. ~14!

Consider, on the other hand, an AXW incident off-center on
the sphere. Specifically, an AXW moving along thez direc-
tion with its axis of propagation shifted to a line parallel to
thez axis and passing through the pointx5x0 andy50. The
incident AXW will be the same as given in Eq.~4a!, but with
x replaced byx2x0 . In this case, the scattered potential
assumes the form

CAXW
s ~r ,u,f,t !

5
i4p2

cr0
E

0

`

dk kqe2kaeikct(
n50

`

2~2 i !n~2n11!

3
j n8~kR!1 ianj n~kR!

hn
~2!8~kR!1 ianhn

~2!~kR!
hn

~2!~kr ! (
m50

n

~ i !mem

3
~n2m!!

~n2m!!
Pn

m~cosũ !Pn
m~cosj!Jm~kx0 sinj!, ~15!

with the backscattered angle defined asũ5(p/2)
1cos21(x0 /r), as shown in Fig. 2. One should note that, in
the configuration considered in Fig. 2, the detector point is
placed close to the generator of the AXW. This off-axis de-
tection position results in the two summations overm andn
in Eq. ~15!. In addition, due to the lack of azimuthal symme-
try the integration overfk yields theJm(kx0 sinj) term.

IV. ANALYSIS OF THE BACKSCATTERED SPECTRUM

The scattered pressure pulse, calculated from Eq.~2!, is
given by

pAXW
s ~r ,u,f,t !

54p2E
0

`

dk kq11e2kaeikct(
n50

`

2~2 i !n~2n11!

3
j n8~kR!1 ianj n~kR!

hn
~2!8~kR!1 ianhn

~2!~kR!
hn

~2!~kr !Pn~cosu!

3Pn~cosj! ~16!

for the on-axis incidence case, and by

FIG. 2. Backscattered scheme due to pulse incident off center by a distance
x52x0 .
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pAXW
s ~r ,u,f,t !

54p2E
0

`

dk kq11e2kaeikct(
n50

`

2~2 i !n~2n11!

3
j n8~kR!1 ianj n~kR!

hn
~2!8~kR!1 ianhn

~2!~kR!
hn

~2!~kr ! (
m50

n

~ i !mem

3
~n2m!!

~n2m!!
Pn

m~cosũ !Pn
m~cosj!Jm~kx0 sinj! ~17!

for the off-axis incidence case.
Our aim in this section is to examine some general fea-

tures of the spectra of backscattered fields from various types
of spheres. In particular, we will consider the absolute spec-
trum, which is the square root of the sum of the squares of
the real and imaginary parts of the integrand in Eq.~16! or
~17!. We assume that the spheres are made of materials with
the properties listed in Table I. A comparison of Figs. 3~a!
and 3~b! shows that spheres made of Mn and Pb have differ-
ent backscattered spectra when placed in water, whereas
there is a small difference when they are situated in air. Ex-
amining the expression given in Eq.~13!, we notice thatan

→0 if the ratior0c/rece is very small. For spheres placed in
air, r051.2 kg/m3 andc5350 m/s, while for spheres in wa-
ter, r051.03103 kg/m3 and c51500 m/s approximately.
Thus, the productr0c is approximately equal to 400 for air
and 1.53106 for water. All the materials of Table I have
rece'(10– 50)3106; thereforean→0 for spheres placed in
air. In this case, the coefficient given in Eq.~13! reduces to
that of a rigid sphere. For the same spheres immersed in
wateran cannot be neglected. Sincean depends onke , ce ,
and re , we expect that these quantities could be extracted
from the backscattered AXW spectrum. This explains the
reason for Fig. 3 exhibiting different backscattered AXW
spectra when the Mn and Pb spheres are immersed in water.

In Figs. 4–6, we provide the backscattered spectra for
spheres made of four different materials, namely, Ti, Mn, Ni,
and Mo. These spectra are calculated for radii of 30, 35, and
40 mm. From these plots, we specify three parameters:Dkav,
A, andDkav8 , which are the average spacing of the spectral
dips at low frequency, the amplitude of the first peak, and the
average spacing of the spectral dips over the entire spectrum,

respectively. Figures 4–6 show thatDkav varies with the
radius of the scattering sphere irrespective of the material. In
addition,A and Dkav8 change with the density of the sphere
and the speed of wave propagation inside the sphere, respec-
tively. However, it is important to note thatA not only de-
pends on the density of the material but also the radius, the
observation distance, and the power of the received signal,
which is proportional to the power of the source.

In Ref. 9, it has been demonstrated that more details
appear in the backscattered spectrum if the radius of the
sphere becomes larger, keeping the pulse width constant. In
addition, as the radius of the sphere increases, the average
spacing of the spectral dips becomes smaller and the ampli-

TABLE I. Tabulated bulk modulus, density, and the calculated speed of
sound propagation in different materials.~Ref. 10!.

Material

Bulk modulus
B

(1011 N/m2)

density
re

(103 kg/m3)

Speed
ce5AB/re

~m/s!

Titanium 1.051 4.51 4827.40
Manganese 0.596 7.47 2824.64
Nickel 1.860 8.91 4568.96
Molybdenum 2.725 10.22 5163.66
Aluminum 0.722 2.70 5171.14
Chromium 1.901 7.19 5141.93
Copper 1.370 8.93 3916.83
Iron 1.683 7.87 4624.39
Lead 0.430 11.34 1947.28
Silver 1.007 10.50 3096.85

FIG. 3. Backscattered spectra by~a! Mn sphere and~b! Pb sphere having
R535 mm, placed in air and immersed in water, forr 5150 mm, a
515 mm, andj52°.
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tude of the spectrum becomes larger. The low-frequency por-
tion of the backscattered spectrum~approximately up to 30
kHz! for a nonrigid sphere is similar to that of a rigid sphere.
Nevertheless, in the high-frequency portion of the spectrum,
one notices more pronounced dips for nonrigid spheres.3,9

Figure 3 shows that the average spacing of the spectral dips
in the low-frequency range is almost identical for Mn and Pb
spheres placed in water. However, the average spacing be-
tween the dips in the high-frequency ranges are different.
Using the backscattered spectra of AXW pulses resulting
from spheres of different materials placed in water, we can
extract information about the size of the spheres if we have a
‘‘calibration’’ curve that relates the average spacing of the
spectral dips calculated from the low-frequency range and
the radii of the spheres. In Fig. 7, we provide such calibra-
tion curves using the low-frequency dip separations for the
four materials whose spectra are provided in Figs. 4–6;
namely, Ti, Mn, Ni, and Mo. The calibration curves provided
in Fig. 7 for the four materials are very close to each other.
Consequently, we can choose to start with an arbitrary cali-
bration curve that does not depend on the material. Such an
arbitrary ‘‘radius calibration’’ curve is shown in Fig. 8. This
curve has been created using the average spacing of the spec-
tral dips obtained from the low-frequency range of the back-

scattered spectra of three different spheres having radii equal
to 30, 40, and 50 mm. The spectra of the scattered fields for
these radii are evaluated forr 5150 mm, a515 mm, r0

51.03103 kg/m3, re57.83103 kg/m3, c51500 m/s, and
ce53000 m/s. The points are plotted using MS Excel and a
trend line is drawn, yielding the equationR
51041.1(Dkav)

20.937 for the calibration curve. In all calcu-
lations, we have used the spectra derived from Eq.~16!, with
the parameter valuesa515 mm, q50, andj52°.

For scattering spheres having the same radii and situated
at the same observation distance, the simulated backscattered
spectra of spheres made of different materials show that each
material gives a different amplitude. However, the ampli-
tudes are not only dependent on the density of the material
but also the radius of the sphere, the observation distance,
and the power of the received signal. The latter is obviously
proportional to the power of the source. Therefore, if we
know the power of the source and the observation distance,
we can relate the density of the material to the amplitude of
the backscattered spectrum for spheres having different radii.
In particular, we have observed that the relation between the
amplitude and the density takes the form ofA}1/Are, where
A is the amplitude andre is the density of the material of the
sphere. In addition, we argue that the amplitude of the first

FIG. 4. Backscattered spectra of~a! Ti and Ni, ~b! Mn and Mo spheres
having radiiR530 mm, immersed in water forr 5150 mm,a515 mm, and
j52°.

FIG. 5. Backscattered spectra of~a! Ti and Ni, ~b! Mn and Mo spheres
having radiiR535 mm, immersed in water forr 5150 mm,a515 mm, and
j52°.
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peak in the spectrum yields acceptable results. Figure 9 pro-
vides calibration curves relating the amplitudes of the first
peaks in the backscattered spectra of four different materials
~Ti, Mn, Ni, and Mo! to their densities for radii of 30, 35,
and 40 mm. The data are plotted using MS Excel and trend

lines are drawn to give mathematical forms for these curves.
For example, the equation of the line forR535 mm, r
5150 mm, a515 mm, r51.03103 kg/m3, and ce

51500 m/s is given by 1/Are520.0228A10.0603. In Fig.
10, we present typical calibration curves between density and
amplitude at different observation distances. The relationship
between the amplitude and observation distance, shown in
Fig. 11, is the expectedA}1/r as indicated by the trend lines
of the MS Excel plot.

Although varying the speed of wave propagation inside
the sphere affects the average spacing of the spectral dips in
the high-frequency range, we can deduce from Fig. 7 that the
speed also has a small effect on the low-frequency range
because the four curves do not overlap completely. There-
fore, we recommend that the average spacing of the spectral
dips of the whole backscattered spectrum be calculated when
doing the calibration curve for the speed of sound in the
material. Figure 12 provides a typical calibration curve for
the average spacing of the spectral dips of the entire spec-
trum with the speed of wave propagation inside the sphere

FIG. 6. Backscattered spectra of~a! Ti and Ni, ~b! Mn and Mo spheres
having radiiR540 mm, immersed in water forr 5150 mm,a515 mm, and
j52°.

FIG. 7. Calibration curves relating the radius of the sphere to the average
spacing of the spectral dips by four different materials, Ti, Mn, Ni, and Mo,
immersed in water forr 5150 mm,a515 mm, andj52°.

FIG. 8. Calibration curve between the radius of the sphere and average
spacing of the spectral dips of the backscattered spectrum forr 5150 mm,
r051.03103 kg/m3, c51500 m/s, re57.83103 kg/m3, ce53000 m/s, a
515 mm, andj52°.

FIG. 9. Calibration curves relating the density of the material to the ampli-
tude of the backscattered spectrum for different radii,r 5150 mm,r051.0
3103 kg/m3, c51500 m/s,a515 mm, andj52°.
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for different radii. Again, we have used the backscattered
spectra of Ti, Mn, Ni, and Mo with the same aforementioned
pulse parameters.

V. PROPOSED IDENTIFICATION SCHEME

In the preceding section, we established calibration rela-
tions for the radius, density, and speed of wave propagation,
using the backscattered spectra produced by spheres made of
four different materials: Ti, Mn, Ni, and Mo. In this section,
we are going to show how we can use these relations to
identify the sizes and material properties of unknown spheri-
cal scatterers using their simulated backscattered spectra.
Making use of the results of Sec. IV, we can outline a pro-
cedure for identifying the size and material of an unknown
spherical scatterer. First, we can estimate the radius using an
arbitrary ‘‘radius calibration’’ curve, which is almost material
independent~cf. Figs. 7 and 8!. This arbitrary calibration
curve relates the average spacing of the spectral dips at low
frequencies and the radius of the sphere. Using the estimated
value of the radius, we choose the appropriate calibration
curve between the average spectral dip spacing obtained
from the entire spectrum and the speed to determine the
speed of wave propagation inside the sphere. Similarly, using

the estimated radius to choose the correct calibration curve
relating the amplitude and density of the material, we iden-
tify the density of the scatterer.

Consider the backscattered spectra for 35-mm spheres
made of the following materials: Al, Cr, Cu, Fe, Pb, and Ag

FIG. 12. Calibration curves relating the speed of wave propagation inside of
the sphere to the average spacing of the spectral dips of the backscattered
spectrum for different radii, r 5150 mm, r051.03103 kg/m3, c
51500 m/s,a515 mm, andj52°.

FIG. 13. Backscattered spectra for~a! Al, Cr, Ag, ~b! Cu, Fe, Pb forr
5150 mm,r051.03103 kg/m3, c51500 m/s,a515 mm, andj52°.

FIG. 10. Calibration curves relating the density of the material to the am-
plitude of the backscattered spectrum for different observation distances,
R535 mm, r051.03103 kg/m3, c51500 m/s,a515 mm, andj52°.

FIG. 11. Calibration curves relating the amplitude of the backscattered spec-
trum to the observation distance for different materials, Ti, Mn, Ni, and Mo,
immersed in water forR535 mm, a515 mm, andj52°.
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due to an AXW pulse incident on their centers. From Fig. 13,
we calculate the average spacing of spectral dips at low fre-
quencies~up to approximately 35 kHz!. Using these values
in the arbitrary ‘‘radius calibration’’ curve given in Fig. 8, we
can estimate their radii, obtaining values that are approxi-
mately equal to 35 mm~cf. Table II!. Subsequently, we ob-
tain from the backscattered spectra the amplitudes of the first
peaks and the average spacings of the spectral dips of the
entire spectrum. According to the estimated radii, we use the
appropriate density and speed calibration curves~cf. Figs. 9
and 12! to determine the density of the material and speed of
sound propagation inside the spheres. Table II shows the es-
timated radii of the different materials and the percentage
error. The radii are estimated for on-center and off-center
incidences. For on-center incidence, the estimated radii for
all the materials have accuracy levels better than 98%, except
for Al, which has an accuracy level of 92% because its back-
scattered spectrum does not contain enough detail. In order
to obtain better results for Al, we should use a smaller pulse
width. This is equivalent to having a wider spectral band-
width. However, the pulse width should not be smaller than
five times the radius. For off-center incidence, the errors in
the estimated radii do not vary much whenx0515 mm.
However, as the axis of propagation of the X wave moves
out of the body of the sphere~at x0545 mm), the errors in
the estimated radii start increasing, especially for Pb for
which the percentage error increases to 5% and for Al it rises
to 12.63%.

Table III contains estimates of the densities of the scat-

tering spheres. It can be seen that for the on-center case, the
percentage errors in estimating the densities are smaller than
6% for all materials except for Al and Ag that have approxi-
mately 12.2% and 8.2% errors, respectively. Due to the rela-
tionship (amplitude)}1/A(density), the determination of the
density is very sensitive to errors in the estimated radius of
the sphere. Therefore, errors for 45-mm off-center incidence
climb up to unacceptable values, e.g., we obtain 39% error in
the estimated density of Al. Other spheres have density esti-
mates exhibiting errors that are greater than 9%. The 15-mm
off-center incidence yields acceptable estimates with errors
that are smaller than 10%, except for Al. This indicates that
the density values determined using this method are reliable
only when the focused part of the incident pulse hits the
scattering sphere. The sound speed in the material of the
sphere is determined from the average dip spacings over the
whole spectrum. In Table IV, we provide estimates of the
sound speeds for on- and off-center incidences. For the three
cases under consideration, error margins smaller than 5% are
achieved except for Al that has an on-center percentage error
of 6.7% and climbs up to 11.1% for the 45-mm off-incidence
case. Thus, it is seen that the percentage errors in estimating
the speed of wave propagation are small whether the pulse is
incident on center or off center. Our discussion shows that
the information extracted from the separation of dips (Dkav

or Dkav8 ) is highly reliable and yields good estimates of the
radii and wave speeds for the spheres. On the other hand, the
accuracy by which the density is determined is highly sensi-

TABLE II. The estimated and actual radii of the spheres as have been calculated from the average spacing of the spectral dips of the simulated backscattered
spectra obtained for different materials due to on-center incidence, as well as for off-center incidence at distancesx0515 mm andx0545 mm.

Material

On center

Off center

x0515 mm x0545 mm

Dkav

~m21!

Est.
R

~mm!
%

error
Dkav

~m21!

Est.
R

~mm!
%

error
Dkav

~m21!

Est.
R

~mm!
%

error

Al 40.50 32.45 7.29 41.00 32.06 8.41 43.00 30.56 12.68
Cr 37.50 35.06 0.17 38.00 34.59 1.16 39.00 33.7 3.70
Cu 37.25 35.29 0.83 37.50 35.06 0.17 38.50 34.14 2.45
Fe 37.50 35.06 0.17 37.75 34.82 0.50 39.00 33.70 3.70
Pb 37.50 35.06 0.17 38.00 34.59 1.16 39.50 33.28 4.92
Ag 37.00 35.53 1.51 37.00 35.53 1.51 38.50 34.14 2.45

TABLE III. The estimated densities of the spheres forR535 mm as calculated from the amplitudes of the simulated backscattered spectra obtained for
different materials due to on-center incidence as well as off-center incidence by distancesx0515 mm andx0545 mm.

Material

On center

Off center

x0515 mm x0545 mm

A

Est.
re

~kg/m3!
%

error A

Est.
re

~kg/m3
%

error A

Est.
re

~kg/m3!
%

error

Al 1.7587 3.033 103 12.2 1.7601 3.133 103 16.1 1.7719 3.763 103 39.3
Cr 2.1334 7.363 103 2.3 2.1338 7.783 103 9.5 2.1373 9.43 103 9.7
Cu 2.1817 8.453 103 5.3 2.1819 8.983 103 0.6 2.1841 1.073 104 19.8
Fe 2.1546 8.013 103 1.7 2.1549 8.163 103 3.72 2.1579 1.033 104 30.9
Pb 2.2216 1.073 104 4.9 2.2217 1.153 104 1.4 2.2225 1.473 104 29.6
Ag 2.2120 9.643 103 8.2 2.2121 9.643 103 8.2 2.2137 1.243 104 18.1
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tive to any initial inaccurate estimation of the radius of the
sphere.

VI. CONCLUDING REMARKS

In this paper, we discussed the scattering of an AXW
pulse by a sphere. We represented the incident AXW pulse as
a spectral superposition over plane waves. Subsequently, we
used the series solution of a plane wave scattered by a sphere
in order to synthesize the scattered AXW pulse. The spec-
trum of the scattered field was shown to carry specific infor-
mation regarding the size and material properties of the scat-
tering sphere. We have undertaken a detailed study of the
backscattered spectra for spheres having different radii and
made out of diverse materials. Our work indicates that one
can use the spectra of a few spheres of known materials and
specified radii to generate a set of calibration curves. These
curves can then be used to characterize unknown spherical
scatterers. In particular, we can estimate the radius of the
scatterer using an arbitrary calibration curve that does not
depend on the material. Since the estimation of both the den-
sity and wave speed of a sphere are radius dependent, we
utilize the estimated radius together with appropriate calibra-
tion curves for the density and the speed in order to identify
the material. The effects of the observation distance and the
power of the received signal, which is proportional to the
power of the source used, must be taken into account in the
process. To examine the robustness of our method, we have
considered both on-center and off-center incidence.

The analysis used in this work indicates that it is advan-
tageous to use ultra-wideband pulses for identification pur-
poses because we can extract different pieces of information
from various parts of their large spectral bandwidth. Specifi-
cally, the separation between the dips of the lower-frequency
part of the spectrum is used to calculate the radius. The av-
erage spacings between the dips over the entire spectrum
yield the wave speed in the material of the scatterer. The
amplitude of the first peak determines the density of the ma-
terial. Estimates of the radii, densities, and wave speeds of
six unknown materials have been deduced using calibration
curves generated for spheres made of four known materials.
It has been shown that the percentage errors in our estimates
are very low, except for a few exceptional cases. We have
also demonstrated that the suggested procedure is robust

even in the off-center incidence case, provided that the off-
center distance does not exceed the radius of the sphere if the
density is estimated. On the other hand, the off-center dis-
tance can be increased to approximately 40% of the obser-
vation distance if the wave speed is evaluated. Although this
work has been carried out for an incident X wave, we should
point out that the advocated procedure for size identification
and material characterization is not restricted to X-wave
pulses and can be applied to other types of ultra-wideband
pulses.

Finally, we would like to point out that several theoret-
ical studies of the scattering of electromagnetic X waves
from conducting wedges and disks have been published.11,12

In these studies, the scattered fields were evaluated by com-
bining the pulsed plane-wave representation of X waves1,2

with high-frequency asymptotic techniques.11,12 Contrary to
the work presented in this paper, there was no attempt to use
the backscattered fields in identifying any of the attributes of
the scattering objects. It is of interest to extend the identifi-
cation technique introduced in this paper such that the fea-
tures of scatterers having different geometries could be de-
termined from their backscattered spectrum. Another
interesting situation is to be able to acoustically identify the
attributes of a scattering object when it is immersed in water
or is buried underground while the source of the AXW is
situated in a second medium.
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ce

~m/s!
%
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Dkav8
~m21!
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ce
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%
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ce
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%
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of piezotransducer radiation in fluids using a polynomial
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Ultrasound transducers are widely used in acoustic imaging applications to launch and receive
pressure waves radiated and diffracted in fluids or solids. The design and optimization of these
devices require the development of accurate models taking into account their actual working
conditions. Particularly, much of work has been devoted to simulate ultrasound transducers radiating
in semi-infinite fluids. Such developments are devoted to accurately predict the frequency
bandwidth of ultrasound transducers~optimization of their axial resolution! but also their sensitivity.
In the proposed work, a mixed formulation combining finite element and boundary element methods
has been developed to simulate acoustic radiation of piezotransducers in fluids, using a rigorous
analytical development of the 2D Green’s function of the fluid. Results of the proposed calculation
are compared to those provided using a more classical approach previously developed based on a
numerical integration using Gauss points and weights. It is shown that the proposed approach yields
efficient analysis of 2D problems with a very low sensitivity to the number of boundary elements
used to simulate radiation phenomena. ©2004 Acoustical Society of America.
@DOI: 10.1121/1.1694998#

PACS numbers: 43.40.Rj, 43.30.Jx, 43.38.Fx@ADP# Pages: 2947–2953

I. INTRODUCTION

Most of acoustic imaging probes used in biomedical ap-
plications or in nondestructive evaluation use piezoelectric
transducers to transmit and detect acoustic waves radiated
and diffracted in fluids or solids. The design process of such
probes requires one to take into account the influence of the
actual parameters of the final device, more particularly the
interaction with the fluid medium. Many methods, generally
based on a finite element analysis~FEA!, have been devel-
oped to address this problem.1–3 These methods consist ei-
ther in meshing a part or all the acoustic medium, or in the
determination of the acoustic pressure at the fluid/structure
interface assuming a given radiation condition~for instance
semi-infinite media!.

In this latter approach, one can combine for instance the
FEA with boundary element methods~BEMs!. The acoustic
medium is then represented by its Green’s function relating
the pressure to the displacement field at the boundary be-
tween the solid and the fluid. This approach is well-suited to
simulate the dynamic behavior of any transducer loaded by a
fluid medium using meshes smaller than those required by
the first mentionned method, which is an important feature in
numerical computations. Another great advantage of this ap-
proach consists in a significant gain in computation duration
and asymptotic precision compared with the approach based
on meshing a part of the fluid domain~this latter approach
also requires infinite radiation conditions on the fluid bound-
aries!. Furthermore, different Green’s functions~of fluid or

solid media! can be considered in the BEM integral formu-
lation. In addition, an efficient treatment of the Green’s func-
tion singularities can be performed, ensuring a systematic
convergence of the computations.4

In this work, a rigorous analytical treatment of the BEM
developments is proposed for ultrasound transducers radiat-
ing in fluids simulated using 2D models. It is actually well
known that taking into account the singular behaviors of
Green’s functions used for BEM significantly helps in their
accurate numerical treatment. However, the Green’s function
of semi-infinite fluid media, i.e., the Hankel function of ze-
roth order and second kind, can be nicely represented close
to the origin by combining a polynomial expansion and its
logarithmic behavior, allowing then explicit and exact calcu-
lations of boundary integrals of the problem. Better than only
taking into account this logarithmic dependence as usually
performed, the proposed approach yields a very precise ap-
proximation of the exact solution of the pressure radiation in
semi-infinite fluids: the relative error between the exact
Green’s function and its polynomial expansion is less than
1029 on the whole integration range. Furthermore, the pro-
posed approach does not require any particular attention to
the location of the integration points at the radiation bound-
ary.

An exact integration of the convolution products with
the considered polynomial approximations and Lagrange in-
terpolation polynomials of degree 1 and 2 is performed to
combine the FEA and BEM approaches. These calculations
have been implemented in our FEA code, built using the
Modulef package ~initially developed by INRIA Roc-
quencourt!.5

In the first section of the paper, the principle of FEA/
a!Author to whom correspondence should be addressed. Electronic mail:
ballandr@lpmo.edu
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BEM combination is recalled. The Green’s function discreti-
zation is described and the proposed method is reported. Re-
sults provided by the proposed approach are compared to
those of a classical numerical integration approach based on
Gauss points and weights. Finally, a validation of the pro-
posed method is achieved by comparing the computation re-
sults of the present development with those of the unidimen-
sional Mason model for narrow transducer elements which
are known to be accurately described using this simplified
approach.

II. VARIATIONAL FORMULATION OF THE PROBLEM

The description of the FEA for piezoelectric transducers
can be found in many documents.6,7According to most of the
work produced in that field, we use a standard displacement/
potential formulation for the solid part of the problem.

As specified in the Introduction, we only consider two-
dimensional structures. Generally, the numerical codes based
on FEA allow us to simulate the behavior of piezoelectric
structure vibrating in a vacuum. BEM developments are then
introduced to describe a boundary condition of radiation in
fluid media in the FEA.

A variational formulation is established, based on the
equilibrium equations for a piezoelectric medium.6,7 This
formulation allows one to establish a Galerkine formulation
written as follows:

E
V

rdui

]2ui

]t2 1
]dui

]xj
Ti j 1

]df

]xi
Di dV

5E
V

dui f i
VdV1E

G
duiTi j njdG1E

G
dfQdG. ~1!

In Eq. ~1!, the symbold represents the variational opera-
tor which affects the displacementsui and the potentialf. r
is the mass density of the solid,Ti j is the internal stress
tensor andDi the electrical displacement vector. On the
right-hand side,f i

V represents the volume forces~assumed
null in this work! whereasTi j nj andQ are respectively the
surface stress and electrical charge applied or arising at the
boundary of the solid. This problem can be solved assuming
proper electrical boundary conditions representing the exci-
tation of the transducer, but also mechanical boundary con-
ditions suited to accurately represent actual working condi-

tions of the simulated device. The simulation of piezoelectric
transducers can be performed considering either a potential
or a charge excitation.6,7 Identical information are provided
by both approaches. A particular interest is then devoted here
to mechanical boundary conditions, and more specifically to
transducer radiation in fluids.

One supposes that the boundaryG of the domain de-
scribing the studied structures~Fig. 1! is decomposed in the
following manner:G5G01G11S ~Fig. 2!. G0 is the part of
the boundary in contact with the radiation fluid medium;G1

is the adjacent boundary toG0 , for which rigid baffle condi-
tions are assumed.S delimits the radiating half space at in-
finity. The boundary condition onS consists in outgoing
waves accross the corresponding surface. In addition, the
studied structures are assumed to exhibit plane radiation sur-
faces.

A. Surface boundary conditions

It is assumed that a perfect fluid~without shear effects!
exerts a pressure on the boundary partG0 of the structure.
The interaction between the piezoelectric structure and the
fluid medium at the interfaceG0 implies continuity relations
of mechanical stresses and displacements between the two
media. Particularly, the normal displacements atG0 are con-
tinuous and there is a balance between the normal surface
stress and the pressure field. The relation giving the pressure
field exerted by the fluid on the structure is written

Ti j nj52PG0ni , i 51,2,3 on G0 , ~2!

wherenj are the components of the unit normal at the bound-
ary G0 . The usual Einstein rule on repeated indexes is im-
plicitly applied.

The continuity relations are then used to describe the
boundary conditions using variables that only depend on the
solid ~the pressureP depends on the mechanical displace-
ments of the transducer at the radiation boundary!.

According to Eq.~2!, the contribution of the radiation
medium is represented as a stress applied onG0 :

E
G
dui Ti j nj dG52E

G
dui P

G0nidG. ~3!

This term which characterizes the surface boundary con-
dition in the Galerkine formulation has to be inserted in Eq.
~1!. According to the hypothesis concerning the boundary
G5G01G11S, one can demonstrate8 that for the consid-

FIG. 1. Emission and reception of acoustic waves by an ultrasound trans-
ducer.

FIG. 2. Typical geometry of the considered 2D problems, definition of the
context.
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ered two-dimensional structures, the determination of the ra-
diated acoustic field leads to the following pressure distribu-
tion:

PG0~B!52r fv
2E

APG
G~A,B!ui~A!ni~A!dG, ~4!

whereG(A,B) is the Green’s function of the fluid medium,
v is the angular frequency,r f is the fluid density andui(A)
is the displacement components at each point of the inter-
face. The notationsA andB indicate two given points of the
interfaceG0 . In our developments, the direction normal to
this boundary is assumed alongx2 .

It is well known8 that for two-dimensional problems and
under the hypothesis of the propagation of cylindrical waves
in fluids, the Green’s function of the semi infinite fluid media
is proportional to the Hankel function of zeroth order and of
second kindH0

(2) defined by the Bessel functionsJ0 andY0

as follows,

G~A,B!52
j

2
H0

(2)~kr !, ~5!

with H0
(2)(kr)5J0(kr)1 jY0(kr), wherek is the wave num-

ber associated to the longitudinal propagation wave andr is
the distance between the pointsA andB ( j is the unit imagi-
nary number!. Since r is always positive,G is symmetric
@G(A,B)5G(B,A)#.

B. Discretization of the surface boundary condition

Two methods have been widely used to discretize the
boundary condition given by Eq.~3! which are the colloca-
tion method9 and the variational method.9 In this work, the
variational approach has been implemented because of its
intrinsic qualities. Two processes have been developed to
compute the BEM integrals, respectively consisting in a
brute force numerical integration and in the analytical ap-
proach discussed in the present paper.

Whatever the chosen computation approach, one has
first to insert Eq.~4! into Eq. ~3! yielding the following re-
lation,

E
G
dui P

G0nidG52r fv
2E

BPG0

dui~B!E
APG0

G~A,B!

3uj~A!nj~A!dGni~B!dG, ~6!

where n150 and n251 as previously explained. The hy-
pothesis of rigid baffles surrounding the transducer allows
one to restrict the right-hand side of Eq.~6! to G0 .

In both approaches, the usual FEA process is applied,
i.e., consisting in the transformation of continuous integrals
into the sum of integrals restricted to each element of the
mesh used to discretize the considered domain, and in the
interpolation of the unknown displacement fieldui and the
associated variationnal unknowndui . This yields the follow-
ing expression of the surface boundary condition:

E
G
dui P

G0nidG52r fv
2(

e51

E E
Ge

^du2
(e)&$pe~x1 ,x2!%

3 (
«51

E E
G«

@G~A« ,Be!#^p«~x1 ,x2!&

3$u2
(«)%dGdG, ~7!

where @G(A« ,Be)# is a matrix representing the Green’s
function for the different nodal distances (A« ,Be),
$pe(x1 ,x2)% represents the column vector of interpolation
polynomials of the elemente, and ^du2

(e)& and $u2
(e)% are

respectively the rank and column vectors of nodal variation-
nal unknowns and nodal displacements of the elemente. E is
the total number of elements of the mesh. In the present
work, triangles as well as quadrangles have been considered
to mesh the solid domain, and also first and second degree
polynomials have been implemented. In addition, the use of
the reference element technique10 is used to ease the compu-
tation of Eq.~7!. The elementary radiation matrix@X(e,«)#,
which must be computed in the most general case for each
couple of radiating elements (e,«), is written as follows:

@X(e,«)#5E
Ge

$pe%E
G«

@G~A« ,Be!#^p«&dGdG. ~8!

The way the integrals of Eq.~8! are performed is now
detailed.

1. Numerical integration

The simplest way to perform the integrals of Eq.~7!
consists in applying a Gauss numerical integration proce-
dure. In this approach, one has to compute the values of the
polynomials and of the Green’s function at the so-called
Gauss points. The integrals of Eq.~8! change to simple sum-
mations along the number of Gauss points weighted by the
Gauss coefficientswi as follows:

@X(e,«)#5 (
i 51

NGauss

(
j 51

NGauss

wiwj$pe% i@G~A« ,Be! i , j #^p«& j .

~9!

Equation~9! is valid as long asA« andBe do not coincide. In
that case, the Green’s function exhibits a singularity due to
Y0 @see Eq.~5!# which prevents the computation of the in-
fluence of the radiation of a given element with itself. In the
brute force approach9 implemented here, the integration do-
main of the pointA« is divided in two sections on both sides
of the pointBe . The numerical integration is normally per-
formed for the pointBe but it is split on each above-
mentioned section for pointsA« . This simple trick avoids the
coincidence ofBe andA« . The reader is not encouraged to
implement this kind of procedure which is dramatically not
rigourous, but it allows one to easily implement Eq.~9!.
Furthermore, increasing the number of Gauss points in that
particular situation yields satisfying results as shown later.
Whatever the quality of the treatment of the Green’s function
singularity is, one has to increase the number of integration
points to correctly take into account the rapid variations ofJ0

and of the nonsingular part ofY0 close to a null distance
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betweenBe and A« . Practically, four integration points are
considered for distinct radiating elementse and «, but 16
integration points are used whenBe and A« belong to the
same element.

2. Analytical calculation of the radiation matrix

In the proposed approach, the Bessel functionsJ0 and
Y0 are approached according to Ref. 11 by polynomial ex-
pansions which clearly make appear the logarithmic depe-
dence ofY0 . These approximations are given in particular,
for 0<x<4, by

J0~x!5(
l 51

8

a l t
l 211e0~x!,

~10!

Y0~x!5
2

p
logS x

2D1(
l 51

9

b l t
l 211h0~x!,

wheret5(x/4)2, a l , b l are known coefficients andue0(x)u
<1029, uh0(x)u<4310210. See Ref. 11 for the complete
expressions ofJ0(x) andY0(x) for x>4.

In the case of acoustic imaging transducers, the dimen-
sions of the structures may be small~some milimeters or
even less!. The analysis frequencies are of the order of 1 to
10 Mhz and the wave propagation velocity is of the order of
1500 m.s21. As a consequence, we only focused our efforts
on the expansions ofJ0(kr) andY0(kr) for krP@0,4#. If the
value ofkr is greater than 4, the Gauss method of numerical
integration mentioned in the previous section is accurate
enough since the Green’s function exhibits very smooth
variations alongkr. Consequently, there is no interest in ap-
plying the proposed approach for such values ofkr. Further-
more, it would require much larger computation delay than
the above-mentioned numerical integration procedure.

The exact integration of the coefficients of the matrix
@X(e,«)# is then performed. These coefficients are defined ac-
cording to Eq.~8!.

Using Eqs.~5! and~8!, the expression of@X(e,«)# can be
written in the following form

@X(e,«)#5 1
2~@ I r (e,«)#2 j @ I i (e,«)# ! ~11!

with

@ I r (e,«)#5E
Ge

$pe%E
G«

@Y0~kr !(e,«)#^p«&dGdG,

~12!

@ I i (e,«)#5E
Ge

$pe%E
G«

@J0~kr !(e,«)#^p«&dGdG.

The analytical expressions of@ I r # and @ I i # have to be
determined using a formal calculation software~for instance
Maple! yielding very cumbersome expressions but well
adapted to computer calculations. When the radiation bound-
aries Ge and G« are different~i.e., BeÞA«), the obtained
expressions of@ I r # and @ I i # are regular and their evaluation
is immediate. To treat the logarithmic singularity ofY0 ~i.e.,
r 50, the case whereGe5G«), only the terms of the@ I r #
expression that contain the expression log(r) must be care-
fully taken into account. It has been observed that in@ I r # all
these terms are multiplied by a power ofr of the form r n

with n>1. Using the well-known following property,

for n>1, r n log~r !→0 when r→0, ~13!

the logarithmic singularity contained in the functionY0 is
perfectly integrated in the final expression of@ I r #, as well as
the rapid variations ofJ0 andY0 .

In both approaches, the global radiation matrix noted
@X# is obtained by the summation of all the elementary ra-
diation matrices according to the standard FEA matrix as-
sembly procedure. The obtained matrix is used to establish
the expression of the surface boundary condition~the BEM
part of the approach!:

E
G
dui P

G0nidG5r fv
2^du2&@X#$u2%. ~14!

3. Symmetry properties of the radiation matrix

The particular properties of the radiation matrix are now
briefly discussed. The variational formulation of the radiation
problem provides a symmetrical structure of the matrix.12 In
the most general case, this matrix is complex and no other
particular property can be pointed out.

However, when the distance between all the nodes of the
radiation boundary is constant, the computation of@X# points
out a quasi-Toeplitz structure13 of this matrix. For a
Lagrange interpolation of first degree, if we exclude the two
extremal boundary elements of the radiation boundary, the
corresponding submatrix of the radiation matrix exhibits a
Toeplitz structure. Using the Lagrange interpolation of sec-
ond degree yields a Toeplitz by blocks structure of this sub-
matrix ~each block corresponds to the interaction between
two radiating elements!.

For instance, the radiation matrix structure is reported
below considering an interpolation of first degree. In this
particular case the radiation surface is composed of six nodes
~five boundary elements! and the distance between two given
nodes is assumed constant:

3
X1 X2 X3 X4 X5 X6

X2 X0 X2 X3 X4 X5

X3 X2 X0 X2 X3 X4

X4 X3 X2 X0 X2 X3

X5 X4 X3 X2 X0 X2

X6 X5 X4 X3 X2 X1

4 .

Quasi-toeplitz structure of a radiation matrix

This Toeplitz structure is a very interesting property that
can be used to reduce the computation duration of the radia-
tion matrices, since only six independent coefficients have to
be actually calculated.

C. Final algebraic system and resolution

Classically, the analysis of the dynamic behavior of a
nonloaded piezoelectric structure assuming an harmonic ex-
citation leads to a global linear system of the following form:

@K2v2M #S U
F D5S F

QD . ~15!
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In Eq. ~15!, v designates the angular frequency,U is the
assembled displacement vector,F is the assembled vector of
the electric potential,@M # is the assembled mass matrix and
@K# is the assembled stiffness matrix. The vectorsF andQ
correspond to the assembled forces and electrical charges
applied to or generated by the structure.

Conformably to the developments of Sec. II B, the intro-
duction of the surface boundary conditions via the Green’s
function is expressed as a new frequency dependent matrix
@X#. The corresponding global linear system is then written
as follows:

@K2v2~M1r f X~v!!#S U
F D5S F

QD . ~16!

The use of appropriate solvers based on direct or itera-
tive efficient methods is required to accurately access the
solution of the problem. Particularly, the choice of this solver
must be done in order to accelerate the convergence, to im-
prove the stability of the calculations and finally to provide
results with a good accuracy. In the case of piezoelectric
problems, the rigidity matrix@K# is not positive definite. As
a consequence, a Crout factorization is used in our FEA
package to solve Eq.~16!. Particular attention must be paid
to the numbering of the wet nodes to avoid a dramatical
enlarging of the band structure of the final algebraic system.
In the case that an optimal numbering cannot be achieved,
the assembled algebraic system may exhibit a sparse struc-
ture. Consequently, we have added in our package the solver
developed by T. A. Davis and I. S. Duff14 to solve the global
linear systems~15! and ~16! to address that issues.

Results, illustrating the efficiency of the proposed
method, are presented in the next section.

III. COMPARISON OF COMPUTATION RESULTS

All the theoretical developments described in the previ-
ous sections have been implemented using Lagrange interpo-
lation polynomials of first and second degree. The develop-
ments have been performed in 2D corresponding to the case
of conventional 1D acoustic probes~or 2-2 piezocompos-
ites!.

Acoustic and dielectric losses are taken into account in
the numerical model under the form of complex elastic, pi-
ezoelectric and dielectric constants. Whatever the problem,
the principle of the analysis consists in calculating the fre-
quency dependent admittance of the transducer denotedY.

Onceui andf are computed for a given value ofv, the
admittanceY is determined by summing the nodal chargeQ
on the excited electrode and by multiplying this value byj v.

A comparison of results obtained respectively using the
two developed approaches for the calculation of the radiation
matrix has been performed with different 2D structures. Sig-
nificant differences appeared between these results. It ap-
pears that a refinement of the mesh of the radiation boundary
was necessary to get results with the brute force computation
close to those obtained with the analytical treatment. The
latter does not depend on the discretization of the meshed
radiation boundary. On the other hand, the respective com-
putation durations are comparable.

Results obtained with a transducer composed of a back-
ing, a piezoelectric ceramic, a heavy matching layer and a
light matching layer are now reported. In Tables I–III, the
material constants are reported. The coefficients are given
using conventional notations.

The transducer surrounded by rigid baffles is assumed to
radiate in a semi-infinite fluid domain~water!. The 2D mesh
of the transducer shown in Fig. 3 and Lagrange interpolation
polynomials of first degree have been used in these calcula-
tions.

We simulated the radiation of the transducer in water

TABLE I. Fundamental coefficients of the PZT ceramic.

Coefficient Real part Imaginary part

r (kg/m3) 0.75003104 0.0000
c11 ~MPa! 0.12603106 0.12603104

c13 0.84103105 0.84103103

c33 0.11703106 0.11703104

c15 0.0000 0.0000
c35 0.0000 0.0000
c55 0.23003105 0.23003103

e11 (mC/m2) 0.0000 0.0000
e13 0.0000 0.0000
e15 0.17003105 0.0000
e31 20.65003104 0.0000
e33 0.23303105 0.0000
e35 0.0000 0.0000
«11 (pF/m) 20.15043105 0.15043103

«13 0.0000 0.0000
«33 20.13013105 0.13013103

TABLE II. Characteristics coefficients of the heavy matching layer.

Coefficient Real part Imaginary part

r (kg/m3) 0.41003104 0.0000
l ~MPa! 0.01143105 0.17143104

m ~MPa! 0.3300 0.3300

TABLE III. Characteristics coefficients of the light matching layer.

Coefficient Real part Imaginary part

r (kg/m3) 0.11503104 0.0000
l ~MPa! 0.50633104 0.10343104

m ~MPa! 0.3300 0.3300

FIG. 3. A mesh of the considered 2D test-structure.
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respectively with 7, 14, and 28 wet nodes at the fluid/
transducer interface. Figures 4 and 5 show the real part of the
admittance obtained using respectively the brute force nu-
merical integration and the analytical one for these different
numbers of wet nodes.

We can observe in Fig. 4 that the results obtained with
the numerical integration method is mesh dependent. In Fig.
5, the curves obtained with the analytical calculation are
stable. This confirms that the proposed approach is very few
dependent on the discretization of the radiation boundary,
which points out the fact that the proposed approach is ro-
bust.

Finally, we noted that a judicious refinement of the mesh
of the radiation boundary was necessary to get results with
the brute force approach close to those obtained with the
analytical one. In Fig. 6 the best agreement between the two
approaches is reported. This was reached of course with 28
wet nodes. However, significant discrepancies remain be-
tween the two approaches. The analytical approach provides
more details about the evolution of the admittance versus the
angular frequency, whereas the brute force integration results
only provide the scale order of the phenomena.

IV. VALIDATION OF THE METHOD

To validate the proposed method, a commercial acoustic
probe designed and developed by Thales Microsonics
~TMX ! has been simulated. This probe consists in a piezo-
electric ceramic, two matching layers~a heavy one and a

light one! and gold electrodes. It is composed of very narrow
transducer elements radiating in water. For such devices, the
Mason model is known to provide accurate simulations of
the admittance. Computations using this approach were pro-
vided by TMX.

A good agreement between the calculations with the
Mason model and the predicted ones given by our numerical
model is pointed out in Fig. 7. In particular, with our model,
the estimation of the resonance frequency is very well per-
formed and the presence of parasitic contributions to the ad-
mittance can be accurately detected.

V. CONCLUSION

An original approach based on a rigorous polynomial
expansion of the Green’s function in fluid medium has been
proposed in this paper to model ultrasound transducer opera-
tion. The combination of this method with a finite element
analysis allows one to accurately simulate the acoustic radia-
tion of piezoelectric transducers. The developed method is
operational for 2D problems whatever the discretization of
the radiation surface of the considered structures.

The development of an accurate treatment of radiation
conditions is a key point for the optimization of ultrasound
transducers. The developed simulation tool will be used for
the design of high performance 2D structures~2-2 piezocom-
posite based transducers! but also to provide a better under-
standing of unwanted contributions to the admittance of

FIG. 4. Real part of the admittance obtained with the numerical integration
approach using 7, 14, and 28 wet nodes.

FIG. 5. Real part of the admittance obtained with the analytical calculation
of the radiation matrix using 7, 14, and 28 wet nodes.

FIG. 6. Real and imaginary parts of the admittance using 28 wet nodes, best
agreement between the two approaches.

FIG. 7. Comparison between the admittances of an acoustic probe predicted
by the proposed approach and using the standard Mason model.
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transducers radiating in water, assumed to be caused by para-
sitic wave propagation at the interface fluid/solid.

The proposed approach can be transposed for 3D prob-
lems and also for other radiation media~solids, multilayers!,
providing a good knowledge of the Green’s function and
particularly of its singularities~which are well identified for
2D semi-infinite fluids!.
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Active control of the sound radiated from a piston set in a rigid sphere with a set of control point
sources around is considered in this paper, where the scattering sound field of the control sound from
the rigid sphere has been taken into account to minimize the total radiated sound power. Analytic
results of the sound power are obtained and numerical simulations show that it is possible to reduce
the radiation from a small piston set in a rigid sphere similar to the size of a human head up to a
certain frequency. It is found that the introduction of the scattering object makes significant
differences from the active control without scattering objects. This being the case, the scattering
object makes the active noise control easier. To increase the global reduction of sound-power output,
the optimal number and locations of the control sources and the optimal number and locations of
error sensors are discussed. Finally, experiments with one control source and one error sensor
around a head simulator have been carried out to verify the simulation results. ©2004 Acoustical
Society of America.@DOI: 10.1121/1.1736654#

PACS numbers: 43.50.Ki@MRS# Pages: 2954–2963

I. INTRODUCTION

Research into active control of sound has received con-
siderable attention in the past 20 years, and is well docu-
mented in textbooks.1–4 For active control of acoustic radia-
tion in a free field with a number of control point monopole
sources, the quadratic expression has been derived to control
the field of a number of primary point monopole sources.1 It
has been demonstrated that significant reductions in power
output can be achieved if control sources are placed within a
distance of half wavelength of the primary source, and it was
found that the size of the zone of quiet degraded as the fre-
quency increased.5 Some theoretical and experimental stud-
ies on the zones of quiet created by a secondary source in the
diffuse sound field have been presented.6–9 It has been
shown in these papers that the average zone of quiet in-
creases slightly as a result of the diffraction of the secondary
control if it is modeled as a rigid sphere,6,7 and if the sound
pressure at a point near a reflecting surface is canceled with
a remote secondary source~several wavelengths away from
the cancellation point!, the average zone of quiet increases
with the confinement of acoustic energy produced by the
reflecting surface.8,9 More recent research on active control
in a free field has been directed toward the development of
near-field acoustic error sensing strategies and optimization
methods for the number and locations of the control sources
and error sensors.10–13

Although the analytic expression has already been ob-
tained for some simple cases where both primary and control
sources are point monopole14 and the primary source is a
simply supported vibrating plate mounted in an infinite rigid
baffle,11,15few analytic expression has been derived for more
practical primary sound field. This paper is concerned with
the active control of free-field acoustic radiation from a pis-
ton set in a rigid sphere by using a set of point sources. One
potential application is the active control of the voice of
human speaking. While using a mobile phone in public, the
user may not want the speech to be heard by others; here,
active noise control technique may be used to improve the
speech privacy by reducing the radiation of the speech
power. In this paper an analytic expression will be derived
for the problem with the scattering sound field of the control
sound from the rigid sphere being considered. Numerical
simulations and experiments will be carried out to show the
feasibility of the active control of human speech up to a
certain frequency. Here, the purpose of this paper is to dis-
cuss how the directionality of the sound field introduced by
the rigid sphere makes the active control easier than that
without scattering objects and to make full use of this phe-
nomenon in active noise control.

An alternative way to calculate the scattering from ob-
jects in a free field is to use the equivalent source method,
which is an alternative to the boundary element method, al-
lowing the calculation of the scattering from objects in a free
field with a reduced computational load compared to the
boundary element method.16–21 Sets of simple sources lo-
cated inside the objects are driven to produce a normal par-
ticle velocity distribution over the surface of the objects thata!Electronic mail: linzhibin@nju.org.cn
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satisfies the desired boundary condition. Then, the scattered
field can be calculated from these simply equivalent sources.
However, this method will not be used in this paper because
it is difficult to find appropriate positions for the equivalent
sources. In addition, a separate scattering problem must be
solved for every control source if more than one control
source is used, resulting in a large amount of computation
and complexity. More recently, Nelson22 found that for ra-
diation from the surface of a sphere to a spherical surface in
the far field, singular-value decomposition can be used to
analyze the acoustics pressure at a number of field points to
the strengths of a number of point sources on the surface of
a body which radiates or scatters sound. Again, this method
is not used here because a relatively simple analytic expres-
sion will be derived in this paper.

II. PHYSICAL MODEL

A. The primary sound field

The human head may be approximately modeled as a
rigid sphere of radiusa, and the mouth can be modeled as a
piston of radiusa sinu0 ~shown in Fig. 1! set in the side of a
rigid sphere.23–25The velocity amplitude of the piston isu0 .
The positive harmonic time dependence of the formej vt is
implicit throughout the paper. Figure 1 shows the spherical
polar coordinates used in this paper where the azimuthu is
defined as 0 deg directly in front of head~the mouth is on the
z axis!. As long asu0 is not too large, this corresponds fairly
closely to the following distribution of velocity on the sur-
face of the sphere:

U~u!5H u0 0<u,u0 ,

0 u0,u<p.
~1!

This can be expressed in terms of a series ofLegendre func-
tions Pl(x)25

U~u!5(
l 50

`

Ul Pl~cosu!,

~2!

Ul5~ l 1 1
2!E

0

p

U~u!Pl~cosu!sinu du

5 1
2u0@Pl 21~cosu0!2Pl 11~cosu0!#,

where for the casel 50, P21(x)51.
The pure-tone pressure at any locationre5(r e ,ue ,fe)

outside the rigid sphere source along the azimuthal coordi-
nate can be written in terms of a sum of spherical harmonics
as

pp~r e ,ue!5(
l 50

`

Al Pl~cosue!hl~kre!,

Al52 j
r0c0Ul

hl8~ka!
, ~3!

hl~x!5 j l~x!2 jnl~x!,

wherek is the acoustic wave number at the frequencyv of
interest,j 5A21, r0 is the mean air density,c0 is the speed
of sound in the air,hl(x) is the~second kind! spherical Han-
kel functionof order l, j l(x) is thespherical Bessel function
of order l, and nl(x) is the spherical Neumann functionof
order l. Note, due to the axial symmetry of the velocity dis-
tribution, the primary sound field is independent off.

Figure 2 shows the distribution in angle of sound-
pressure level (re: 20 mPa! in the far field for 500- and
2000-Hz pure tones. Sharply directional pattern can be
clearly observed at the higher frequency. In the calculation,
the radiusa is 0.0875 m,23 u0 is 1.0 m/s,u0 is 13.2 deg, and
the sound-pressure level is calculated 100 m away from the
center of the sphere. During the calculation the following
equations were used, and the order of the summation in Eqs.
~2! and ~3! was 30. Up to this order, the calculated sound
pressure converges.

FIG. 1. Physical model description.
FIG. 2. Distribution in angle of sound-pressure level in the far field radiated
by a piston set in a rigid sphere for 500 Hz~solid line! and 2000 Hz pure
tone ~dotted line!.
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Pl 11~x!5
~2l 11!xPl~x!2 lPl 21~x!

l 11

with P21~x!51 and P0~x!51,

j l 11~x!5
2l 11

x
j l~x!2 j l 21~x!

with j 21~x!5
cosx

x
and j 0~x!5

sinx

x
,

nl 11~x!5
2l 11

x
nl~x!2nl 21~x!

with n21~x!5
sinx

x
and n0~x!52

cosx

x
,

hl8~x!5
1

2l 11
@ l j l 21~x!2~ l 11! j l 11~x!#

2 j
1

2l 11
@ lnl 21~x!2~ l 11!nl 11~x!#.

B. The control sound field

The sound pressure at locationre5(r e ,ue ,fe) gener-
ated by a point source located atr c5(r c ,uc ,fc) in free
space without scattering objects can be expanded in terms of
spherical harmonics26

pc~re!5
j vr0qe2 jkr

4pr
5kvr0q(

l 50

`

j l~kr,!hl~kr.!

3 (
m52 l

l

Ylm* ~uc ,fc!Ylm~ue ,fe!, ~4!

where

Ylm~u,f!5A2l 11

4p
•

~ l 2m!!

~ l 1m!!
Pl

m~cosu!ejmf, ~5!

and q is the volume velocity of the monopole source,r
5ure2r cu, r ,5min(ureu,ur cu), r .5max(ureu,ur cu),
Pl

m(cosu) is the associated Legendre function of degreel
and orderm evaluated at cosu. Here,* denotes the complex
conjugate.

The expression for the scattered wave from a sphere of
radius a whose center is the polar origin can also be ex-
panded into a spherical harmonic series as

ps~re!5(
l 50

`

hl~kur eu! (
m52 l

l

AlmYlm~ue ,fe!. ~6!

Alm is the coefficient to be determined. After obtaining the
radial velocities corresponding to the incidence wavepc(re)
and the scattering waveps(re) and making the combination
of the total normal velocity equal to zero atr e5a, the total
sound field can be obtained25,27

pcs~re!5kvr0q(
l 50

` F j l~kr,!hl~kr.!

2
j l8~ka!

hl8~ka!
hl~kur cu!hl~kur eu!G

3 (
m52 l

l

Ylm* ~uc ,fc!Ylm~ue ,fe!

5
kvr0q

4p (
l 50

`

~2l 11!F j l~kr,!2
j l8~ka!

hl8~ka!
hl~kr,!G

3hl~kr.!H S Pl~cosuc!Pl~cosue!

1 (
m51

l

2
~ l 2m!!

~ l 1m!!
Pl

m~cosuc!

3Pl
m~cosue!cos@m~ue2uc!#J . ~7!

Figure 3 shows the distribution in angle of total sound-
pressure level in the far field of a point source scattered by a
rigid sphere. The volume velocity of the point sourceq
51.0 m3/s and the location is atr c5(0.1 m,0,0). It can be
seen that the trends of curves in Fig. 3 are quite similar to
that in Fig. 2 for primary sound field, which indicates that a
certain amount of global attenuation could be achieved by
using a loudspeaker and a far-field error microphone. Here,
the sphere acts as an obstacle and the attenuation in gain is a
function of wavelength. This will be shown in the numerical
simulations below.

C. Minimization of the radiation of the piston set

As the system being considered is linear, the concept of
superposition is valid. Assuming thatNc point control
sources with the volume velocityQc5@qc,1 qc,2,¯ qc,Nc#

T

FIG. 3. Distribution in angle of total sound-pressure level in the far field of
a point source scattered by a rigid sphere for 500 Hz~solid line! and 2000
Hz pure tone~dotted line!.
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are placed around the rigid sphere to cancel the primary
sound field radiated by a piston set in a rigid sphere atNe

point, Pp5@pp(re,1),pp(re,2),...,pp(re,Ne)#T, outside the
sphere. The value of function to minimize the influence of
primary and control sources can be expressed as a quadratic
function at these points

F5(
i 51

Ne

up~re,i !u25PHP5Qc
HaQc1b1Qc1Qc

Hb21c,

~8!

where the superscriptH denotes conjugate transpose andT
denotes transpose, and

P5Pp1Pcs ,

a5ZHZ,
~9!

b15Pp
HZ, b25ZHPp ,

c5Pp
HPp .

In Eq. ~9!, Pcs5ZQc , andZ is anNe3Nc matrix in the form
of

Z5F zT~re,1!

zT~re,2!

]

zT~re,Ne
!
G , ~10!

wherez(re,i) is anNc31 vector, whosemth element is the
transfer function between the sound pressure at the position
re,i and the volume velocity of themth control source located
at r c,m

zm~re,i !5
kvr0

4p (
l 50

`

~2l 11!

3F j l~kr,!2
j l8~ka!

hl8~ka!
hl~kr,!Ghl~kr.!

3H S Pl~cosuc,m!Pl~cosue,i !

1 (
m51

l

2
~ l 2m!!

~ l 1m!!
Pl

m~cosuc,m!Pl
m~cosue,i !

3cos@m~ue,i2uc,m!#J , ~11!

where r ,5min(ure,i u,ur c,mu), r .5max(ure,i u,ur c,mu). Differ-
entiating the above equations with respect to the control
sources volume velocityQc , and equating the result to zero,
yields the optimum control source volume velocity as long as
the matrixa is nonsingular

Qcopt52 1
2a

21~b1
H1b2!. ~12!

The residual sound pressure at locationre5(r e ,ue ,fe) after
control can be calculated by

P~re!5Pp~re!1Z~re!Qcopt. ~13!

If there is one single control source located atr c5(r ,0,0),
Eq. ~7! can be written as

pc~re!5
kvr0q

4p (
l 50

`

~2l 11!

3F j l~kr,!2
j l8~ka!

hl8~ka!
hl~kr,!G

3hl~kr.!Pl~cosue!. ~14!

By using the far-field approximation

hl~x!→ 1

x
e2 j ~x2@ l 11/2#p! when x→`, ~15!

Eq. ~14! becomes

pc~re!5
kvr0q

4p
3

1

kre
e2 jkr e(

l 50

`

j 2 l 11~2l 11!

3F j l~krc!2
j l8~ka!

hl8~ka!
hl~krc!GPl~cosue!, ~16!

and similarly Eq.~3! becomes

pp~re!5
1

kre
e2 jkr e(

l 50

`

j l 11Al Pl~cosue!. ~17!

Suitable control source strength can be selected to make the
pressure at a point in the far field zero

p~re0!5pp~re0!1pc~re0!50. ~18!

Substituting Eqs.~16! and~17! into Eq.~18!, the relationship
between the complex control source strengthqc0 and the
primary source vibration velocityu0 can be obtained, which
ensures that zero pressure is produced in the far field at a
particular angular position specified byue0

qc05
l

2p
u03

j (
l 50

`
Pl 21~cosu0!2Pl 11~cosu0!

hl8~ka!

(
l 50

`

~2l 11!F j l~krc!2
j l8~ka!

hl8~ka!
hl~krc!G ,

~19!

wherel is the wavelength of sound radiated. Then, the re-
sidual pressure field is

p~re!5pp~re!1Z~re!qc0 . ~20!

III. NUMERICAL SIMULATIONS

A. Single control source

The candidate locations for the control sources are
shown in Fig. 4. There are 10 points evenly distributed in
elevation and 20 points evenly distributed in azimuth, result-
ing in a total of 181 candidate control locations all around
the primary source.~Note whenuc50, there is only one
point despite the value offc.) The spatial distributions of
the 181 points are

uci5 i /183180 ~deg!, i 50,1,2,...,9,

fci5 i /103180 ~deg!, i 50,1,2,...,9.
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Similarly, a total number of 201 error microphones 100 m
away from the sphere center is used to evaluate the perfor-
mance of control. Their spatial distributions are

uei5 i /113180 ~deg!, i 50,1,2,...,10,

fei5 i /103180 ~deg!, i 50,1,2,...,19.

The cost function used for evaluation is

NR~v!5210 log10

(
i 51

Ne

up~re,i ,v!u2

(
i 51

Ne

upp~re,i ,v!u2
, ~21!

wherep(re,i ,v) andpp(re,i ,v) are the residual and the pri-
mary sound pressure at theith error microphone,v is the
angular frequency of interest, andNe is the number of error
microphones. The optimum location of the control source is
determined by those that give rise to the maximum,NR(v).
Note that for the case where the effect of the rigid sphere is
removed, the primary source is still the same piston set at the
same location as with the rigid sphere. The way to calculate
the sound field of the piston set in the free field is25

pp~re!5
jkr0c0u0a2

4pr e
e2 jkr e

3E
0

u0
2pJ0~ka sinup sinue!sinup

3ejka cosup cosuedup , ~22!

whereJ0 is the Bessel functionof order zero. The integral
above can be calculated numerically in the simulations.

Figure 5 showsNR as a function of distance between
the control source and the sphere center for 500 and 2000 Hz
with and without the rigid sphere. The total sound power is
obtained by integrating the mean active sound intensity over
a sphere in the far field, which is useful for determining the
global effectiveness of the active control. For control source
located at~0.1 m, 0, 0!, the maximumNR is 33 dB for 500
Hz and 20 dB for 2000 Hz when the rigid sphere is present.
Without the rigid sphere, the maximumNR is 22.2 dB for
500 Hz, 10.2 dB for 2000 Hz.

Figure 6 and Fig. 7 show the effects in regard to the
spherical angles and it is obvious that theNR is symmetric
with fc . Figure 8 showsNR curves as a function of fre-

quency with and without the rigid sphere. From these figures,
it can be seen that~1! whether the scattering rigid sphere
exists or not, higher attenuation can be obtained at low fre-
quencies;~2! The introduction of the rigid sphere changes
the directionality of the sound field. And, this makes the
active control easier. Thus, the noise reduction is larger when
there is a rigid sphere, both at low frequencies and high
frequencies.

Figures 9~a! and~b! showNR for a control source with
a number of candidate locations outside the sphere but in
equal distance of 0.0125 m from the piston center. The co-
ordinates for the control source locations in Fig. 10~c! are

r c5$0.1,0.0982,0.0964,0.0946,0.0929,

0.0911,0.0893,0.0875% m,

uc5$0,3.9802,5.4588,6.4621,7.1835,

7.6944,8.0263,8.1291% deg.

FIG. 4. The candidate control source locations for the active control.

FIG. 5. NR as a function of distance between the control source (r c , uc

50, fc50) and the sphere center, one control source, 500 Hz~solid line!
and 2000 Hz~dotted line! ~a! with the rigid sphere;~b! without the rigid
sphere.

FIG. 6. NR as a function of elevationuc (r c50.1 m, fc50), one control
source, 500 Hz~solid line! and 2000 Hz~dotted line! ~a! with the rigid
sphere;~b! without the rigid sphere.

2958 J. Acoust. Soc. Am., Vol. 115, No. 6, June 2004 Lin et al.: Active control radiation from a piston



Here,fc is set as 0 deg; however, it can be arbitrary due to
its symmetry inNR.

It can be seen from the figures that the optimum location
for a single control source with the rigid sphere is atr copt

5(r ,0,0). It can also be seen from Figs. 9~a! and ~b!, even
though the distance between the single control source and the
center of the piston is identical, theNR for different posi-
tions can be different. This is quite different from the case
where there is no rigid sphere. For the case without the rigid
sphere, provided that the distances between the control
sources and primary source are the same, the noise reduction
should be equal. There are small variations in Fig. 9~b! for
NR without the rigid sphere. This is because the piston is an
extended source instead of a point source.

All the figures above show that it is possible to reduce
the acoustics radiation from a piston set in a rigid sphere
with a single control source around, and the nearer the con-
trol source is, the lower the frequency range is, and the larger
the attenuation could be. This is the same as when there is noscattering object. However, it is also shown that the attenu-

ation with the rigid sphere is usually larger than that without
the rigid sphere.

B. Multicontrol sources

To increase the performance of the active control, more
than one control source is necessary. Under these circum-
stances, the location and number of the control sources
should be optimized to achieve the required performance at
the lowest cost. One such optimization method is the spheri-
cal harmonics expansion method.12,13 However, this method
will not be used here as it involves a huge amount of com-
putation load for frequency up to 2000 Hz. Referring to ac-
tive control of monopole primary sound using monopole
sources array,13 it has been shown that the geometrical ar-
rangements of monopole sources array considering symme-
try and directivity of control sources will produce significant
reduction in power output. Therefore, this method is used in
the paper for the convenience of the future practical setups.
The attenuation of several practical setups considered here

FIG. 7. NR as a function of azimuthfc (r c50.1 m, uc510 deg), one
control source, 500 Hz~solid line! and 2000 Hz~dotted line! ~a! with the
rigid sphere;~b! without the rigid sphere.

FIG. 8. NR as a function of frequency, one control source (r c50.1 m, uci

50, fci50) ~a! with the rigid sphere;~b! without the rigid sphere.

FIG. 9. NR for one control source with a number of candidate locations
outside the sphere but in equal distance of 0.0125 m with the piston center;
the solid line is for 500 Hz and the dotted line is for 2000 Hz.~a! With the
rigid sphere;~b! without the rigid sphere;~c! the positions of these locations.
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are shown in Fig. 10, and the genetic algorithm will be used
later to determine the optimum number and locations of con-
trol sources and error sensors.

Figure 10 shows the geometrical configurations~projec-
tion onto xoy plane! of two, three, four, and six control
sources. For all the control sources, the radial coordinater c

is kept unchanged at 0.1 m;fc is defined below for each
configuration.uc is the variable, whose effects on noise re-
duction will be investigated below. Figure 11 shows an ex-
ample of how to changeuc for the two-source configuration
of Fig. 10~a!. Note, with the change ofuc , the distance be-
tween the two secondary sources is varying; however, their
distances to the sphere center remain the same. Please also
note in the configurations of Figs. 10~b! and~c! that there is
a fixed control source, while the other control source posi-
tions are changed withuc . It is obvious that in Fig. 10, the
azimuth of control source has no effect on the value of cost
function for each configuration due to symmetry.

Figure 12 shows the achievable maximumNR with dif-
ferent elevationuc . It should be noted that when elevation is
0 deg,NR of all the setups should be the same as the single
source.NR of setups~a! ~d! ~e! ~f! are the same while cases

of setups~b! and~c! are different because the matrixa in Eq.
~9! is singular whenuc closes to zero.

It can also be found in Fig. 12 that~1! Compared with a
single control source, the maximumNR does not necessarily
appear atuc50 deg; ~2! For Figs. 12~d!–~f!, the attenuation
does not increase significantly when the number of control
sources is greater than 3;~3! For practical application, con-
figuration ~d! may be the best choice for its requirement of
fewer control sources and higher maximum achievable at-
tenuation. In some special cases, in order to achieve com-
paratively equalNR at all elevations around the sphere, con-
figuration~b! or ~c! is more feasible. Note here that because
of the limitation of the length of the paper, robustness analy-
sis on the position is not further performed.

Figure 13 shows theNR with different elevations using

FIG. 10. Geometrical configurations~projection ontoxoy plane! of the
control sources, where radial coordinater c is kept unchanged at 0.1 m,fc

are defined below for each configuration.uc is the variable.~a! Two control
sources withfc50 and 180 deg.~b! Three control sources, two of them
with fc50 and 180 deg, while the third is fixed at~0.1,0,0!. ~c! Four control
sources, three of them withfc590, 210, and 330 deg, while the fourth one
is fixed at ~0.1,0,0!. ~d! Three control sources withfc590, 210, and 330
deg. ~e! Four control sources withfc545, 135, 225, and 315 deg.~f! Six
control sources located withfc50, 60, 120, 180, 240, and 300 deg.

FIG. 11. Changing directions of control sources for Fig. 10~a!. From posi-
tion 1 to position 2, elevation of control sources varies from zero to 180 deg.

FIG. 12. NR with varying elevation for 500 Hz~solid line! and 2000 Hz
~dotted line! using the setups in Fig. 10,~a!–~f! for setup~a!–~f! in Fig. 10,
respectively.
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the setups in Fig. 10 for setups~a!–~f!, respectively, without
the rigid sphere. Comparing with Fig. 12, it can be seen
again that noise reduction with the existence of the rigid
sphere is usually larger than that without the rigid sphere, the
same as in the one control source cases. The other trends are
similar.

It should be noted that varying elevation angles too
much in the multisource simulations will result in a large
amount of computation and complexity. Thus, here only one
varying elevation angle is used in these multisource simula-
tions above.

C. Optimization of the number and location of control
sources and error sensors

Although more control sources may have larger attenu-
ation, too many control sources are not practical due to com-
putation burden and system complexity. A genetic
algorithm13,28,29 is used to search the locations of control
sources for the problem here. The efficiency of each configu-
ration of control source is evaluated with the cost function
~21!. The basic genetic operations~selection, crossover, mu-
tation! used here are linear scaling, modified random record-
ing, simple mutation, and elitist model. The number of chro-
mosome~population size! per generation is 150, the number
of generations is 5000, the crossover probability is 0.7, and
the mutation probability is 0.15. The results of the control
sources optimization are shown in Table I.

From Table I it can be seen that the genetic algorithm
~GA! works, however not perfectly when control sources are
few. For three control sources, Fig. 12~d! got 67.4 dB for 500
Hz and 36.4 dB for 2000 Hz and for four control sources,
NRs in Fig. 12~e! are also larger than those obtained by GA.
But, for six and nine control sources, GA got the better re-

sult. For GA, although the optimized locations have been
obtained among the candidate points, the actual best loca-
tions cannot be obtained as the candidate points are too
sparse to include the actual best points. This is reasonable as
GA is stochastic global optimization procedure for finding
the global maximum~or minimum! of a multimodal func-
tion, which cannot guarantee to reach the global optimiza-
tion. However, the GA optimization does show that the prac-
tical setups proposed above are near optimum for less control
sources~no more than 4!. In the cases above, for 6 and 9
control sources, the practical setups in Figs. 10~e! and~f! are
not optimal. There must be some more complex setups to
obtain better performance.

The locations (uc ,fc) obtained by GA for 3 control
sources are~10,0!, ~10,144!, ~30,252! deg for 500 Hz
~20,90!, ~10,198!, and~20,342! deg for 2000 Hz. For 4 con-
trol sources the locations are~10,36!, ~30,126!, ~10,216!, and
~30,306! for 500 Hz ~10,72!, ~30,162!, ~10,252!, and
~30,342! deg for 2000 Hz, respectively. Note thatuc is
around the range from 10 to 30 deg andfc nearly distributes
with an equivalent distance among 360 deg. This matches the
practical setups in Fig. 10. Compared with the practical set-
ups in Fig. 10, this result is close to the optimum location
gotten by practical setup.

For 6 and 9 control sources, the results gotten by GA are
a little bit complex. They are, for 6 control sources,uc

5$20,10,30,20,20,0%, fc5$72,162,162,252,342,0% for 500
Hz; uc5$20,20,70,20,20,0%, fc5$36,126,162,216,306,0%
for 2000 Hz; For 9 control sources,uc5$60,20,50,20,60,
20,70,20,0%, fc5$0,36,90,126,180,216,270,306,0% for 500
Hz; uc5$10,20,30,10,40,20,10,20,40%, fc5$0,54,108,144,
180,216,252,288,342% for 2000 Hz.

It is interesting to note that there is a control source
located at~0,0! for three of the four cases above, and theirfc

nearly distributes with an equivalent distance among 360
deg. It may be a direction to the optimum configuration.

When the number and locations of control sources are
obtained, the next step is to decrease the number of error
sensors. By using the same genetic algorithm strategy, the
positions of four error microphones for configuration in Fig.
10~d! can be found. In this case, three control sources and
their positions (r c ,uc ,fc) are~0.1 m, 13.9 deg, 0 deg!, ~0.1
m, 13.9 deg, 120 deg!, and ~0.1 m, 13.9 deg, 240 deg!, re-
spectively. The number of the candidate locations is 201,
which is the same as that in Sec. III A. Table II shows the
results of the simulation. Note that the three control sources
were optimized by minimizing the sum of the squared sound-
pressure level at these four optimal error microphones.NR is
then calculated by Eq.~21! with 201 evaluation points.

FIG. 13. NR with varying elevation for 500 Hz~solid line! and 2000 Hz
~dotted line! using the setups in Fig. 10 without the rigid sphere,~a!–~f! in
Fig. 10 for setup~a!–~f!, respectively.

TABLE I. NR (dB) of GA for optimizing control source locations (r c

50.1 m).

NR (dB)

Frequency~Hz!

500 2000

3 control sources 51.1 30.7
4 control sources 65.5 40.2
6 control sources 91.0 51.3
9 control sources 99.4 59.7
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For 500 Hz, the locations (ue ,fe) of the optimum four
error microphones are~49.1,108! deg, ~32.7,216! deg,
~130.9,54! deg, and~49.1,234! deg. And for 2000 Hz, they
are ~98.2,324! deg, ~36,65.5! deg, ~147.3,162! deg, and
~32.7,270! deg, respectively. It can be seen that the genetic
algorithm is effective here.

IV. EXPERIMENTS

Figure 14 shows the experiment setup, where a single-
input–single-output system is implemented. The experiment
is carried out in the anechoic chamber of Nanjing University,
which has a free-field frequency above 70 Hz. Some useful
results are obtained. Compared with the theoretical simula-
tion, the achieved attenuation at high frequency in the ex-
periment matches better than low frequency. With only one
control source and one error microphone, attenuation can be
achieved in nearly the whole space at low~500 Hz! and high
~2000 Hz! frequencies.

The electronic controller is mainly embedded in an
ADSP-21061 EZ-Kit LITE. A standard filtered-X LMS feed
forward algorithm, for which the filter order is 128, was used
with off-line secondary path identification. The dummy head
is a real sphere, with a tiny loudspeaker inside to simulate
the piston set. There is a circular mouth on the surface of the
sphere. A circular short duct is set between the mouth and the
loudspeaker. The experiment data are collected by a multi-
channel recording system, SQlabII from HeadAcoustic
GmbH.

For the convenience of experiment, the control loud-
speaker is 0.05 m away from the mouth of the sphere for 500
Hz, while it is 0.01 m for 2000 Hz; the error microphone is
0.4 m away from the center of the sphere. Two evaluation
microphones are at 1.1 and 6.5 m away from the center of the

sphere, respectively. In the experiment, the sound pressures
are measured every 10 deg of angle from the spherical axis
~azimuth inxoy plane!.

Figure 15 shows some results for controlling pure-tone
noise at 500 and 2000 Hz. From Fig. 15 it can be seen that
global sound reduction can be achieved by using only one
secondary loudspeaker. Comparing the attenuations achieved
in the experiment with the theoretical results, it can be seen
that the system performance matches the trends of the predi-
cation and numerical simulation. The difference between the
practical sound field and the theoretical sound field is very
small.

In the experiment the size of the secondary loudspeaker
is small~with a diameter of 3 cm!, which is far less than the
wavelength of 2000 Hz. It can be regarded as a point source
and its scattering effect can be neglected.

The experiment results show that active control of radia-
tion from a piston set in a rigid sphere using one secondary
source can give good performance below 2000 Hz. However,
this research is based on a rigid sphere instead of a ‘‘real’’
head, and surely there is some difference between the prac-

TABLE II. NR (dB) of genetic algorithm for optimizing error microphone
locations (r e5100 m) for configuration~d! in Fig. 10 (uc513.9 deg).

Number of error
microphones

Frequency~Hz!

500 2000

201 67.4 36.4
4 67.1 36.3

FIG. 14. Experiment arrangement of the active control system in anechoic
chamber, where #1 is the rigid sphere, #2 is the control loudspeaker, and #3
is the error microphone.

FIG. 15. Experiment attenuations compared with theoretical results~dB!,
experiment results~dotted line!, theoretical results~solid line!. ~a! Near field
(r 51.1 m) for 500 Hz;~b! Far field (r 56.5 m) for 500 Hz;~c! Near field
(r 51.1 m) for 2000 Hz;~d! Far field (r 56.5 m) for 2000 Hz.
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tical system and this ideal model. In the next stage we will
establish a more precise model. An approach to improve the
results is to model the head as an ellipsoidal surface instead
of a sphere and take into account the surface acoustic imped-
ance.

V. CONCLUSIONS

This paper investigated the global active control of free-
field acoustic radiation from a piston set in a rigid sphere
with a set of control point sources close to the sphere. Ana-
lytic expression has been derived, and numerical simulations
and experiment results show that it is possible to control the
radiation from a small piston set in a rigid sphere with the
size of a human head up to 2000 Hz. A number of issues
such as the number and location of the control sources, the
number and location of error sensors have also been dis-
cussed.

The comparison between the performance of the active
noise control system with and without the rigid sphere shows
that the presence of the rigid sphere is beneficial for the
active control. This is due to the scattering effect of the rigid
sphere on the control acoustic field as well as the primary
field. This phenomenon has also been observed in the local
active control system developed by Garcia-Bonitoet al., al-
though the physical phenomena and simulation conditions of
their study are quite different from this paper. In their work,8

the sound field is diffuse and the secondary source is several
wavelengths away from the error point, which is close to or
on the surface of a reflecting object. It seems that introducing
scattering objects in an active noise control system can
sometimes increase its performance; further investigation on
the mechanisms is now underway so that an optimized scat-
tering object can be designed to increase the performance of
an existing active noise control system. Other future work
includes considering the active control of piston sound radia-
tion from some practical scattering objects such as ellipsoi-
dal surface or cylinders.
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This paper describes the results of a large-scale questionnaire survey that ascertained children’s
perceptions of their noise environment and the relationships of the children’s perceptions to
objective measures of noise. Precision, specificity, and consistency of responding was established
through the use of convergent measures. Two thousand and thirty-six children completed a
questionnaire designed to tap~a! their ability to discriminate different classroom listening
conditions;~b! the noise sources heard at home and at school; and~c! their annoyance by these noise
sources. Teachers completed a questionnaire about the classroom noise sources. Children were able
to discriminate between situations with varying amounts and types of noise. A hierarchy of annoying
sound sources for the children was established. ExternalLAmax levels were a significant factor in
reported annoyance, whereas externalLA90 andLA99 levels were a significant factor in determining
whether or not children hear sound sources. Objective noise measures (LA90 andLA99) accounted
for 45% of the variance in children’s reporting of sounds in their school environment. The current
study demonstrates that children can be sensitive judges of their noise environments and that the
impact of different aspects of noise needs to be considered. Future work will need to specify the
factors underlying the developmental changes and the physical and location dimensions that
determine the school effects. ©2004 Acoustical Society of America.@DOI: 10.1121/1.1652610#

PACS numbers: 43.50.Qp, 43.50.Rq@DKW# Pages: 2964–2973

I. INTRODUCTION

Primary school children are particularly vulnerable to
extraneous noise sources~Shield and Dockrell, 2003!, yet are
likely to experience high levels of noise in classrooms~Blake
and Busby, 1994!. It has been shown that a child’s under-
standing of speech in noise and reverberation does not reach
an adult level until late teenage years. Before this time, the
younger the child the greater the detrimental effect of noise
and reverberation~Werner and Boike, 2001; Stelmachowitz
et al., 2000; Soli and Sullivan, 1997; Johnson, 2000! with
children under about 13 years of age being particularly sus-
ceptible. Primary school children require more favorable
signal-to-noise ratios than adults to achieve comparable lev-
els of accuracy in understanding of speech~Fallon, Trehub,
and Schneider, 2000; Picard and Bradley, 2001!. Classrooms
tend to have poor acoustics; children are subject to high lev-
els of background noise~Berg, Blair, and Benson, 1996! and,
due to long reverberation times, much speech will be dis-
torted and not easy to understand~Airey, 1998!. Moreover,
younger children are more distractable than older children
and adults~Gumenyuket al., 2001!. This potentially exacer-
bates the effects of environmental noise by increasing off-
task behavior~Blatchford, Edmonds, and Martin, 2003! or
indiscriminate tuning out of all stimuli resulting in general-
ized poor attention~Stansfeldet al., 2000!. Research over the

last 30 years has contributed to understanding of the effects
of noise on children’s learning and motivation~Evans and
Lapore, 1993; Shield and Dockrell, 2003!. Yet, little is
known about children’s perceptions of their school acoustic
environments. This paper describes a large-scale question-
naire survey of children that was carried out to ascertain
children’s perceptions of their noise environment and how
the children’s perceptions related to objective measures of
noise.

Early studies have indicated that children are exposed to
high levels of noise throughout the day. Dosimeters used
with children over extended periods indicate that equivalent
sound-pressure levels of about 70 dB~A! are common
~Roche et al., 1978; Schori and McGatha, 1978, cited in
Evans, 1990!. More recently, noise measurements made at
schools near airports~Haineset al., 2001b! and near major
traffic arterials have confirmed that children in these situa-
tions are exposed to high levels of environmental noise and,
in some circumstances, report high levels of annoyance from
the specific sound sources studied~Cohenet al., 1981!. Fur-
thermore, children who live in noisier areas rate their neigh-
borhoods as significantly more noisy~Evanset al., 2001!.
Thus, there is increasing evidence about children’s exposure
to noise and some preliminary evidence that children may be
able to judge their levels of noise exposure. However, there
are difficulties in generalizing to school children at large
from these studies. First, interpretation of the data from do-
simeters with children is complex. A total day exposure willa!Electronic mail: j.dockrell@ioe.ac.uk
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not indicate what a typical school exposure is, since it will
include the playground, watching TV, listening to music, and
so forth. Second, the interpretation of dosimeter data from
younger children is confounded by the fact that the children
themselves make a lot of noise, resulting in unreliable mea-
surements~Shield and Jeffery, 2001!. Finally, it is not clear
to what extent data that are collected from high noise spots
created by single sound sources, such as planes or trains, will
be comparable to other school contexts, where children will
hear a variety of sound sources at different levels. Thus, it is
important to establish children’s perception of and annoy-
ance by a range of sound sources in typical classroom envi-
ronments.

The most widespread and well-documented subjective
response to noise is annoyance, although there are major
differences in the ways in which noise annoyance is concep-
tualised~Guski, Felscher-Suhr, and Schuemer, 1998!. A num-
ber of studies with adults have confirmed a dose response
relationship between levels of specific transportation noises
and levels of annoyance reported~Fidell, Bouber, and
Schultz, 1991; Miedema and Vos, 1998; Miedema and Oud-
shoorn, 2001!. Accurate comparisons between surveys are
complicated by differences in annoyance scales, noise esti-
mation procedures, and study conditions~Fieldset al., 1997,
2001!. Nonetheless, adult measures of noise annoyance do
show reasonably high correlations with objective noise mea-
sures~0.3–0.5! with correlations for group data being higher
~average50.89! ~see Job, 1988, for a discussion of these is-
sues!. Perfect correlations would never be expected since
acoustic parameters are only one of a complex set of vari-
ables involved in levels of noise annoyance~Guski, Felscher-
Suhr, and Schuemer, 1998!. A range of other factors will
impact on an individual’s judgment including relative back-
ground noise levels, age, education, sex, health of the indi-
vidual, and task engaged in when making the judgment
~Evans and Tafalla, 1987; Job, 1988!. Having reviewed the
relevant literature, Job highlights the fact that attitude to
noise source is ‘‘a genuine modifying variable’’ in partici-
pants’ reactions to noise exposure~Jobs, 1988, p. 1000!. In-
frequently occurring events may play a larger role than might
be expected. This may reflect the contrast between loud noise
and ambient background sound. Despite the continuing inter-
est in adults’ levels of annoyance and the increasing sophis-
tication of the interpretations of individuals’ ratings, chil-
dren’s annoyance with noise sources appears to be an under-
researched area, although there has been some work in recent
years ~Haines and Stansfeld, 2000; Lercheret al., 2000!.
Data from studies of children’s responses to aircraft noise
indicate that the children were consistently found to be an-
noyed by chronic aircraft noise exposure~Evanset al., 1995;
Haineset al., 2001a, 2001b, 2001c!. In their study of the
effect of high levels of aircraft noise, Haineset al. ~2001b!
have demonstrated that annoyance levels due to aircraft
noise were significantly higher among children in high air-
craft noise schools compared with low aircraft noise schools.
This result applied to aircraft noise annoyance both at school
and at home. In contrast, levels of annoyance to road traffic
noise both at school and at home in the Haineset al. ~2001b!
study did not differ significantly across high- and low-noise

schools. While providing initial data which indicate that chil-
dren’s levels of annoyance are related to specific sound
sources, these data fail to capture the variety of noise sources
that may impact on children in their learning environment.
As yet it has not been established whether children are an-
noyed by general classroom noise and whether levels of an-
noyance are related to classroom noise levels.

Capturing an accurate reflection of annoyance and levels
of annoyance is complex~Diamond and Rice, 1987; Job,
1988!. The noise environment comprises more than one
source of noise, so research needs to identify the range of
noises that are typical for children. Not all sources of noise
will be equally annoying and, as with adults, it may not be
the level of the noise that is the key feature of annoyance for
children~Guski, Felscher-Suhr, and Schuemer, 1998; Haines
and Stansfeld, 2000; Lercheret al., 2000!. Different sources
need to be considered individually and in combination to
assess relative levels of annoyance. Measuring annoyance is
premised on the fact that particular sound sources are au-
dible. Thus, for any particular child it is necessary to estab-
lish that particular sound sources are heard before it can be
determined whether they are annoying. Validity of such judg-
ment would be enhanced if:~1! it could be shown that chil-
dren can discriminate across classroom conditions in terms
of teacher and peer audibility; and~2! teachers’ perceptions
of sound sources were similar to those of the children in their
class. Thus, in addition to the children’s ability to judge the
presence and annoyance of a sound source, convergent evi-
dence from teachers’ ratings and children’s ability to dis-
criminate across listening conditions is required.

The present study fills a gap in the noise literature by
examining children’s perceptions of their noise environment
across a representative sample of schools in a large urban
conurbation and relates these perceptions to objective mea-
sures of noise levels in their schools. Questionnaire surveys
were used to

~1! Assess children’s awareness of environmental noise
sources at home and at school and to consider the extent
to which children are annoyed by these sources;

~2! Evaluate the extent to which the child’s developmental
stage impacts on perceptions of noise and relative an-
noyance; and

~3! Document children’s ability to differentiate good and
poor listening situations in classrooms.

Objective measures of noise levels were used to estab-
lish noise levels and sound sources in the children’s class-
rooms. Research with children has often been compromised
by a failure to consider the child’s perspective on the vari-
ables under consideration~Dockrell et al., 2000!. This has
often led to underestimation of children’s abilities and under-
standings~Dockrell et al., 2000! and a failure to identify the
range of factors that may impact on successful school per-
formance. To avoid these methodological failings, an impor-
tant first step in evaluating children’s noise environments is
to gain their perceptions of the noises that they hear and the
noises that annoy them. Thus, the questionnaire used in the
current study was based on the results of in-depth interviews
with children and their reports of the sound sources in their
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environment and the classroom listening conditions that they
experienced. These data were supplemented by interviews
with their teachers. It was necessary to construct a question-
naire that would be understood by young children without
placing too many demands on their language, memorial, or
nonverbal skills~Smedslund, 1969!. Pictures were used to
contextualize questions, and when children were reporting
whether they heard sounds or were annoyed by sounds di-
chotomous responses were required. To construct a valid and
reliable tool two phases of pilot studies were carried out
prior to the main study. The use of convergent measures of
the children’s awareness and reactions to noise will enhance
the conclusions that can be derived from the current data set.

II. PARTICIPANTS

The sample in the main study consisted of primary
schools in one area in London. The area was chosen to reflect
the typical distribution of socio-economic status among Lon-
don primary schools and a range of primary school environ-
ments. The borough was representative of greater London for
location and for demographic qualities~subject to the exclu-
sion of west London boroughs exposed to high levels of
aircraft noise!. The estimated borough adult population was
216 800, with an average household size of 2.4 and an un-
employment rate of 9.4%. The average teacher–pupil ratio in
the primary schools was 1:22.4 and children with special
educational needs represented less than 2.4% of the primary
school population. Over 50% of the population were white,
with Black Afro Caribbeans representing the largest minority
ethnic group~10%!. The assessments of the pupils’ attain-
ments within the area fell within the normal distribution for
all English Education Authorities~DfES, 1999!. The two age
groups identified as participants reflected the end points of
infant and junior school. National tests in England provide
comparative performance of reading and numeracy attain-
ments. Thus, the study was conducted among year 2~6- to
7-year-olds! and year 6~10- to 11-year-old! children. Over-
all, the borough had, at the time of the study, 54 primary
schools. The study was conducted in 43 schools. The number
of the children that participated in the study was 2036. From
those, 885~43.5%! were in year 2 and 1151~56.5%! were in
year 6. The sample consisted of 1041~51.1%! boys and 995
~48.9%! girls. The age distribution of the sample was: 6
years, 8.1%; 7 years, 35.9%; 10 years, 14.2%; 11 years,
41.8%.

Fifty-one teachers in 34 schools completed the question-
naires~12 in year 2 and 39 in year 6!. Eleven were male and
40 female. Over half the sample~59%! had more than 5
years experience, with 20 percent having more than 20 years
experience. For those who reported their age (N539) there
was a mean of 37 years~range 26–55!.

III. MATERIALS

A. Questionnaire design

1. Phase 1: Child interviews

Semistructured interview methods were employed with
year 2 and year 6 children and their teachers. This phase took
place in one primary school in the UK. Thirty children and

their teachers were interviewed. The objectives were to iden-
tify the different noise sources that children were aware of
and to determine types of noise they might be exposed to and
annoyed by both at school and at home. Interviews with
teachers explored their perception of noise in the school en-
vironment and children’s performance in noisy situations. In
the interviews the research team used only the word
‘‘sound,’’ deliberately avoiding the term ‘‘noise’’ so as to
reduce the possibility of bias in the responses. However, the
children consistently used the words noise and sound inter-
changeably.

The noise sources that emerged from the analysis of the
interviews via transcription were categorized as follows.

~i! Noise made by people;
~ii ! Transportation noise~e.g., cars, buses, airplanes, etc.!;
~iii ! Entertainment noise~e.g., stereo, musical instruments,

TV, etc.!;
~iv! Noise from nature~e.g., trees, birds, dogs, cats, etc.!;

and
~v! Noise from machines~e.g., telephone, etc.!.

The above information served as the basis to develop a child
questionnaire and a teacher questionnaire that were used in
the pilot study.

2. Phase 2: Pilot study

The questionnaires were administered to a total of 84
pupils in year 2 (N539) and year 6 (N545) classes and
their teachers. As a result of feedback about ambiguity in
certain questions, changes were made in the pupil question-
naire. A confirmatory subsample of six schools was used for
the trial study. The sample consisted of 343 pupils, 164 boys
~47.8%! and 179 girls~52.2%!, from six year 2 classes~131
pupils, mean age 6;7! and eight year 6 classes~212 pupils,
mean age 10;7!. Debriefing with the participants indicated
that the questionnaire was developmentally appropriate and
captured the children’s views. Analysis indicated that chil-
dren were differentiating between home and school.

B. Pupil questionnaire—Final version

The ten-page questionnaire was divided into three sec-
tions ~the questionnaire can be requested from the authors!.
Four versions of the questionnaire, varying the order of ques-
tions, were developed for randomization purposes. Section A
examined the sound sources children were exposed to in
their environment both at home and at school. In Section A
children were asked for each sound:~a! whether they heard
the sound source in their classroom~‘‘hear’’ questions!; and
~b! if they heard the sound source whether they were an-
noyed by it~‘‘annoy’’ questions!. Questions were accompa-
nied by a graphic representation of the noise source followed
by a tick box for the children to record their responses. The
same questions were repeated for hear and annoy at home.
Hear and annoy questions were presented as dichotomous
yes–no answers to aid completion by the younger children.
Annoy questions were only completed when children re-
ported hearing a particular noise source.
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Section B examined listening situations across nine
classroom activities and contexts. These situations were cho-
sen from the pilot interviews with children and previous
work ~Arnold and Canning, 1999!. Section B used a five-
point Likert scale transformed into a smiley faces rating
scale based on that of Arnold and Canning~1999!. Children
rated how well they hear what the teacher is saying in the
eight different classroom situations and how well they hear
their peers speaking in the classroom. The anchor ends of the
scale were ‘‘very well’’ and ‘‘not at all.’’

The children were asked how well they could hear the
teacher in the following classroom situations.

~i! when the child could not see the teacher’s face;
~ii ! while the teacher was moving around the classroom;
~iii ! when the children were working in groups;
~iv! when there was no noise at all;
~v! when children were making noise outside the class-

room;
~vi! when there was no noise from outside the classroom;
~vii ! during exam conditions; and
~viii ! when children were outside during physical education

lessons.

Children were also asked if they could hear a classmate re-
sponding to a teacher’s question.

Section C collected demographic information. Both Sec-
tion A and Section B were preceded by series of trial items to
familiarize the children with the demands of the question-
naire and to allow for any problems or questions raised by
the children to be addressed.

A number of steps were taken to ensure the validity of
the questionnaire and the reliability of the children’s results.
The validity was established by ensuring that the noise
sources presented reflected those reported by children in the
open-ended pilot interviews, the published literature, and pi-
lot data collected in inner London locations. Differentiation
between noise sources and home and school was regarded as
a key indication of validity.

Children’s responses to rating their ability to hear the
teacher have been shown to be reliable by Arnold and Can-
ning ~1999!. The hear and annoy questions were extensively
piloted and shown to be understood by children of this age
range and to produce high levels of agreement with inter-
views. In addition, following Haines and Stansfeld~2000!,
children were assured that there were no right or wrong an-
swers, and the questions were read to the younger children.
Four different versions of the questionnaire were used to
prevent order effects, and different versions were used within
each class. As indicated in the participants’ section the
sample was representative of inner city children. Reliability
of the children’s responses was further established by com-
parison with teacher’s ratings of the same items.

C. Teacher questionnaire

To complement the children’s data, a questionnaire with
open-ended and closed questions was developed for the
teachers to determine:~a! the environmental noise~s! teach-
ers hear in the classroom;~b! the perceived impact that noise

has on their pupils’ performance; and~c! their perception of
noise as related to classroom and school activities. The five-
page questionnaire consisted of four parts. The sound
sources included in the teacher questionnaire were identical
to the ones in the children’s questionnaire to allow for com-
parison with the children’s responses.

D. Procedure

The questionnaires were administered to the year 2 and
year 6 classes during the school day. At the beginning of
each session, children were briefly introduced to the project.
This introduction was followed by a thorough description of
the questionnaire and an explanation of the way children
should record their answers. Children were told that they
could work at their own pace, as the questionnaire was not
time limited. In addition, the administrators assured partici-
pants about confidentiality. Children were allowed and en-
couraged to ask questions at any time during the presentation
and were assured that there were no right or wrong answers.
They were told that their own views were important. Chil-
dren were keen to express their opinion.

Year 6 children completed the questionnaire as a class,
while year 2 children were taken in smaller groups with a
maximum size of ten children. Once the task was described
each question was read aloud to the children, and when the
whole group was finished the next question was read aloud.
The questionnaire completion time for the year 6 children
was 20 min and for the year 2 pupils 35 min.

The teacher questionnaire was given to the teachers of
all the classes used in the pupil survey. It took approximately
20 min to answer all the questions. The year 6 teachers com-
pleted the questionnaire at the same time as their pupils,
while the year 2 teachers completed the questionnaire during
break time.

IV. RESULTS

The results are presented in six sections. The first sec-
tion provides objective measures of the levels of environ-
mental noise that the children are exposed to at their schools.
The second section describes the children’s ability to differ-
entiate across various listening contexts in their classrooms.
The relationship between the children’s scores and the objec-
tive measures of environmental noise are outlined in the next
section. The subsequent section describes the noise sources
heard in classrooms and homes and whether children are
annoyed by these sources. The fifth section considers the
relationships between children’s reported hearing and annoy-
ance levels and the objective noise measurements; the final
section compares the children’s and the teachers’ views.

A. Exposure to environmental noise

An external noise survey of 53 schools in the area in-
cluding 43 schools in the questionnaire survey was carried
out ~Shield and Dockrell, in press!. Five-minute samples of
noise were measured outside each school using a Bruel &
Kjaer hand-held sound-level meter, type 2236. For security
reasons measurements were made off the school premises,
where possible outside the noisiest fac¸ade, at the curbside of
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the nearest road. In many cases the measurement position
was at approximately 4 m from the school fac¸ade. For con-
sistency measurements at other positions were corrected to
give the corresponding level 4 m from the fac¸ade.

The 5-min measurement period was chosen to be typical
of the school day. For this reason rush hours, times when
children were arriving at or being collected from school, and
when children were outside in the school playground were
avoided.

The means and standard deviations of the measured pa-
rameters LAeq,5 min, LA10,5 min, LA90,5 min, LAmax,5 min, are
shown in Table I.

In addition to noise levels, during the 5-min measure-
ment period the noise sources heard were noted. Percentages
of recorded instances of the most frequently heard external
noise sources occurring during the survey are presented in
Fig. 1. The most commonly occurring source of noise was
road traffic, principally cars. Sirens were heard at surpris-
ingly few schools, although they are commonly regarded as a
regular feature of the London noise environment.

B. Children’s ability to differentiate between listening
context

Children’s scores of their ability to hear the teacher
~Section B of the questionnaire! in the different contexts are
reported in Table II. The maximum possible rating was 5 and
the minimum rating 1. As the table shows, the full scale was
used by the children. These data are not normally distributed
so nonparametric statistical analysis was carried out. Chil-
dren’s reported ability to hear the teacher varied significantly
across situations (X254426,p,0.001) with ‘‘no noise out-
side the classroom’’ and ‘‘doing a test’’ reported as the best
listening conditions and ‘‘noise being made outside’’ by
other children the worst. Comparisons were made between
the ratings of the year 2 and year 6 children as shown in
Table II. Younger children generally reported that hearing the

teacher was significantly more difficult. There was a statisti-
cally significant difference between the two age groups in six
of the nine situations assessed: when the teacher ‘‘was talk-
ing and moving’’ (U5394 579.5,p,0.001); ‘‘no noise out-
side’’ (U5394 382,p,0.001); ‘‘doing a test’’ (U
5355 254.5,p,0.001); ‘‘PE in the playground’’ (U
5461 915.5,p,0.001); ‘‘no noise at all’’ (U5409 882.5,p
,0.001); and ‘‘classmate speaking’’ (U5418 452,p
,0.05). In contrast, relative to the younger children the
older children reported significantly greater difficulty when
they could not ‘‘see the teacher’s face’’ (U5392 595.5,p
,0.001) and when ‘‘children were making noise outside
classroom’’ (U5423 164,p,0.001). There were no group
differences in reported hearing acuity when children were
working in groups (U5490 863.5, ns!. These results indicate
that primary school children are able to judge situations
where they have difficulty hearing the teacher, and that
younger children report relatively greater difficulty than
older children. Children are thus able to discriminate be-
tween situations with varying amounts and types of noise.

C. Comparison of children’s listening scores with
external noise measurements

The relationships between external noise levels and chil-
dren’s hearing across situations was assessed by a series of
correlations. There were no significant relationships between
the objective external noise measures and children’s reported
ability to hear in eight of the nine conditions assessed. How-
ever, reported ease of hearing the teacher in the classroom in

FIG. 1. Percentages of occurrences of external noise sources outside school.

TABLE I. Means and standard deviations of external levels in survey area.

LAeq,5 min LA10,5 min LA90,5 min LAmax,5 min

Mean s.d. Mean s.d. Mean s.d. Mean s.d.

57.4 8.8 59.4 9.0 49.2 7.7 70.1 10.5

TABLE II. Reported hearing acuity by year 2 and year 6 children in different school contexts.

Rank
1—very well
5—not at all p

Year 2 Year 6

Mean Std deviation Mean Std deviation

Cannot see teacher’s face 1.93 0.84 2.34 1.02
Teacher talking

and moving
,0.001 2.29 0.83 1.96 0.95

Working in groups 2.44 0.93 2.39 1.11
No noise outside ,0.001 1.90 0.93 1.68 1.10
Children making noise

outside
2.70 1.08 3.01 1.06

Doing a test ,0.001 1.87 0.89 1.53 1.04
PE in playground ,0.001 2.79 1.05 2.62 1.09
No noise at all ,0.001 1.46 0.83 1.24 0.79
Speaking classmate ,0.05 2.47 1.00 2.15 1.00
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the ‘‘no noise outside’’ condition was related to external
noise measurements. The higher the objective noise levels
the less likely the children were to report being able to hear
the teacher~for LAeqr 50.365, p,0.05, for LAmaxr 50.338,
p,0.05, for LA99r 50.330, p,0.05, for LA90r 50.376, p
,0.05, forLA10r 50.345,p,0.05). All aspects of the sound,
ambient (LAeq), background (LA90), and underlying (LA99)
noise levels, plus maximum levels due to individual events
(LAmax), were related to the children’s ability to hear the
teacher. These variables account for, on average, 11% of the
variance in the children’s responses, withLA90 accounting
for the highest proportion of variance~14%!. Thus, external
school levels did affect the children’s reported relative ease
of hearing their teacher when other confounding noise
sources such as other children in the classroom or teaching
contexts were not relevant.

D. Environmental noises heard by children at home
and at school

The following analyses consider children’s awareness of
particular forms of environmental noise at home and at
school, and relative annoyance caused by different sources.
Children reported hearing a wide range of environmental
noise sources both at home and school. The percentages of
children reporting hearing the different sources at home and
at school are shown in Fig. 2. As the figure shows, different
patterns emerge for reported hearing in class and at home. A
mean score for hearing each sound source was computed for
each class and this was compared with their class mean hear-
ing score for hearing at home. Significant differences
emerged for all home–school pairs apart from hearing music
(t50.572, df550, ns! with children significantly more likely
to report hearing sounds at home for animals (t5220.03,
df550, p,0.001); phone (t5214.21, df550, p,0.001);
bus (t523.38, df550, p,0.001); TV (t5225.4, df550,
p,0.001); motorbike (t528.33, df550, p,0.001); car (t
526.465, df550, p,0.001); train (t522.98, df550, p
,0.01); trees (t525.96, df550, p,0.001); helicopters (t
5210.52, df550, p,0.001); sirens (t5210.18, df550,
p,0.001); stereos (t5223.45, df550, p,0.001); planes
(t529.89, df550, p,0.001); trucks (t525.18, df550, p
,0.001). To some extent these results reflect the typical
sound sources that occur in homes such as stereos and TVs.
However, in addition, it is also likely to reflect a lack of

precision in the question asked and the concept of ‘‘home.’’
Home could include living room, kitchen, bedroom, or gar-
den, thus allowing much more variation in the child’s inter-
pretation of the questions, whereas the school question re-
ferred to classrooms only. Nevertheless, the fact that children
discriminated between the two environments provides fur-
ther evidence of the reliability of the measure.

Once the children’s reporting of hearing a sound source
is controlled, the annoyance levels are similar between home
and school for all items. Moreover, ratings of annoyance at
home and at school are highly correlated: phone (r
50.331,p,0.05); bus (r 50.409,p,0.01); TV (r
50.445,p,0.001); motorbike (r 50.566,p,0.001); car (r
50.566,p,0.001); train (r 50.524,p,0.001); trees (r
50.676,p,0.001); helicopters (r 50.344,p,0.05); sirens
(r 50.534,p,0.001); stereos (r 50.499,p,0.001); planes
(r 50.646,p,0.001); trucks (r 50.421,p,0.001); except
for animals (r 50.23, ns!, and music (r 50.008, ns!. Thus, it
would appear that for the children the majority of sound
sources assessed in this questionnaire are annoying indepen-
dent of the context in which they are heard.

Tables III and IV show year group variation in hearing
and annoyance at school and school variation in hearing and
annoyance.

In general, older children were more likely to report
hearing a sound source when responding about classroom
and home listening conditions. However, age only accounted
for a small proportion of the variance, on average less than
1% of the variance. In contrast, younger children tended to
report greater annoyance but again little variance was ac-
counted for by age. Apart from trains and motorbikes the
younger children were statistically significantly more likely
to report being more annoyed by the external noise sources
that they hear. In contrast, older children seem to be more
aware of external noise sources.

Reporting of hearing and annoyance varied by school
for all sound sources. To conserve space the means of the 51
schools are not presented but chi-square, significance levels,
and variance accounted for by these data are presented in
Table IV. There were significant differences across schools
in the sound sources reported. In all cases, greater than 4% of
variance was accounted for by school location and for train
and phone noise school location accounted for 26% of the
variance. Thus, there was a clear indication that school and
class factors played a significant part in whether children
were reporting the occurrence of particular types of environ-
mental noise.

E. The relationship between objective noise
measures and pupils’ perceptions

The data did not allow comparison of reports of hearing
individual sound sources and actual occurrences, since a
maximum score of 1 occurred for the sources observed dur-
ing the acoustic survey at each school. However, relative
rankings of children’s observations could be established and
are presented in Table V. The most frequently reported sound
source was given a rank of 1. As the table shows, apart from
cars, which are ranked most frequently by children and ob-
served most often, there is little agreement. Of particular

FIG. 2. Percentages of children reporting hearing the sound source at home
and at school.
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significance is the high ranking of sirens by children but the
low ranking from the sound source observations. These data
indicate that the relationships between the observations of
individual sounds and children’s ratings do not correspond.
However, it is possible that measured noise parameters may
provide a more valid index for evaluating the children’s
judgments.

To establish whether children’s perceptions of noise and
annoyance related to the objective noise measures, it was
necessary to compute a single ‘‘hearing score’’ and a single
‘‘annoyance score’’ for each school. Children’s reports of
hearing an environmental sound and their relative annoyance
were combined to create a ‘‘school hearing score’’ and a
‘‘ school annoy score.’’ Given different numbers per class-

room and different base rates, these were computed as pro-
portion scores. Three different scores were computed:
‘‘ school hearing score,’’ which was the average of the class
reporting of all 14 different sound sources; ‘‘school annoy
score,’’ which was the average annoyance reported for the
whole class, and a ‘‘child annoy score,’’ which was the av-
erage annoyance score for children who reported hearing a
particular sound source. The scores are defined as shown in
Box 1. Child annoy scores are always greater than school
annoy scores since they are over a smaller base~only those
children who report hearing the sound source!. Overall, the
meanschool hearing scorewas 0.46~range 0.31–0.59!, the
mean child annoy score0.46 ~range 0.21–0.88!, and the
meanschool annoy scorewas 0.22~range 0.09–0.39!. While
school hearing scorewas significantly associated withschool
annoy score(r 50.615,p,0.01, n551), it was not related
to child annoy score(r 50.089,n551). Thus, the average

TABLE III. Percentages of children hearing a particular sound in their classroom and, having heard it, being
annoyed by it.

Noise target

Heard Annoyed

Year 2 Year 6 Significance Year 2 Year 6 Significance

Animal 32.4 25.1 X2513.217 44.9 38.4 X252.534
Phone 36.4 40.9 X254.331a 41.0 41.4 X250.013
Music 57.0 53.0 X253.919a 40.4 34.8 X253.638
Bus 35.1 37.9 X251.616 55.9 47.5 X255.213a

TV 32.3 22.2 X2526.479b 30.1 20.0 X257.229c

Motorbike 52.1 58.8 X259.187c 58.8 61.1 X250.610
Car 67.6 73.9 X259.879c 53.3 45.0 X259.778c

Train 19.1 24.5 X258.474c 58.2 66.1 X254.388a

Trees 42.4 44.9 X251.316 22.9 19.7 X251.376
Helicopter 43.0 53.7 X250.098 56.9 46.4 X2511.564c

Sirens 49.8 69.0 X2576.908b 67.6 52.0 X2528.097b

Stereo 27.9 34.2 X259.268c 47.0 24.7 X2533.812b

Planes 55.5 53.5 X250.776 47.3 34.6 X2518.253b

Trucks 53.4 61.9 X2514.556b 58.2 59.1 X250.90

aReported significance level of 0.05.
bReported Significance of 0.01.
cReported significance of 0.001.

TABLE IV. School variation in hear and annoy data with variation ac-
counted for~DF 42!.

Noise target

Hear Annoy

Significance

Variation
accounted

for Significance

Variation
accounted

for

Animal X25153.025a 8% b

Phone X25531.147a 26%
Music X25196.498a 12%
Bus X25451.864a 22%
TV X25236.398a 12%
Motorbike X25390.941a 19%
Car X25478.470a 24% X2591.822a 6%
Train X25534.662a 26%
Trees X25158.456a 8%
Helicopter X25113.344a 6% X2580.744a 7%
Sirens X25186.951a 9% X2580.569a 7%
Stereo X2586.880a 4%
Planes X2572.309c 4% X2586.294a 8%
Trucks X25233.565a 12% X2559.271d 5%

aReported significance level of 0.001.
bA blank cell indicates that sig cannot be computed because greater that 5%
of cells have expected frequencies less than 5

cReported significance level of 0.01.
dReported significance of 0.05.
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reporting of hearing sound sources was related to the overall
annoyance levels expressed by a class but not individual re-
ported annoyance levels.

School hearing scorewas related toLA99 (r 50.52, p
,0.01,n538), andLA90 (r 50.433,p,0.01,n538). How-
ever,school annoy scorewas related toLAmax (r 50.326,p
,0.05,n538), LAeq (r 50.359,p,0.05,n538), andLA90

(r 50.35, p,0.01, n538), whereaschild annoy scorewas
only related toLAmax (r 50.333, p,0.01, n538). Thus,
children in classrooms where schools had higher external
background noise levels reported hearing, on average, higher
percentages of external sound sources. In contrast, ambient
and maximum noise levels were a significant factor in report-
ing levels of annoyance but not levels of hearing sound
sources.

Multiple regression analyses were conducted to investi-
gate the combined and unique contribution of noise levels on
bothannoymeasures andschool hearing score. These analy-
ses only included those noise variables that were signifi-
cantly correlated with the target measure. No significant
model emerged forschool annoy score, whereas forchild
annoy scorea significant model emerged (F1,3754.485, p
,0.05, adjustedR square 0.086!. The model accounted for
little of the variance in children’s responses. In contrast, a
highly significant model emerged forschool hearing score
(F1,37514.210,p,0.001, adjustedR square 0.448!, where
objective noise measures (LA90 andLA99) accounted for 45%
of the variance in the children’s responses.1 Moreover, a

stepwise regression indicated that both measurements con-
tributed unique variance. Children who were in classes in
schools with higher underlying external noise levels were
reporting higher over all noise awareness.

F. The relationship between teachers’ and children’s
reports of sound source

Figure 3 shows the percentages of both children and
teachers reporting hearing various sound sources.

As shown in Fig. 3, teachers reported similar levels of
hearing environmental noise sources as the pupils, but teach-
ers reported sirens more often than the children. The corre-
lation between children’s and teachers’ rankings of sound
sources was very high (r 50.945,p,0.001). These data fur-
ther support the reliability of the children’s ratings. Since the
questionnaire was completed by only one teacher in 20
schools, by two teachers in 11 schools, and by three teachers
in the remaining three schools, it is not possible to calculate
correlations with any of the objective noise measures and,
because of high selection in the teacher sample, generaliza-
tions cannot be drawn.

V. DISCUSSION AND CONCLUSION

The current study aimed to ascertain children’s percep-
tions of their noise environment and how the children’s per-
ceptions related to objective measures of noise. Precision,
specificity, and consistency of responding were established
through the use of convergent measures. The results have
confirmed earlier work indicating that children in primary
schools are exposed to high levels of environmental noise. In
addition, the data demonstrate that external school levels in-
fluenced the children’s reported relative ease of hearing their
teacher when other confounding noise sources or classroom
teaching contexts were not a factor. Children and teachers
reported hearing similar noise sources in classrooms and
children were annoyed by similar sources of noise both at
home and school.

Age differences in reported audibility were noted. Older
children reported greater ease of hearing in all conditions
where the teacher’s face was visible, but for this age group
hearing was reduced relative to younger children when there
was background babble from other children outside in the
playground. It appears that the older children may be making
greater use of the information from the teacher’s face and are
more distracted by speech-like interference~Shield and
Dockrell, 2003!. However, younger children were often
placed in seating arrangements that would detract from hear-
ing well, for example, small groups facing each other around
a table. Younger children also have greater difficulties pro-
cessing language and maintaining attention. These results in-
dicate that primary school children are able to judge situa-
tions where they have difficulty hearing the teacher, and that
younger children report relatively greater difficulty than
older children, although the exact reasons for these develop-
mental differences are not clear from these data.

Children reported hearing a wide range of different
sound sources in their classrooms and, while there were
some age differences in reporting sound sources, this vari-

FIG. 3. Comparison of teachers’ and children’s reporting hearing sound
sources at school.

TABLE V. Children’s ranking of hearing in school by sound source and the
rank of externally observed sources from most frequent~1! to least frequent
~11!.

Sound source Rank of child scores
Rank of external

observations

Cars 1 1
Sirens 2 11
Truck 3 3
Motorbike 4 9
Aircraft 5 2
Music 6 8
Helicopter 7 10
Trees 8 6
Bus 9 3
Birds/animals 10 5
Train 11 7
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able accounted for little of the variance. In contrast, a sig-
nificant proportion of the variance in children’s recorded
sound sources was accounted for by school/classroom loca-
tion. These data are likely to reflect both the school’s loca-
tion and the structure of the building. Moreover, children in
classrooms where schools had higher objective measures of
external background noise levels reported hearing, on aver-
age, higher percentages of external sound sources. This rat-
ing was related to the background noise levels measured out-
side their school.

In contrast to the ratings for hearing the sounds, the
children’s reported levels of annoyance were related to the
maximum noise levels recorded outside the schools. There
was a clear hierarchy of sounds that was found to be annoy-
ing, whether they were heard at home or at school. Trains,
motorbikes, trucks, and sirens were rated as the most annoy-
ing, while trees were rated as the least annoying. Correla-
tions between annoyance levels and recorded sound levels
were similar to those reported in studies with adults.

The present data indicate that young children are sensi-
tive to noises in their environment and can discriminate noise
sources that annoy them. ExternalLAmax levels are a signifi-
cant factor in reported annoyance, whereas externalLA90 and
LA99 levels are a significant factor in determining whether or
not children hear sound sources. Moreover, the higher the
objective external noise levels recorded for a school, the less
likely the children were to report being able to hear the
teacher.

Thus, the data from the current study suggest that the
impact of different aspects of noise on children’s perceptions
and behaviors needs to be addressed. The maximum noise
levels reflect sporadic episodes that the children find annoy-
ing. There is also evidence that unexpected irrelevant sounds
influence the performance of adults on specific cognitive
tasks ~Joneset al., 1999!. Background noise at the levels
reported outside these schools are not associated with the
children’s reported level of annoyance, although it is related
to their awareness of noise. Nonetheless, high levels of back-
ground noise have been found to influence academic attain-
ments.

The data from the current study support the view that
children can be sensitive judges of their noise environments.
Future work will need to specify the bases for developmental
changes and physical and locational factors that determine
the school effects.
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The majority of research on annoyance as an important impact of noise, odor, and other stressors on
man, has regarded the person as a passive receptor. It was however recognized that this person is an
active participant trying to alter a troubled person–environment relationship or to sustain a desirable
one. Coping has to be incorporated. This is of particular importance in changing exposure situations.
For large populations a lot of insight can be gained by looking at average effects only. To investigate
changes in annoyance and effects of coping, the individual or small group has to be studied. Then
it becomes imperative to recognize the inherent vagueness in perception and human behavior.
Fortunately, tools have been developed over the past decades that allow doing this in a
mathematically precise way. These tools are sometimes referred to by the common label:
soft-computing, hence the title of this paper. This work revealed different styles of coping both by
blind clustering and by~fuzzy! logical aggregation of different actions reported in a survey. The
relationship between annoyance and the intensity of coping it generates was quantified after it was
recognized that the possibility for coping is created by the presence of the stressor rather than the
actual fact of coping. It was further proven that refinement of this relationship is possible if a person
can be identified as a coper. This personal factor can be extracted from a known reaction to one
stressor and be used for predicting coping intensity and style in another situation. The effect of
coping on a perceived change in annoyance is quantified by a set of fuzzy linguistic rules. This
closes the loop that is responsible for at least some of the dynamics of the response to a stressor. This
work thus provides all essential building blocks for designing models for annoyance in changing
environments. ©2004 Acoustical Society of America.@DOI: 10.1121/1.1719024#

PACS numbers: 43.50.Qp, 43.50.Rq, 43.66.Lj@DKW# Pages: 2974–2985

I. INTRODUCTION

The impact of noise exposure on man has widely been
studied.1,2 Dosage effect relationships that describe the aver-
age reaction of a large group of people to noise were derived,
in particular for annoyance.3–6 It is less often recognized,
however, that the receptor is an active agent trying to alter a
troubled person–environment relationship or to sustain a de-
sirable one. Any attempt to manage the specific external and
internal demand of stressors which are appraised as taxing or
exceeding personal resources can be labeled as coping.7 Only
a handful of researchers have included coping in the study of
noise impacts.8–11

This paper looks in greater detail at the relationship be-
tween reported noise annoyance, which can be regarded as a
mild form of expressed anger experienced when people are
exposed to unwanted or intrusive sound, and more active
forms of coping. It may come as a surprise to some that noise
exposure is not included as a primary trigger in this study.
Indeed, personal instantaneous perceived loudness and intru-
siveness plays an important role in the coping process. How-

ever, as in many studies, only average (Ldn) façade expose
could be obtained for the survey locations. Building insula-
tion, access to quiet backyard, organization and layout of the
house, temporal and spectral structure of the noise, actual
day–night fluctuation, combined exposure to different
sources, time spent at home, or contributions from neighbor
noise cannot be taken into account accurately in a large scale
study and yet they can have a significant impact on instanta-
neous perceived loudness and intrusiveness. Retrospective
questioning regarding perceived loudness and intrusiveness
in a survey is rather difficult. Annoyance, although related to
loudness, is influenced by a multitude of personal and envi-
ronmental factors.12 On one hand this limits its use as an
indicator for personal exposure but on the other hand it is
insensitive to the above-mentioned problems related to the
use ofLdn.

From a methodological point of view, the innovation
brought about by this work rests on the recognition that noise
annoyance and coping are inherently vague concepts. Mod-
els dealing with such concepts should therefore be con-
structed in a more soft, human-like way.12–14A whole arsenal
of mathematical tools is available for this purpose. The
analysis presented here selects and uses a few suitable ones.

The main research questions considered in this work are:
a!Author to whom a correspondence should be addressed; electronic mail:
dick.botteldooren@intec.Ugent.be
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~1! Can grouping a subset of reactions to noise lead to the
identification of coping strategies or coping styles? In
Sec. III soft computing techniques, in particular fuzzy
clustering and self-organized maps are used to answer
this question.

~2! Is annoyance a predictor for coping? Section IV ad-
dresses this question in a statistical manner for a large
population and in a fuzzy, possibilistic sense for smaller
groups and individuals.

~3! Do nonexposure factors influence coping intensity, cop-
ing strategy, and coping style? In Sec. V the existence of
such a factor is verified by means of a comparison of
coping with noise and coping with odor.

~4! Does coping have a positive or negative effect on per-
ceived annoyance? This important question for noise
management applications is considered in the final sec-
tion of this paper.

II. THE DATABASE

Although the focus of this paper is on new methods to
describe the soft relationships between impacts of noise ex-
posure and their consequences, the interesting features of this
new methodology will be clarified by applying them to an
example database. This database is described in general in
this section and relevant variables are defined to allow fast
reference in subsequent sections.

The data are primarily obtained from a survey conducted
in Flanders involving 3200 subjects. The general topic of the
survey was the influence of odor, noise, and too much light
on the living environment. The survey was presented as such
to the subjects. Selection of subjects was done in two stages.
In a first stage, households were randomly selected. The
member of each selected household aged above 16 whom
had his/her birthday coming up first was contacted by tele-
phone, convincing the person to participate in the study. This
process was repeated, making sure that the sample was rep-
resentative of the demographic factors age, gender, and prov-
ince. The selected subjects were then sent the questionnaire
by mail. They were reminded to participate in the survey
after 3 weeks by telephone if they did not send the question-
naire back promptly. Finally, 64% of the questionnaires that
were sent out were received. The survey was part of the
Investigation of the Environmental Living Quality performed
on behalf of the Flemish Environmental Administration
~AMINAL ! by Deloitte&Touche and M.A.S.

The questions of relevance for this study are as follows.

~1! The general noise annoyance question that was formu-
lated in accordance with34 and presented a five point
categorical scale to the subjects. The answer to the ques-
tion will henceforth be referred to using the variableA.

~2! A similar question for annoyance by odor, variableO.
~3! A similar noise annoyance question related to particular

groups of sources~e.g., road traffic, air traffic, etc.!, vari-
able Ax , wherex refers to the source.Ox refers to the
corresponding odor questions.

~4! A set of questions asking for the perceived change in
annoyance over the past two years. A symmetrical five

point categorical scale is provided, labeled ‘‘the situation
did not change,’’ ‘‘ annoyance increased strongly,’’ ‘‘ in-
creased somewhat,’’ ‘‘ decreased somewhat,’’ ‘‘ strongly
decreased.’’ The question was only related to noise an-
noyanceAd and annoyance by odorOd , not to particular
sources.

~5! Questions about ‘‘actions’’ taken in response to noise/
odor exposure. These were yes/no questions. The ‘‘ac-
tions’’ inquired about were:

~a! Thought about filing a complaintCtc ;
~b! Filed a complaint onceCcl ;
~c! Filed several complaintsCcm ;
~d! Thought about movingCtm ;
~e! Contacted a lawyerCla ;
~f! Joined an action groupCag ;
~g! Talked to those responsible for the noiseCta ;
~h! More carefully closed windows, doors, window blend,

... Ccw ;
~i! Reorganized or modified the houseCrm .

III. COPING

A. Short introduction to coping

Coping can briefly be defined as any attempt to manage
the specific external and internal demands of stressors, which
are appraised as taxing or exceeding personal resources.7 The
appraisal of the stressor comes first and the function of cop-
ing is therefore to alter a troubled person–environment rela-
tionship or to sustain a desirable one. Because the environ-
ment changes constantly the significance of these changes is
reappraised and may lead to altered coping strategies. In this
repeated process of appraisals and reappraisals emotions play
an important role.15 Annoyance is a mild form of anger
people often experience when they are exposed to unwanted
or intrusive sound which interferes with their daily life. It is
of obvious importance to know which actions are triggered
by the negative emotions experienced and how the actions
relate to each other before we can effectively analyze the
relationship between annoyance and coping under noise or
odor exposure.

It has to be mentioned here that coping with such envi-
ronmental stressors has been studied only on a limited scale
and the few published studies show discrepant results. The
few published field studies show discrepant results with re-
gard to the effect of coping on annoyance or other indicators
of health or quality of life.11,16,17 Different concepts and
methods used, different contexts, and the cross-sectional na-
ture of these studies limit comparability.

Furthermore, differences in the effect of coping on an-
noyance are to be expected between noise and odors. Al-
though both exposures fall under the umbrella of ambient
stressors18 due to their continuous background existence with
varying intensity, odors are considered to be more intractable
than noise—again depending on the social and environmen-
tal context of the study.19–21 Given the inconsistency of the
existing body of evidence a broad approach to the issue un-
der study is therefore advisable.
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B. Clustering coping descriptors

Grouping of response to noise exposure can be done by
clustering the subjects based on their response to the nine
coping related questions. Such clustering does not make use
of any prior knowledge of the relationship between the ac-
tions described by these questions. The biggest pitfall asso-
ciated with such blind techniques is the possibility for over-
fitting the data, thereby limiting the conclusions to the
specific sample at hand. Two techniques are proposed for this
pre-analysis task.

Fuzzy c-means clustering22 is a direct extension of crisp
k-means clustering, but allows elements to belong partly to a
number of clusters. The clusters are fuzzy sets over the uni-
verse spanned by the variables. The technique alters the lo-
cation of the cluster centers to minimize an objective func-
tion that contains an additional parameter that controls the
degree of fuzziness in the outcome. Using theMATLAB tool-
box ‘‘fuzzy/fcm revision 1.6,’’ the coping data were clustered
into an increasing number of clusters. In Table I, the clusters
obtained when ten clusters are initiated are described by the
prominent members~having high membership values! of
these fuzzy sets. Table I also indicates which clusters were
already identified when only seven or four clusters are initi-
ated.

Self-organizing maps~SOM, also referred to as Ko-
honen neural networks!23 are a more subtle and highly non-
linear way to organize data, inspired by the human brain. A
set of input neurons is associated with the variables repre-
senting the answers to the coping questions. Each of these
nodes is connected to a two-dimensional array of neurons.
An iterative procedure, the learning process, changes the
weights of all connections to the neuron that responds more
strongly, and its neighbors. The area of influence is gradually
reduced during the process. The result is a two-dimensional
mapping of all data records~subjects in the survey!. Interpre-
tation of the results is not trivial. Euclidian distance has no
meaning in this map. One possibility to examine the similar-
ity of neighbor nodes consists in computing and drawing the
u-matrix. This is a matrix obtained by summing the Euclid-
ian distances between the points in the original multidimen-
sional space mapped to adjacent nodes. A SOM is con-
structed~MATLAB toolbox SOM24! for the coping universe.

Its u-matrix is shown in Fig. 1. Each labeled node represents
a neuron and is surrounded by six cells that are shown darker
if the neighbor in that direction is further away. Uniform
regions are automatically labeled. By examining subjects
whose coping answers are mapped to the center of a labeled
area, the areas can be interpreted~Table II!. From the
u-matrix it is however obvious thatsom3and som4are on
average very close and the same holds forsom2and som5.
The distance between this second group andsom1is smaller
than between the other clusters.

C. Social, political, and active coping

In the literature several attempts have been made to
identify styles of coping. The most parsimonious classifica-
tion distinguishes between problem- and emotion-oriented
coping.7 Although both coping styles are typically combined,
our analysis focuses here on problem-oriented styles, which
are easier to ask respondents in large field surveys, are more
closely related to policy options~citizen involvement, em-
powerment!, and have shown higher reliability scores.17 An
earlier investigation9 also suggested that the relationship with
noise annoyance is more pronounced for problem-oriented
activities. It is expected that either perceived control is
reached by coping and annoyance may decrease or coping
failed and annoyance increases as a sign of sustained stress
or activation. Studies on exposure to industrial odors have

TABLE I. Fuzzy clusters obtained by fuzzy c-means clustering using dif-
ferent numbers of clusters and description of the typical members of these
fuzzy sets.

10 clusters 7 clusters 4 clusters Description

cl1 A A Ccw only
cl2 Ccw andCrm but no other action
cl3 A Ctc only
cl4 A A Ccw andCtc but no other action
cl5 A Ccw andCtm but no other action
cl6 A A No action at all
cl7 1/2 1/2 Ccl sometimes combined withCcw

andCta

cl8 Cta andCcl , Ccm sometimes combined
with Ccw andCtm

cl9 A Cta only
cl10 Ctc , Ccw andCta

FIG. 1. U-matrix of the SOM of the coping universe.

TABLE II. Description of the areas~clusters! identified in the SOM.

Cluster Description

som1 No action at all
som2 Cta or Ctm and no other action
som3 Ctc but notCcw nor Crm , other actions sometimes
som4 (Ctc or Ccl or Ccm) andCcw , other actions sometimes
som5 Crm and sometimesCcw but no other actions
som7 Ccw but not Crm nor (Ctc or Ccl or Ccm), other actions

sometimes

2976 J. Acoust. Soc. Am., Vol. 115, No. 6, June 2004 D. Botteldooren and P. Lercher: Annoyance and coping with noise



revealed higher annoyance in individuals with a problem-
oriented coping style, while emotional strategies seemed to
reduce annoyance.16,17 It was hypothesized that regulating
the emotions may be more effective, since active coping un-
der odor exposure is very limited. However, the effectiveness
of the used emotional style~comforting versus avoidance!
was inconsistent in these two major studies.

For a more focused analysis, we distinguished three sub-
styles in this study: active coping~with an assumed direct
effect on exposure level!, social coping ~seeking social/
administrative support!, and political coping~using citizen
power!.

The coping variables in the survey are yes/no or true/
false answers, thus binary logic. To represent social, politi-
cal, and active coping, partial truth will be used. The math-
ematical methodology~fuzzy logic! is based on extending
the range of possible values from$0,1% ~05false, 15true! to
the continuum@0,1#. Table III shows the partial truth values
associated with the aggregated coping variables when par-
ticular coping questions are answered affirmatively. These
values are added when more than one question is answered
affirmatively.

D. Discussion

From the above-noted clustering analyses, a very stable
cluster of subjects thatmore carefully closes windows, doors,
window blend,... but takes almost no other action, is identi-
fied. This cluster emerges in the fuzzy c-means clustering
analyses and in the SOM. A second cluster of subjectsthinks
about filing a complaint. There are two subclasses in this
class; a first group does not seem to combine this with other
actions; a second group also copes by actually filing the
complaint and bymore carefully closing windows, doors,
window blend,... . The first subclass is observed both by
fuzzy c-means clustering and in the SOM, the second sub-
class is scattered over a few clusters if fuzzy c-means clus-
tering is used. Another class of subjectsthinks about moving
or talks to those responsible for the noise. This group is very
close to the cluster thatreorganizes or modifies their house,
sometimes combined withclosing windows. This last cluster
is also identified using fuzzy c-means clustering but only
when ten clusters are used. Fuzzy clustering resulted in two
clusters that containtalking to the person responsible for the
noise. In one of those clusters several other actions are
found.

In interpreting these results one should consider that
there are three important causes for clustering. The action
mentioned may be typical for a certain level of exposure or
the subjects may react to noise in a typical personal manner.

Moreover, particular actions can be better suited in response
to particular causes of annoyance~e.g., road traffic noise or
neighbor noise or odors!.

Do these results of blind clustering correspond to the
coping styles and behaviors previously defined in literature?
This can be analyzed by looking at the average truth-value
for social, active, and political coping in each of the classes
obtained by self-organized mapping of the data of the survey
in Fig. 2. In this analysis all records are categorized in ex-
actly one class~nonfuzzy cluster!, hence some noncrisp sub-
divisions can be expected. Nevertheless,som2clearly clus-
ters social copers,som3 clusters those mainly coping
politically, and clustersom5andsom7groups active copers.
Those in clustersom4 show all types of coping. A more
detailed inspection revealed that this cluster groupsstrongly
to extremelyannoyed subjects which accounts for the very
strong coping. This analysis shows that blind clustering in-
deed partly reveals coping styles.

IV. NOISE AS A PRIMARY TRIGGER FOR COPING

It is obvious that exposure to noise is a prerequisite for
coping with the experienced, unwanted effects of noise. Most
research on coping8–11 includes a noise exposure~e.g.,Ldn)
variable in the analyses. In Ref. 9 it was shown that the odds
ratio for several activities that fall under the larger umbrella
of coping, are stronger for reported noise annoyance than for
noise levels. This led us to hypothesize that reported noise
annoyance might be a more accurate descriptor of the pre-
requisite for coping. Moreover, as explained in Sec. I, there
are several reasons why the calculatedLdn may not be an
accurate descriptor for perceived exposure and intrusiveness.

A. Average coping by a large group

Mainly for comparability with previous work, a classical
analysis is performed on the survey data. The percentage of
the population that is acting in response to noise as a func-
tion of reported noise annoyance is investigated for the

TABLE III. Partial truth-value associated with the aggregated coping variables for each of the coping questions.

Ctc ~Ctc and not Ccl and not Ccm! Ccl Ccm ~Ccl and not Ccm! Ctm Cla Cag Cta Ccw Crm Cp Ca Cs

Political, Cp 0.5 0.9 0.65 0.1
Active, Ca 0.4 0.5 0.1
Social,Cs 1
General,C 0.4 0.5 0.1

FIG. 2. Truth-value of political, active, and social coping in the clusters
obtained by SOM.
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whole population of Flanders. Figure 3 shows both the per-
centage of the single questions and the aggregated coping
styles~active, political, and social!. This result is obtained by
adding partial truth-values over all subjects.

B. Coping by individuals or smaller groups

Because of the inherent vagueness in the concepts in-
volved and because not all personal, contextual, and social
factors are known, it is not possible to predict coping activi-
ties for an individual or a small group in a classical crisp
way. Fuzzy set theory was chosen as a concept to represent
the available knowledge. The general idea here is to relate
fuzzy sets defined in the antecedent space, the universe of
noise annoyanceUA , to fuzzy sets defined in the consequent
space, the universe of copingUC . Since noise annoyance is
already categorical, the corresponding fuzzy sets in the cop-
ing universe are derived for each annoyance category.

A fuzzy set,X, is described by a possibility distribution
or membership function,X(u), ;uPU. Statistical analysis
of the database results in a conditional probability distribu-
tion that will be transformed into a possibility distribution
using methods described in literature. Figure 4 shows a curve
for noise and odor, fitted to the observed cumulative prob-
ability distributions forC under different conditions forA.
For the three highest levels of annoyance, the integral of an
asymmetric Gaussian distribution was fitted since it is quite
commonly used for representing membership functions be-
cause of its derivability. For reported noise annoyance cat-

egories ‘‘not at all’’ and ‘‘a little,’’ an exponential distribution
seemed more appropriate. Probability distributions corre-
sponding to the fitted curves are shown in Fig. 5. With fuzzy
calculus in mind, these distributions were normalized to ob-
tain a maximum level equal to one. This is actually one of
the simplest transformations from probability to possibility.25

Geer and Klir proposed an ‘‘information preserving transfor-
mation’’ between probability and possibility.26 They use a
discrete universe for defining their distributions and obtain
the ith elementp i of the possibility distribution from the
probability pi as

p i5S pi

sup
j

~pj !D a

, ~1!

where the exponenta is obtained by asserting that the total
uncertainty must be preserved in the transformation between
probability and possibility. The rationale behind this transfor-
mation is that the same underlying knowledge is to be rep-
resented in both frameworks. The exponent was calculated
for each distribution given in Fig. 5, resulting in the possi-
bility distributions shown in Fig. 6.

The possibility distributions must be interpreted as fol-
lows. As noise annoyance increases it becomes possible that
individual people start coping with this burden to some ex-
tent. Without additional information on the subject, it is im-
possible to find out who exactly is coping and who is not.

FIG. 3. Percentage of the Flemish population coping with noise as a function of reported noise annoyance category:~a! questions in the survey;~b! aggregated
coping variables.

FIG. 4. Cumulative distribution of the percentage of the population reporting different intensities of coping for various levels of reported general annoyance;
left: noise, right: odor.
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Uncertainty~nonspecificity! increases, as the possibility dis-
tribution gets wider for higher levels of reported general
noise annoyance.

It must be kept in mind that the labels used to report
annoyance could also be interpreted as fuzzy sets on a uni-
verse of annoyanceUA .27 This representation allows relating
the labels to each other. The five relations between annoy-
ance level~categorical, labels! and coping possibility distri-
bution can be aggregated to a fuzzy rule based representation
of knowledge. Here, a Mamdani approach is used. Each rule
is represented as

;uPUA ,;nPUC :Ri~u,n!5min~Ai~u!,Ci~n!!, ~2!

where Ai and Ci are membership functions~or possibility
distributions! for the ith annoyance category and the corre-
sponding coping possibility distribution derived earlier. All
rules,Ri , relating the same universes are aggregated to

;uPUA ,;nPUC :R~u,n!5max
i

~Ri~u,n!!. ~3!

Figure 7 shows this two-dimensional functionRA–C .
The diameter of the dots represents the possibility of each
combination of levels to occur together. Figure 7 is a
straightforward generalization of a classical function graphi-
cally represented by a sharp line. There is no causal path on
the relationship between reported general noise annoyance
and coping, implied by this representation of knowledge.

C. Discussion

Particular features such as a saturation ofCcw and other
active coping acts, and inCa for high noise annoyance~Fig.
3! are in qualitative agreement with earlier research.9,28,29,8In

a classical approach this fraction of the whole population
showing coping behavior is interpreted as the probability for
an individual to show coping behavior. For example, if it is
known that a person isstrongly annoyed~through question-
ing or simulation! then the probability for coping is 0.4; if
annoyance is justa little annoyed then this percentage drops
down to 0.08. The fuzzy set based view differs in two re-
spects. First, coping is regarded as a continuous gradual vari-
able that can take all values betweennot coping at all~the
value zero! andvery strong coping~the value one!. Second,
the single crisp level of coping is replaced by a possibility
distribution over all levels of coping. Thus, in the above-
given examples, all levels of coping are possible actions for
a strongly annoyed person~Fig. 6! although the possibility
for strong coping~levels close to one! is somewhat less pos-
sible. In the second example, for the person only a little
annoyed the possibility distribution demonstrates that only
low levels of coping have a finite possibility to be observed.
The fuzzy set interpretation of the data is less precise, but
does not claim any knowledge that is not available.

The dosage–effect relationship shown in Fig. 7 is rather
vague, especially for the higher levels of annoyance. This
vagueness has two causes; it is due to uncertainty on the one
hand and to inherent vagueness in concepts on the other
hand. The inherent vagueness neither in the concept noise
annoyance nor in the concept coping can be removed no
matter how large the amount of information regarding the
subject becomes available. Strong annoyance, for example,
is somewhere around 7.5 or 8 on a scale from 1 to 10 but no
one can give a crisp number. The uncertainty part may even-
tually be removed by collecting more information on the

FIG. 5. Renormalized probability distributions of coping levels for different levels of reported annoyance; left: noise; right: odor.

FIG. 6. Possibility distribution of coping levels for different levels of reported general annoyance; left: noise, right: odor.
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person and by constructing accurate models. In the Sec. V it
will be proven that this is indeed possible.

V. FACTORS THAT COULD MODIFY COPING
INTENSITY

It is reasonable to assume that the intensity of coping for
a given level of noise annoyance depends on additional fac-
tors. Personal and situational factors have been shown to be
the most promising candidates for research hypotheses.10,11,31

A. Method for average coping by a large group

In order to find out whether a stable personal factor de-
termines the level of coping, the reaction to different stres-
sors has to be compared. In this study, annoyance by noise
and odor and coping with noise and odor are included. This
allows us for the first time to test whether those people that
react with strong coping efforts to noise exposure also
strongly react to odor. Within the coping fuzzy sets related to
high andextremenoise annoyance, the subset of subjects that
actually cope with noise annoyance and those that do not are
first identified. This process can be described by the follow-
ing set of rules:

IF A is high or extremeAND C is someTHEN PF is
coper,

IF A is high or extremeAND C is noneTHEN PF is
noncoper,

where the noise annoyance variableA and the aggregated
coping variableC are used and where a new variablePF that
could be calledpersonal factoris introduced. In situations
not corresponding to either of the above-mentioned rules,
PF remainsunknown. The reaction of these three subsets of
the population to annoyance by odor can now be analyzed.
The result is presented in Fig. 8.

B. Method for coping by individuals or small groups

Let us turn back to the prediction of coping for an indi-
vidual or small group. The broad possibility distributions for
coping when strong or extreme noise annoyance are re-
ported, which are shown in Fig. 6 should theoretically be-
come sharper if information on coping habits can be intro-
duced. Based on the identification of copers using the odor
question, the fuzzy sets corresponding tostrong annoyance
are derived as explained in Sec. IV B and shown in Fig. 9.

C. Discussion

Copers, identified by their reaction to noise, on average
show significantly higher coping reaction to annoyance by
odor as well~Fig. 8!. A similar conclusion can be drawn for
the opposite relationship. Copers, identified by their reaction
to odor, show significantly higher coping reaction to noise
annoyance. Because less subjects arestrongly or extremely
annoyed by odor, the categoryunknownis much more popu-
lated and therefore the conclusion is less clear. One remark
must be made. In some cases, coping with noise and odor
result in the same actions~e.g., closing windows! and the
sources of noise and odor may be the same~e.g., road traffic!
explaining also the effect observed in Fig. 8. Therefore, cau-
tion is necessary before these results are compared with ear-
lier results from industrial odor pollution.

FIG. 7. Possibility distribution for the set of fuzzy rules relating general
noise annoyance to coping~diameter of bubbles is proportional to possibil-
ity!.

FIG. 8. Fraction of the population coping with annoyance by odor for three
subsets of the population; standard error is indicated.

FIG. 9. Fuzzy set~possibility distribution! on the UC corresponding to
strong noise annoyance for a coper and a noncoper as derived from the
individual’s reaction to odor.
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This analyses relies on soft-computing techniques only
for the selection of people showing some coping behavior,
but this can also be done by crisp selection on the basis of
individual answers to coping-related questions. Hence, we
call this the classical approach. As far as we know the
method used here to prove the existence of a personal factor
that determines the intensity of coping is in its kind a first.
Earlier studies have made direct attempts by including per-
sonality variables.

The main focus of this work is, however, on the re-
sponse of an individual or small group. In Sec. IV C it was
mentioned that part of the imprecision in the relationship
between annoyance and coping might be removed by adding
additional information regarding the individual. Knowing a
person’s reaction to another stressor is already more informa-
tion than we can hope to gather in policy support applica-
tions, but nevertheless, the possibility distribution obtained
using this knowledge~Fig. 9! is still quite vague. Further
increase of precision in the description of coping may be
possible by adding additional situational factors, but this re-
sult seems to indicate a large amount of intrinsic vagueness.
Unfortunately thePF coperor noncopercould not be related
to any of the demographic data~age, gender, type of house,
education! in the database using classical or soft computing
techniques due to the limited size of the database. For this
reason it can only be used for modeling purposes and policy
support if a reference survey for the particular small group is
available.

VI. INFLUENCE OF COPING ON ANNOYANCE:
FEEDBACK

Coping can influence reported noise annoyance in dif-
ferent ways. First, and this is the most straightforward effect
that should not be neglected, coping can be effective and
reduce exposure to unwanted sound. This can eventually re-
sult in lower noise annoyance. Coping was shown to reduce
the potential increase of blood pressure caused by exposure
to noise.10 It is therefore not unreasonable to look for a re-
duction in annoyance reported by those coping with the

noise. On the other hand, unsuccessful coping~that does not
reduce exposure! may further increase annoyance.9,30,11,16,17

A noise annoyance survey represents a cross-sectional
experience and does not inform about changes over time. For
this reason, the survey conducted in Flanders includes a
question ‘‘Thinking about your home, that is in and around
your house, to what extent did annoyance by noise/odor
change in the last two years?~Translated from Dutch!.’’ A
five point categorical scale~situation is unchanged, annoy-
ance increased considerable, annoyance increased a little, an-
noyance decreased a little, annoyance decreased consider-
ably! was provided for answering this question. This
perceived changeAd(Od) is used in the analysis.

A. Average feedback for a large population

Noise annoyance,A, and change in annoyance,Ad , are
not orthogonal and it was already illustrated that coping in-
tensity depends strongly on annoyance. The analysis of pos-
sible effects of coping on annoyance therefore can not be
performed on the change variable alone. Figure 10 shows the
percentage of the population coping with noise for each com-
bination of A and Ad categories. Since some combinations
are not occurring very often in the database, confidence in-
tervals in the corners of this chart@Fig. 10~b!# seem to be
rather large.

A more detailed analysis distinguishes between coping
styles. Figure 11 shows the percentage of the population re-
porting different categories of noise annoyance change,Ad ,
in each of the coping clusters obtained using SOM. These
clusters emerged naturally because of different coping style
and intensity. Figure 12 shows the average truth-value of
coping for those reporting different categories ofAd and this
for different coping styles as defined in Sec. III C.

B. Feedback at the level of an individual or a small
group

To describe the influence of coping on reported change
in annoyance at the level of an individual or small group,
fuzzy sets and associated fuzzy rules are used. Figure 13
shows the causal relationships that have to be described in

FIG. 10. Fraction of the population coping for combinations of noise annoyance categories~not at all, a little, moderately, strongly, extremely! and annoyance
change~considerable increase, increase, no change, decrease, considerable decrease! ~a!; and 95% confidence interval~b!.
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such a fuzzy rule based system. The relation between annoy-
ance,A, and coping,C, has already been discussed in Sec.
IV B. In much the same way a relation betweenA andAd can
be derived. Since no data on the meaning of the labels used
to describe annoyance change are available that allow link-
ing them to a continuous annoyance change universeUAd ,
fuzzy sets defined in the universes of labelsUAd8 5$strong
increase, increase, no change, decrease, strong decrease%
andUA85$not at all, a little, moderately, strongly, extremely%
are used. Figure 14 shows that the possibility for a person
reportingAd5 increaseor strong increasebecomes larger
once it is known that this person reported higher levels of
annoyance.

The weak~feedback! relation between coping and result-
ing annoyance change can only be observed relative to the
strong relations betweenA and C and betweenA and Ad .
This is done by inferring knowledge on reported annoyance
change from the knowledge that a person is coping with
noise annoyance using the compositional rule of inference
~CRI! implemented using the Mamdani approximation

~;nPV!S B8~n!5 sup
uPU

min~A8~u!,R~u,n!! D , ~4!

whereR represents a rule,A8 is a known fuzzy set, andB8 is
the inferred result. More detailed information on the use of
approximate reasoning based on fuzzy rule bases in the con-
text of noise annoyance modeling can be found in Refs. 13
and 14. The CRI is applied first to obtainA from C using
RC–A followed by applying ruleRA–Ad for obtaining Ad .
The resulting possibility distribution is compared~Fig. 15! to
the possibility distribution obtained directly from the data-

base by extracting the possibility distribution that would ap-
pear in a rule of the form ‘‘IFC is some/noneTHEN Ad is
change/no change,’’ where the labelsomerefers to a minimal
coping action and the fuzzy setschange/no changeare de-
fined by Fig. 15.

C. Discussion

In Sec. IV A, the higher fraction of the population that is
coping with increasing level of annoyance was already dem-
onstrated. On top of this, higher percentages of coping are
also observed in changing situations. The causality between
variables involved is expected to be quite different for im-
proving and worsening situations, however.

~1! AdP$considerable increase,increase%. A first
possible explanation for the higher level of coping is that the
exposure to noise actually got worse and this change trig-
gered more coping than for the part of the population where
nothing changed. A second possibility is that those engaged
in unsuccessful coping activities reported an increase in an-
noyance although exposure remained unchanged.

~2! AdP$considerable decrease,decrease%. It is
extremely unlikely that a decrease in noise annoyance trig-
gered more coping than an essentially unchanged situation.
The only remaining explanation in this case is that coping
results in lower reporting of noise annoyance. It is not pos-
sible to distinguish between successful coping leading to a
reduction in exposure and the subjective benefit of coping.

The percentage of the population in different clusters
~Fig. 11! and the average truth-value of different coping
styles@Fig. 12~a!# are compatible with the hypothesis that a
~strong! increasein noise annoyance triggers additional cop-
ing @and no change results in no action~som1!#. In particular,

FIG. 11. Percentage of the group reporting different categories of change in
noise annoyance in each coping cluster.

FIG. 12. Average truth-value for different coping styles for those reporting different categories of annoyance change; left: noise, right: odor.

FIG. 13. Illustration of causal relations between annoyanceA, coping
$Cs ,Ca ,Cp%, and annoyance changeAd that have to be included in the
fuzzy rule based system.
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clustersom4that corresponds to intense coping activities of
all styles is linked to this increase. Social and political cop-
ing, also well represented in clusterssom2andsom3, seem to
be common amongst those reporting adecreaseor strong
decreasein noise annoyance. For the categoryactive coping
the relation toAd is less obvious. This is compatible with the
hypothesis thatsocialandpolitical coping are often success-
ful. Unsuccessful activecoping, on the other hand, seems to
increase noise annoyance more thansocial or political cop-
ing. The picture for odor@Fig. 12~b!# is different. The differ-
ence between coping styles is less pronounced or even totally
absent. Earlier research has shown that it is more difficult to
cope with odor in a problem-oriented manner.31,16,17 This
could explain the above-mentioned observation. Further-
more, the amount of variance explained by contextual factors
has been found to be smaller in odor annoyance than in noise
annoyance.

The analyses of the change in annoyance of a large
population due to coping given above can be called classical
although some of the concepts~e.g., partial truth and clus-
ters! from the soft-computing approach were already used.
Working with averages of perceived change clearly would
not give any useful insights because of the bimodal structure
of this response. Using fuzzy rules for investigating possible
feedback at the level of an individual~Sec. VI B! we can
actually go a step further in gathering proof for the existence
of a causal path between coping and decrease in noise an-

noyance and it is even possible to represent the available
knowledge on this effect in a compact way. The proof is
based on the results shown in Fig. 15. In general, the possi-
bility distributions obtained through the annoyance path
(AuC5) are broader and thus less precise than those ob-
tained directly from the data (C5). This is expected since
each of the two rules used to obtain annoyance change
through annoyance inserts its proper uncertainty. Much more
interesting is the fact that at the decrease side, information on
coping does not differentiate the possibilities if the path
through annoyance is followed. There is a clear increase in
the possibility for reporting a decrease in annoyance if this
information is extracted directly. Moreover, this possibility
increases above the indirect calculation. Hence another
causal path betweenC and Ad exists. This does not prove
beyond any doubt that it is the direct path: ‘‘~C is some! is ld

sufficient to conclude thatAd is decreaseor strong de-
crease,’’ but this path is an acceptable candidate. Also, it
cannot be concluded that a similar relationship ‘‘~C is some!
is l i sufficient to conclude thatAd is increaseor strong
increase,’’ is not obscured in the analysis. The introduction
of a sufficiency parameterl in a fuzzy rule has been dis-
cussed in Refs. 13 and 14. With the assumption that only the
direct path contributes at the decrease side of the distribu-
tion, the sufficiency parameter can be extracted from the
data:ld50.65. For the increase side, a similar assumption is
not possible and hencel i cannot be derived. The definitions
for the labelssome~coping!, decrease andstrong decrease
~in noise annoyance! and the extraction of the sufficiencyld

quantify knowledge on the effect of coping on decrease of
annoyance in a compact linguistic rule.

D. Closing the path from reported annoyance to
reported change in annoyance

In previous sections, we have argued that a causal rela-
tionship probably exists between annoyance and coping and
between coping and reported decrease in noise annoyance.
Let us consider in particular the prediction for an individual
or a small group. In Sec. IV B a set of fuzzy rules was ex-
tracted that allows deriving a possibility distribution for the
coping variableC, when a level of reported noise annoyance
is known. Although the nonspecificity in predictingC for an
individual becomes quite large as noise annoyance levels in-
crease, this variable can still be used as an input for the fuzzy
rules obtained in the previous section that related coping to a
reported change in annoyance. Chaining the rules using a
Mamdani type inference system, results in the possibility for
reporting a decrease~decreaseor strong decrease! and no
decrease~no change, increaseor strong increase! in noise
annoyance as a function of the category of noise annoyance
before coping~Fig. 16!. Reporting moderate noise annoy-
ance seems a turning point. Above this level of annoyance it
is slightly more possible that a subject reports a decrease in
noise annoyance because he or she has been coping with
noise. If initial annoyance is less than moderate, there will be
little coping and it is evidently more possible that the subject
will not report any decrease in annoyance due to coping.

FIG. 14. Fuzzy relation,RA–Ad , between annoyance categories~not at all, a
little, moderately, strongly, extremely! and annoyance change categories
~strong increase, increase, no change, decrease, strong decrease!.

FIG. 15. Possibility distribution overUAd8 corresponding to the condition
coping, C is none/someand the same result derived through the relation
betweenC and annoyance, Achained with the relation betweenA and re-
ported annoyance change, Ad .
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VII. CONCLUSIONS

This paper has introduced soft computing techniques for
the analysis of coping with noise exposure and its interaction
with annoyance. Coping was based on answers to a number
of questions related to actions taken by subjects. This defi-
nition can rely on advanced clustering methods that identify
related actions and activity levels. It can also be defined on
the basis of expert knowledge using the concept of partial
truth, a concept that is a typical product of fuzzy logic. In
this case three conceptual variablesCa , Cs , andCp : active,
social, andpolitical coping were introduced. The combined
variables~both fuzzy and crisp! extracted on the basis of the
survey data and those based on expert knowledge are suffi-
ciently related to prove the concept.

The relationship between reported annoyance and cop-
ing was analyzed both from the classical point of view that
an average effect in a larger population is the reference, and
from a soft point of view that tries to analyze reactions of
individuals or small groups. In the latter case, a high level of
annoyance is said to generate the possibility for coping. It
does not assure that actual coping occurs. By comparing cop-
ing with noise and coping with odor, the existence of a per-
sonal factor could be established that helped to identifyco-
pers. If information on this personal factor is available, it
increases the specificity of the possibility distributions de-
scribing the knowledge on coping intensity related to higher
categories of annoyance. Unfortunately, this factor could not
be related to demographical data in this survey.

The strong relationship between annoyance and coping
obscures possible effects~positive or negative! of coping on
annoyance. Through very careful analysis of reported change
in annoyance, some evidence could be found of a positive
effect of coping on annoyance. The analysis does not exclude
that—at the same time—there is a finite possibility that cop-
ing leads to report an increase in noise annoyance. More
specifically, active coping seems to result slightly more often
in reporting an increase in annoyance. A possible reason for
this duality could be that coping can either be perceived as
being successful or not. If perceived successful, reduced an-
noyance is reported, while unsuccessful coping may increase
annoyance.

Fuzzy rules derived in this work can be used as part of
more elaborate fuzzy rule based models for noise annoyance
such as the one described in Ref. 14. In such models, the

coping path is a so-called feedback mechanism in the model.
It could become part of a dynamic model of the change in
noise annoyance occurring after a change in exposure. Since
negative and positive feedback seem possible, both a stabi-
lizing oscillation or a strong self-stimulation can occur. The
latter results in an unexpected increase of annoyance. Be-
cause, at least for small groups, the model is very fuzzy, an
increase in uncertainty will be observed~higher unpredict-
ability of the response! some time after a change in the ex-
posure. Obviously, increasing the perceived effectiveness of
coping can influence this trend.

Although there are obvious limitations by using cross-
sectional population data in analyzing the process of coping
with environmental stressors,32 the broad structure of the
analysis has demonstrated the wide range of options to study
the complex relationship between annoyance and coping.
The advantage of the soft computing techniques is especially
visible when the annoyance experience of small groups is
concerned, where classical approaches typically give less in-
sight due to rapid loss in statistical power. The parallel study
of coping with noise and odors is another requirement for a
proper assessment of environmental impacts because coping
with one stressor may impair a person’s ability to cope with
the other environmental stressors.

Nevertheless, to fully study the repeated feedback loops
described by coping theorists we need longitudinal study
designs.33
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In this paper we discuss the characterization of low frequency sound transmission between two
rooms via a flexible panel. A fully-coupled modal model is used to investigate the individual effect
of the source room and the receiving room on the measured sound reduction index, and the results
are compared with the ideal case of having a free field on both sides of the panel. The effect of the
source room on the measured sound reduction index at low frequencies can be reduced by using a
number of suitable-driven loudspeakers close to the panel to simulate a diffuse incident field.
However, the effect of the receiving room was found not to be reduced by calculating the
transmitted acoustic power from a dense array of acoustic intensity measurements, instead of an
array of microphones in the receiving room. ©2004 Acoustical Society of America.
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I. INTRODUCTION

The problem of calculating the sound reduction index of
flexible partitions is important in the automotive, aerospace
and building acoustics industries. Low frequency sound in-
sulation has become more important recently, due to the in-
creasing presence of noise sources in this frequency range.1

Consequently, there is a growing demand for appropriate
methods to predict and measure the sound insulation behav-
ior of structures over the whole frequency range.

The fundamental concepts for sound insulation were first
derived for infinite walls under free field conditions on both
sides.2,3 However, the most common technique to character-
ize the sound insulation through partitions makes use of two
finite sized reverberation rooms in a sound transmission
suite.4 An acoustic field is created by one or several loud-
speakers in the source room and transmitted to the receiving
room via the panel, when all flanking transmission paths are
neglected. The standards for the determination of sound in-
sulation of building elements are derived assuming that the
sound fields in both rooms are perfectly diffuse,5 i.e., with
equal probability of energy flow in all directions.6,7 The dif-
fuse field assumption is only valid in medium and high fre-
quency ranges, since at low frequencies the sound field in the
reverberation chambers is dominated by a few normal
modes.8 As the size of the transmission suite is not com-
pletely specified in the standards, different results will be
obtained from different facilities at low frequencies.

Experimental work by several laboratories has demon-
strated that the sound insulation at low frequencies can ex-
perience significant variations. In the 1960’s Utley3 com-
pared the measured transmission loss with the mass law
predictions, and pointed out that low frequency discrepancies
occurred because of factors related with the rooms rather
than with the panel itself. He proposed the use of standard-
ized transmission suites or ‘‘calibrating’’ facilities by mea-
suring the transmission loss of a heavy limp panel such as

lead. The same conclusions are presented by Kihlman and
Nilson9 in an inter-laboratory comparison to study the influ-
ence of the mounting conditions and the laboratory design.
More recently other comparisons between different facilities
have been performed10 to determine the parameters which
needed to be strictly controlled, and provide information to
extend the standards in the very low frequency range.

The standardization committees have included an annex
in the ISO 140-35 in which they propose some guidance for
the measurements of sound insulation in the low frequency
bands. There are recommendations to increase the distance
between microphone and room boundaries and the sampling
of the sound field. It is also proposed to increase the number
of loudspeaker positions, the averaging time, and the use of
absorbing materials to decrease the reverberation time. In
spite of the new methodology proposed, some experimental
results have shown very poor reproducibility of the sound
reduction index in the frequency range below 250 Hz and
unacceptable reproducibility below 100 Hz.11 It has been
concluded that the actual standards did not provide essential
improvements of the accuracy at very low frequencies.12

To better understand how the finite rooms modify the
free field results, analytical and numerical methods have
been used to describe the insulation properties of the divid-
ing partition and the factors that contribute to observe differ-
ences in the low frequency range of such properties.
Kihlman13 used modal analysis to study errors in sound
transmission measurements. He observed that systematic de-
viations could occur in the low frequency range if the source
and receiving room have the same dimensions and explained
the discrepancies in terms of the coupling between the bend-
ing waves of the wall and the normal modes in the rooms.
Similar solutions have been employed by other authors14–18

to study the influence on the measured low frequency sound
reduction index of parameters such as room dimensions,
source position, reverberation time, geometry of the interface
or mounting conditions. The use of numerical solutions al-
lows the introduction of more precise measurement condi-a!Electronic mail: tb@isvr.soton.ac.uk
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tions that are simplified in the modal approach, such as dif-
ferent niches and supporting frames, nonparallel walls or
nonuniform absorbing materials. Several authors19,20 have
presented a comparison between the modal method, the Fi-
nite Element Method~FE! and the Boundary Element
Method ~BEM!, obtaining similar results. Maluski and
Gibbs21 have employed the FEM to study how the configu-
ration of two identical reverberant rooms influences the
transmission loss of a partition at low frequencies. The same
authors22 have shown that the room modes normal to the
panel give rise to dips in level difference, especially if these
are coincident with the panel resonances. Santos and Tadeu23

have used the BEM to assess the influence of the parallelism
between the surfaces of the chambers. They concluded that
the largest differences between the results for an infinite wall
and those for the transmission suite at low frequencies oc-
curred when the walls were perfectly rectangular and built
with rigid materials.

The consequences of different modal coupling on each
subsystem have been used by Kroppet al.24 to optimize the
room parameters so that the measured sound reduction index
is greatest. Using the Sequential Quadratic Programming
method they found that a maximum in the sound insulation is
reached when the length of the receiving room is half the
length of the source room for both the 63 Hz and the 125 Hz
octave bands. A similar result is obtained by Maluski and
Gibbs,21 who observed that if the room volumes differ by
about 40%, the predicted sound insulation could increase by
at least 3 dB. Kroppet al.16 recommended performing the
measurements in identical rooms so that the results would
represent the worst case.

Thus, although there exist a lot of experimental and the-
oretical work on the variability of measurements at low fre-
quencies, the problem of reducing this variability remains
unsolved. The recommendations to increase the averaging of
the field can improve the situation but the validity of the
results is restricted to the specific conditions of the transmis-
sion suite. To minimize the modal effects, some modifica-
tions in the measurement procedures and test facilities have
been suggested. Roland25 has proposed covering the walls
facing the partition in both the source and the receiving room
with absorbent material to make the excitation and the radia-
tion more uniform. Numerical simulations were presented
using the mean pressure over the whole volume in the source
room and the average intensity in a cross section in the re-
ceiving room, indicating an improvement in the dispersion of
the results. A similar solution has been also proposed by
Fuch et al.26 using special broadband resonator absorbers,
and by Pedersenet al.12 placing absorbing material in the
receiving room only. The intensity method has also been
used for low frequency sound transmission measurements,
and its results compared with the traditional method by sev-
eral authors.27,28 Ideally the receiving space should be very
quiet and nonreverberant, as in the case of an anechoic room.
It has been pointed out29 that it would also be very advanta-
geous to eliminate the use of the source room, but this is not
possible because direct measurements of intensity on the
source side would give the sum of the incident and reflected
intensities.

This paper is aimed at improving the understanding of
this problem by investigating the relative importance of the
source and the receiving room in the determination of the
sound reduction index at low frequencies. A detailed model
of the sound transmission between the two rooms is devel-
oped in terms of the modal characteristic of the uncoupled
subsystems for different set-up configurations. These differ-
ent configurations are used to calculate several approxima-
tions to the sound reduction index, and the results of the
numerical simulations are compared. A new approach to the
problem is proposed. It is based on the generation of a pres-
sure distribution in the source room with an array of loud-
speakers close to the panel, which has the same spatial cor-
relation characteristics than a diffuse field. The feasibility of
the reproduction is analyzed in terms of several error criteria,
and the effects of the simulation in the receiving room are
also investigated.

II. SOUND REDUCTION INDEX FORMULATION

The sound insulation characteristic of a partition is usu-
ally characterized in terms of a sound reduction index, R,
expressed by7,30

R~v!510 log10S P inc~v!

P rad~v! D ~dB!, ~1!

where P inc(v) and P rad(v) are the sound power incident
and radiated by the partition, respectively, at frequencyv.

The determination of these quantities depends on the
particular arrangement considered. In this section, the predic-
tion of sound transmission through partitions in different
laboratory-like configurations is compared to the case when
the panel is mounted on an infinite baffle with free field
conditions in both sides. The formulation has been developed
for a single leaf, rectangular partition. This analysis is used
to help understand the relative influence on the transmission
loss of the source and receiving rooms, by considering four
different methods of measuring the sound reduction index:

d With the partition situated in the transmission suite.
d With the partition coupled to the source room and radiat-

ing to free field.
d With the partition coupled to the receiving room only and

excited by a diffuse field.
d With the partition situated in an infinite baffle and with

free field conditions in both the source and receiving
sides.

A. Cavity–panel–cavity model

Before considering the calculation of the sound reduc-
tion index it is necessary to determine the response of a
coupled vibro-acoustic system to exciting sources. A general
arrangement comprising two rectangular enclosures coupled
via a common boundary has been considered here. For struc-
tures that have a simple geometry it is possible to use ana-
lytical descriptions for thein vacuomodal response of the
structure and the rigid enclosed space. The two uncoupled
models may then be coupled via modal theory. The formula-
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tion of the response of the problem only depends on the
modal properties of the subsystems involved and the nature
of the excitation.

A fully-coupled system has been developed, where the
pressure field in the source room is influenced by the panel
motion and this is coupled with the pressure field in both the
source and the receiving rooms. The approach is similar to
that presented by Dowellet al.,31 which has been recently
summarized by Cazzolato.32 It is assumed that there is no
flanking transmission and that the panel joining the two
rooms provides the only transmission path. A schematic rep-
resentation of the system under study is shown in Fig. 1. The
enclosures may be of different sizes, and the connecting
panel may extend over some or all of the enclosure side.

The complex sound pressure at a pointr in an enclosure
of volume V and the structural velocity at a pointr p on a
panel of surfaceSp can be expressed, respectively, as a sum
of modal terms of the form33

p~r ,v!5 (
lmn50

`

almn
(a) ~v!c lmn~r !, ~2!

v~r p ,v!5 (
qr51

`

aqr
(p)~v!fqr~r p!, ~3!

wherealmn
(a) (v) is the complex amplitude of thelmn acoustic

pressure mode defined by the mode shape functionc lmn(r )
and the natural frequencyv lmn , andaqr

(p)(v) is the complex
amplitude of theqr structural mode defined by the mode
shape functionfqr(r p) and the natural frequencyvqr .

After substituting~2! and ~3! into the variational equa-
tions of motion for the cavity–panel–cavity system, one ob-
tains the following coupled system for the modal amplitude
in the source room, in the panel and in the receiving room,
respectively:

al 1m1n1

(1) 5
r0c0

2v

V1@2Bl 1m1n1
v1 j ~v22v l 1m1n1

2 !#

3S 2 (
qr51

`

aqr
(p)Gl 1m1n1 ,qr

(1) 1ql 1m1n1

(1) D , ~4!

aqr
(p)5

v

jmSp@v22~11 j h!vqr
2 #

3S (
l 1m1n150

`

al 1m1n1

(1) Gl 1m1n1 ,qr
(1)

2 (
l 2m2n250

`

al 2m2n2

(2) Gl 2m2n2 ,qr
(2) D , ~5!

al 2m2n2

(2) 5
r0c0

2v

V2@2Bl 2m2n2
v1 j ~v2-v l 2m2n2

2 !#

3S (
qr51

`

aqr
(p)Gl 2m2n2 ,qr

(2) D , ~6!

wherer0 is the fluid density,c0 the speed of sound in the
fluid, m is the surface density of the partition,Blmn is the
3-dB ~half power! bandwidth of thelmn acoustic mode,h is
the hysteretic damping factor for the panel andql 1m1n1

(1) is the

generalized modal volume velocity of the sources in the first
cavity. The termGlmn,qr is the modal coupling coefficient
between thelmn acoustic mode and theqr structural mode.
This term governs the coupling between the panel and the
cavity and it is defined as

Glmn,qr5E
Sp

c lmnfqrdS. ~7!

The coupled system of equations can be solved for the com-
plex modal amplitudes. The acoustic pressure in the cavities
and the velocity in the panel can then be calculated using
Eqs. ~2! and ~3!, that have been used to characterize the
transmission of sound between the source and the receiving
rooms.

Assuming that the sound field in the two chambers is
diffuse and provided that the sound is transmitted only
through the dividing wall, the sound reduction index~in dB!
may be evaluated from7,30

R5Lsource2L rec110 log10S Sp

Arec
D , ~8!

where Lsource is the average sound pressure level in the
source room,L rec is the average sound pressure level in the
receiving room,Sp is the area of the dividing wall andArec is
the equivalent absorption area of the receiving room, that can
be determined from reverberation measurements. We can re-
late the mean square sound pressure average in a number of
positions through the cavities to the acoustic potential en-
ergy,Ep , given by34

Ep~v!5
1

4r0c0
2 E

V
up~x,y,z;v!u2dV. ~9!

The acoustic pressure and structural velocities are expressed
as an infinite summation of normal modes. In practice, it is
necessary to truncate the series so that only a finite number
of these will contribute to the response of the system. If we
denote a the vector of complex mode amplitudes in the
room, Eq.~9! can then be written as

FIG. 1. Geometric arrangement of the source and receiving room connected
through the partition.
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Ep~v!5
V

4r0c0
2 aHa. ~10!

After substituting Eq.~10! into Eq. ~8! and operating, the
expression for the sound reduction index of a partition be-
tween two reverberant chambers takes the final form

R510 log10S Ep source

Ep rec

Vrec

Vsource
D

110 log10S Sp

ā rec2•~sx rec1sy rec1sz rec!
D ~dB!,

~11!

whereā rec is the average absorption coefficient of the receiv-
ing walls, assumed independent of frequency, andsx rec,
sy rec andsz rec are the surface areas of the receiving room in
the x, y andz directions, respectively.

B. Source room–panel model

The system now comprises the partition excited by the
loudspeakers in the source room and radiating to the free
field. This is an approximation to the experimental set-up
employed when the reverberant receiving room is replace by
an anechoic chamber.

The system of Eqs.~4!–~6! now becomes

al 1m1n1

(1) 5
r0c0

2v

V1@2Bl 1m1n1
v1 j ~v22v l 1m1n1

2 !#

3S 2 (
qr51

`

aqr
(p)Gl 1m1n1 ,qr

(1) 1ql 1m1n1

(1) D , ~12!

aqr
(p)5

v

jmSp@v22~11 j h!vqr
2 #

3S (
l 1m1n150

`

al 1m1n1

(1) Gl 1m1n1 ,qr
(1) D , ~13!

in which the influence of the receiving room has been elimi-
nated.

For the calculation of the incident power the situation
has not changed with respect to the previous section: it can
be computed using the potential energy in the source room,
Eq. ~9!, with the modal amplitudes obtained after solving the
system of Eqs.~12!–~13!.

The radiated power has been calculated in terms of the
radiation of a number of discrete elements.35,36 In this for-
mulation, the partition is divided in a number of small piston
sources of areas and the vector of complex linear velocities
of each of these elemental sources,v, is related to the vector
of complex pressures immediately in front of each source,p,
by

p5Zv, ~14!

whereZ is a symmetric matrix of acoustic impedances. The
power radiated by the array of elemental radiators is calcu-
lated as

P rad5vHRv. ~15!

In this expression,R is the matrix of radiation resistances
that have the expression

R5
s

2
Re@Z#, ~16!

and whose elements are given by Elliott and Johnson,35 and
s is the surface of the elemental radiators, assumed to be of
equal size. The vector of complex linear velocities at the
positions of the elemental radiators can be written as

v5wa(p). ~17!

The elements of the matrixw are the panel normal modes
evaluated in the positions of the elemental radiators, and the
complex modal amplitudes are the solutions of the coupled
system of equations.

The sound reduction index at each frequency can then be
calculated using Eq.~1!.

C. Panel–receiving room model

It is also of interest to calculate the sound reduction
index when the effect of the source room has been removed
and the incident sound pressure on the partition corresponds
to a pure diffuse field. This is approximated by the situation
when calculating the sound is transmitted through vehicle
walls, where cavity backed structures are encountered.

For the calculation of the power incident, a description
of a diffuse pressure field is required. A proper model can be
considered as an infinite number of plane waves with random
phase relations, arriving uniformly from all the directions
and with the propagating vector pointing toward the plate.7,37

The incident power over the panel is obtained through
integration over a hemisphere surrounding the plate,38,39 and
takes the form

P inc
d 5E

0

2pE
0

p/2

P inc(u,f) sinududf, ~18!

whereP inc(u,f) is incident power due to one incident plane
wave, given by

P inc(u,w)5
uPincu2Sp

2r0c0
cosu. ~19!

The incident power on the partition is then calculated for
each plane wave, defined by the angle~u,w! and the complex
amplitudePinc , to yield to the total acoustic incident power.

The model of the diffuse field used in this work corre-
sponds to a stochastic approach described by
Garcia-Bonito,40 in which the diffuse field in thexy plane
takes the form

pdiff~x,y!5 (
K51

Kmax

(
L51

Lmax

~aKL

1 jbKL!sinuKejk(x sin uK cosfL1y sin uK sin fL).

~20!

The pressure field is due to a combination ofLmax plane
waves in the azimuthal direction~corresponding to azimuthal
angles fL52pL/Lmax, L51,2,...,Lmax) for each of the
p/Kmax vertical incident directions~corresponding to polar
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anglesuK5Kp/Kmax, L51,2,...,Kmax). The values ofaKL

andbKL are chosen from a random population with Gaussian
distributionN(0,1) and the multiplicative factor sinuK is in-
cluded to ensure that, on average, the energy associated with
the incident waves is uniform from all directions.Pinc in Eq.
~19! is then equal to (aKL1 jbKL) in Eq. ~20!.

The integral in Eq.~18! is approximated by the sum of a
sufficient number of plane waves uniformly distributed over
the half space and the total response is the sum of the con-
tribution due to each one. In this work, the double summa-
tion in Eq.~20! has been truncated in practice atKmax58 and
Lmax532, after checking that proper convergence was
achieved in the frequency range of interest. This defines a set
of 256 plane waves per sample of diffuse field, each of which
is unaffected by any form of diffraction or reflection in the
space where the model is applied.

The power radiated by the partition is calculated using
the potential energy in the receiving room. To calculate the
modal pressure amplitudes it is necessary to reformulate the
theoretical description of the panel–cavity coupled configu-
ration to account for the diffuse field excitation. The system
of Eqs.~4!–~6! takes the form

aqr
(p)5

v

jm@v22~11 j h!vqr
2 #

S 2uPincuI qI r

2
1

Sp
(

l 2m2n250

`

al 2m2n2

(2) Gl 2m2n2 ,qr
(2) D , ~21!

al 2m2n2

(2) 5
r0c0

2v

V2@2Bl 2m2n2
v1 j ~v22v l 2m2n2

2 !#

3S (
qr51

`

aqr
(p)Gl 2m2n2 ,qr

(2) D , ~22!

where the equation for the source room has been eliminated
and the equation for the panel has been modified to include
the modal terms when the panel is excited by one obliquely
incident plane wave instead of being coupled with the first
cavity. The factorsI q and I r are given by Fulleret al.41

D. Free field model

In this model, a pure diffuse field is incident on the
partition mounted in an infinite baffle, with free field condi-
tions in both the source and the receiving sides.

The expressions for the calculation of the sound reduc-
tion index make use of the equations derived in the previous
sections. The incident power on the panel has been approxi-
mated by integrating the contribution due to each individual
plane wave, Eqs.~18!–~19!.

The power radiated has been calculated using the formu-
lation in terms of the elemental radiators, Eq.~17!, in which
the complex modal amplitudes when the panel is excited by
an obliquely incident plane wave have the expression41

aqr
(p)5

2uPincuvI qI r

jm@v22~11 j h!vqr
2 #

. ~23!

The total radiated power is the sum over 256 incident waves.
The individual results for the transmitted power due to each

incident wave have been added together to calculate the total
response to the diffuse field. For the calculation of the sound
reduction index, Eq.~1! has been employed.

The differences obtained between this case and the pre-
vious finite sized models have been used as a measure of the
influence of the modal behavior of the cavities in the sound
reduction index.

III. NUMERICAL SIMULATIONS

The set of equations derived in the previous sections has
been implemented in a numerical program to illustrate the
influence of the modal behavior of the reverberant chambers.

The system analyzed in this work is the same than the
one presented in Jo and Elliott.42 It was motivated by an
experimental investigation in a sound transmission suite lo-
cated in the Institute of Sound and Vibration Research, and
the same constants have been used to those measured in the
physical set-up. When the numerical simulations have been
repeated with a source and receiving room of different sizes
and with other types of partitions, similar results are
obtained.43 The source and receiving rooms, of dimensions
2.07 m32.52 m32.51 m and 2.38 m32.53 m32.62 m, re-
spectively, are connected via a simply supported aluminum
panel of dimensions 0.69 m30.69 m, assumed to have a
thickness of 0.003 m, a Young’s modulus of 70.3 GPa, a
density of 2700 Kg/m3 and a Poisson’s ratio of 0.35. The
partition was positioned centrally between the two rooms, as
indicated in Fig. 1, with the (y,z) coordinates of the corner
of the panel closest to the origin of~0.9 m, 0.91 m! for the
source room, and of~0.9 m, 1.02 m! for the receiving room.
This transmission suite has rather small source and receiving
rooms, and would not normally be used to measure the low
frequency sound reduction index, but was chosen in order to
emphasize the problems with the modal responses of the
source and receiving rooms. It was also hoped that the use of
a near field loudspeaker array in the source room, as dis-
cussed below, would overcome at least some of these prob-
lems, and it would be possible to make accurate low fre-
quency measurements in a significantly smaller transmission
suite than was normally used.

The 3-dB bandwidth of the acoustic modes,Blmn were
deduced by assuming a random incidence acoustic absorp-
tion coefficient of the walls,ā, independent of frequency.44

The values of the acoustic absorption coefficients,ā1

50.11 andā250.08 were chosen to be similar to those mea-
sured in the transmission suite.42 The hysteretic loss factor of
the panel,h, has been taken as 0.1. The pressure field in the
source room was assumed to be generated by a loudspeaker
situated in the corner opposite to the panel, at position 2 m,
0.1 m, 0.1 m, and modeled as a square piston source of
dimensions 0.1 m30.1 m.

Before using the model for the prediction of the sound
reduction index in different configurations, several issues
have been considered. In particular, the convergence proper-
ties of the modal model of the coupled system. Since the
analysis of the coupled behavior of the system uses thein
vacuo structural modes of the panel and the rigid walled
modes for the cavities, the velocity predicted at the partition
does not converge towards the exact value. The pressure field
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is accurate in the interior of the cavity but can differ substan-
tially in the vicinity of the vibrating surface,43,45,46 and the
effect of modal truncation could be critical for the conver-
gence of the method. These factors have been studied as a
function of the number of normal modes included in the
summation. The simulation results have shown that there are
no convergence problems for the source room as the pressure
field is dominated by the primary source, and no substantial
differences can be appreciated between accuracy of the pres-
sure near and far from the partition. The situation is different
for the receiving room. In this case, the truncated series of
modal terms shows differences in the low frequency range
and in close proximity to the panel. To achieve convergence,
the modal superposition method must include a very high
number of normal modes, making the method impractical
since there is a trade-off between the calculation time and the
accuracy of the solution.

The degree of coupling between the subsystems in-
volved in the problem has also been analyzed. A weakly
coupled model, where the panel motion is driven by the pres-
sure field in the source room and only excites the receiving
room, has been compared with the fully coupled system. The
discrepancies are again more significant in the receiving
room and they are also dependent on the number of normal
modes included in the summation.

The number of modes used for this particular set-up has
been 588 cavity modes for the source room, 28 structural
modes for the panel and 695 cavity modes for the receiving
room, which includes all the modes in the system up to 700
Hz. A fully-coupled system has been maintained in the simu-
lations.

The differences for the sound reduction index estimated
when the panel has free field conditions in the source and the
receiving sides, and when a finite model has been used for its
estimation are compared in Fig. 2 as a function of frequency.
The sound reduction index for the plate in the free field is
represented in bold. Overall, it follows the variation with
frequency predicted by the mass law but also shows peaks
corresponding to the normal modes of the finite sized plate.

The peak corresponds to the frequencies at which the contri-
bution to the volume velocity of the~1,1! panel mode almost
cancels that due to the~3,1! mode, causing very little sound
power to be radiated by the panel.

The sound reduction index for the partition in the trans-
mission suite is also shown in Fig. 2. Two different regions
can be distinguished: the low modal density zone, where the
modal characteristics of the system are clearly visible, and
the high modal overlap frequency range, above 300 Hz ap-
proximately. In the latter region, the curve has fewer peaks
because of the increasing number of excited acoustic modes.
The size of the discrepancy between the two curves, particu-
larly below 300 Hz, implies that the results obtained in dif-
ferent measurement facilities must be considered carefully.

To better understand the relative influence of the source
and the receiving rooms on the estimated sound reduction
index, this has also been calculated for the source room–
panel model, Sec. II B, and the panel–receiving room model,
Sec. II C, and these are shown in comparison with the free
field results in Figs. 3 and 4, respectively. It can be seen that
in the low frequency range both rooms contribute to the dif-
ferences in the measured transmission loss between the free
field results and that in the transmission suite.

A summary of the results in this section in third octave
bands is shown in Fig. 5. It is clear from these results that at
very low frequencies, below 50 Hz, the modal properties of
the source room alone~thin line! do not greatly affect the
measured sound reduction index compared with the ideal
free field results~thick line!. This is because an almost uni-
form pressure is generated over the panel by the source room
at these frequencies, which gives a good estimate of the in-
cident power. The modal properties of the receiving room,
which give results shown by the dotted line in Fig. 5, domi-
nate the results obtained with the complete transmission
suite, shown by the dashed line, because the modes of the
receiving room amplify the mean square pressure in this
room for a given panel excitation.

FIG. 2. Sound reduction index as a function of frequency for the aluminum
partition calculated in the sound transmission suite~thin line! and mounted
in an infinite baffle~thick line!.

FIG. 3. Sound reduction index as a function of frequency for the aluminum
partition connected to the source room only~thin line! and mounted in an
infinite baffle ~thick line!.
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IV. THE USE OF A NEAR FIELD ARRAY OF
LOUDSPEAKERS IN THE SOURCE ROOM

The laboratory simulation of spatially correlated random
pressure fields with an array of near field loudspeakers has
been studied previously47,48 for the reproduction of the wall-
pressure field due to a Turbulent Boundary Layer~TBL!. The
initial objective was to provide a cost-effective procedure to
measure the boundary layer noise transmitted through air-
craft fuselage structures, but the domain of application is
much broader.

Considering the problem of the lack of diffusivity of the
low frequency sound pressure field in a transmission suite, a
new methodology has been proposed in this work for the
estimation of the sound reduction index. This new approach
consists of using an array of loudspeakers driven by partially
uncorrelated signals in the near field of the specimen to be
evaluated and estimating the incident power by averaging the

sound pressure level with a number of microphones situated
in close proximity to the partition, as illustrated in Fig. 6.

A diffuse field can be modeled as a random process
stationary both in space and time,37 so the signal processing
formulation initially developed for the reproduction of a TBL
pressure field can be extended to the generation of a diffuse
field for this case using the proper spatial correlation struc-
ture.

We thus consider an array of evenly spaced microphones
situated over the plate on the source side. The microphone
outputs provide a measure of the spatial variation of the pres-
sure field, which ideally corresponds to that of a diffuse field,
d. This can be assumed to be derived from a set of uncorre-
lated white unit variance reference signals,x, via a matrix of
filters D, as illustrated in Fig. 7.

The matrixD can be calculated from the cross spectral
matrix between the elements of the diffuse field pressures at
the microphones,

Sdd5E@ddH#, ~24!

where E denotes the expectation operator and the explicit
dependence of the variables on frequency,v, has been
dropped for notational convenience. The diagonal terms of
Sdd correspond to the power spectral densities of each of the
microphones, which are the same in this case, and the off
diagonal elements correspond to the cross spectral densities,
which for two microphonesA andB are assumed to be of the
form6,37

SAB~v!5SAA~v!
sinkr

kr
, ~25!

whereSAA(v) is the power spectral density at a single mi-
crophone,k is the acoustic wavenumber,v/c0 and r is the
distance between the microphonesA andB.

FIG. 4. Sound reduction index as a function of frequency for the aluminum
partition connected to the receiving room only~thin line! and mounted in an
infinite baffle ~thick line!.

FIG. 5. Sound reduction index in third-octave bands for the aluminum par-
tition mounted in an infinite baffle~thick line!, connected to the source room
only ~thin line!, connected to the receiving room only~dotted line! and in
the sound transmission suite~dashed line!.

FIG. 6. Near field array of loudspeakers in the source room–panel configu-
ration.

FIG. 7. Block diagram for the calculation of the least-squares control filter.
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The eigenvalue/eigenvector decomposition ofSdd can be
represented as

Sdd5QLQH5QL1/2~QL1/2!H, ~26!

whereQ is the matrix of eigenvectors andL is the matrix of
positive real eigenvalues, whose square roots are denoted by
L1/2. If d is generated by passing the reference signals,x,
through the filter matrixD, then

Sdd5DSxxD
H, ~27!

but, since the reference signals are assumed to be uncorre-
lated and of unit amplitude,Sxx5I .

Thus Eq.~27! is equal to Eq.~26! if the matrix of filters
is given by

D5QL1/2. ~28!

The matrix of control filters,W, is adjusted to determine the
optimum input signals to an array of loudspeakers, which
drive the sensor outputs,y, to be as close as possible to those
due to a diffuse field,d.47,49 The vector of error signals at a
given frequency is thus defined to be

e5d2y5~D2GW!x, ~29!

whereG is the matrix of acoustic responses between the near
field loudspeakers and the near field microphones.W is then
chosen to minimize the sum of the mean square elements of
e, which is equal to Tr(eeH), where Tr is the trace operator.

Using the fact that the reference signals are uncorrelated,
the optimal least-squares matrix of filters is given by47,49

Wopt5@GHG#21GHD5G†D, ~30!

whereG† is the pseudo-inverse ofG.
Once the matrix of filters driving the loudspeakers has

been optimized, the estimation of the sound reduction index
in different configurations can be analyzed. In the next sec-
tions numerical results are presented in the source room–
panel configuration and in the cavity–panel–cavity configu-
ration.

A. Source room–panel configuration

In this section, an array of loudspeakers is situated in the
near field of the object to be tested when this is coupled to
the source room only, and with free field conditions in the
receiving side. An array of twenty by twenty microphones,
uniformly spaced over the length and width of the panel, has
been exposed to the pressure field generated by a two by two
array of secondary sources, as shown in Fig. 6, driven either
by a set of uncorrelated signals or adjusted optimally accord-
ing to Eq.~30!.

To characterize the incident sound power in the source
room using the classical method, the mean square sound
pressure is averaged within the source room. Previously, we
have related this quantity to the acoustical potential energy in
the source room. In the new approach, the near field array of
loudspeakers is aimed to produce an appropriate wall-
pressure field over the surface of the panel and the measure-
ment procedure has to be adapted accordingly.

The incident sound power has been calculated consider-
ing the mean square sound pressure averaged over the posi-
tions of the array of microphones over the partition, as

P inc5
srTr~yyH!

4r0c0
, ~31!

wherey is the vector of sensor outputs andsr is the surface
of the elements in the grid of microphones.

Substituting the value of the microphones signals, Eq.
~31! takes the form

P inc5
srTr~GWWHGH!

4r0c0
, ~32!

whereG is the transfer function between the loudspeakers
and the microphone positions for a cavity–panel coupled
system, that can be calculated from the equations in Sec. II B
andW is the matrix of control filters.

If the array of loudspeakers is driven by a set of uncor-
related signalsW is a matrix with a number of ones equal to
near field loudspeakers in the diagonal and all the other ele-
ments equal to zero. If the near field sources are adjusted for
the reproduction of a diffuse pressure field over the surface
of the partition, the expression for the incident power after
the value forWopt has been substituted is given by

P inc opt5
srTr~GG†SddG

†HGH!

4r0c0
. ~33!

The radiated power in free field conditions has been calcu-
lated using Eqs.~15!–~17!, in which the response of the
panel to the uncorrelated or optimized set of loudspeakers
has been calculated according to the equations for the
cavity–panel coupled system, Sec. II B.

This set of equations has been implemented in a pro-
gram to calculate the incident power and the radiated power,
that are presented individually in Figs. 8 and 9, respectively.
The results assuming a pure diffuse field in the source and
receiving rooms~thick line! are compared to the case when

FIG. 8. Incident power for the aluminum partition in an infinite baffle under
diffuse field excitation conditions~thick line!, and in the source room–panel
configuration obtained with four near field loudspeakers: optimized array
~thin line! and uncorrelated array~dashed line!.
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the partition is mounted in the source room and the near field
array of loudspeakers is driven by uncorrelated signals
~dashed line! or is optimized to reproduce a diffuse field over
the surface of the panel~thin line!. It can be seen that for the
incident power, the optimized set of sources is able to pro-
vide a good approximation to the theoretical value in com-
parison with the uncorrelated array. In the latter case, the
modal influence of the source room on the incident power is
clearly seen. As the panel has free field conditions on the
receiving side, the results obtained for the radiated power,
Fig. 9, when the loudspeakers are optimized follow quite
closely those obtained for a diffuse acoustic excitation. On
the other hand, the graph for the set of uncorrelated signals is
much more influenced by the modal coupling between the
cavity and the panel, although the filtering effect due to the
structure can still be seen.

The sound reduction index calculated for the three exci-
tation models is shown in Fig. 10. Although important dif-
ferences have been found in the incident and radiated power
when the loudspeakers are uncorrelated or optimized, when
calculating the ratio of the two quantities the discrepancies
are not so evident. In the high modal overlap frequency
range, the two types of excitation have an almost identical
performance, which is also very close to the theoretical free
field results. In the low frequency range, below 300 Hz, the
optimized array provides slightly better results than the un-
correlated sources, but the improvement is not very signifi-
cant.

Although the results are not presented here, it has been
found that when a greater number of loudspeakers is em-
ployed, the results for the optimized array of loudspeakers
get closer to the ones obtained for a diffuse field excitation,
whereas the performance of the uncorrelated sources does
not significantly change. In practical terms, however, four
loudspeakers driven by uncorrelated random signals give a
good approximation to the expected result in this case.

Figure 11 shows a direct comparison between the sound
reduction index obtained for this configuration using the

classical method and the new approach proposed. In the first
case, four far field loudspeakers in the source room distrib-
uted according to the recommendations specified in the ISO
140-3 have been driven by a set of uncorrelated signals, and
the power incident on the partition has been calculated using
the potential energy of the source room. In the second case,
the four near field loudspeakers have been situated close to
the panel and optimized for the reproduction of a diffuse
pressure field, and the power incident is taken proportional to
the mean square sound pressure average on the positions of
the array of microphones over the partition. The improve-
ment in measured sound reduction index compared with the
free field results is clearly seen in the low frequency regime.
The near field array is able to provide an estimation of the
sound reduction index that depends almost entirely on the

FIG. 9. Radiated power for the aluminum partition in an infinite baffle under
diffuse field excitation conditions~thick line!, and in the source room–panel
configuration obtained with four near field loudspeakers: optimized array
~thin line! and uncorrelated array~dashed line!.

FIG. 10. Sound reduction index for the aluminum partition in an infinite
baffle under diffuse field excitation conditions~thick line!, and in the source
room–panel configuration obtained with four near field loudspeakers: opti-
mized array~thin line! and uncorrelated array~dashed line!.

FIG. 11. Sound reduction index for the aluminum partition in an infinite
baffle under diffuse field excitation conditions~thick line!, and in the source
room–panel configuration obtained with four near field optimized loud-
speakers~thin line! and four far field uncorrelated loudspeakers~dashed
line!.
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characteristics of the panel, eliminating the modal influence
of the source room.

To further emphasize the advantages of this method,
some numerical simulations have been carried out when the
dimensions of the source room have been increased. Both the
conventional and the new, near field, methodology described
above have been applied for the estimation of the sound
reduction index of the partition. The results are presented in
Fig. 12. It can be seen that the estimation of the sound re-
duction index calculated with the conventional approach has
changed significantly with respect to the previous case, as it
depends on the modal behavior of the room, but the results
of the near field method have not. Moreover, the high modal
overlap region has increased with the dimensions of the cav-
ity and the near field array of loudspeakers is thus able to
provide even better results than in the previous case.

B. Cavity–panel–cavity configuration

In this section the partition is situated in the transmission
suite, between the source and the receiving reverberant
chambers, and the two by two array of loudspeakers and
twenty by twenty microphone array are situated in the source
room, in the near field of the partition.

The computation of the incident power over the panel
has again been based on the outputs of the near field array of
microphones, Eqs.~32! and~33!, where the transfer function
G between loudspeakers and microphones has been modified
to account for the fully coupled system cavity–panel–cavity
presented in Sec. II A. The power radiated in the receiving
room has been calculating classically, using the potential en-
ergy over the whole cavity.

The results obtained in the numerical simulations for the
incident and radiated power in the transmission suite show
important differences when comparing with the cavity–panel
configuration. The four near field loudspeaker array is still
able to provide a good result for the incident power on the

panel in the source room, with identical results for the opti-
mized set of signals and very similar results when the loud-
speakers are uncorrelated. However, the influence of the re-
ceiving room is now strong in both cases. The corresponding
sound reduction index, calculated from the mean square
sound pressure level averaged over the panel and using the
potential energy in the receiving room, is presented in Fig.
13. The introduction of the receiving room has greatly modi-
fied the previous results, and the sound reduction index cal-
culated using the near field array is no longer similar to the
free field results, but is clearly influenced by the modal char-
acteristics of the receiving room.

An alternative procedure for measuring the transmitted
sound power in the source room has also been considered,
using the sound intensity normal to the panel, determined at
a dense grid of measurements on a surface covering the test
opening. In this case, the acoustic power radiated is propor-
tional to the real part of the sum of the conjugate volume
velocities of each radiator,v, multiplied by the correspond-
ing pressure in the receiving room,p(2), immediately in front
of each source, as

P trans5
s

2
Re@vHp(2)#, ~34!

where the velocity of the panel and the pressure in the re-
ceiving room have been calculated from the system of equa-
tions in Sec. II A.

The results for the sound reduction index with the inci-
dent power calculated from the mean square sound pressure
over the panel in the source room and the transmitted power
calculated from the sound intensity in the receiving room are
presented in Fig. 14. The sound reduction index measured in
the transmission suite is still very different from the ideal,
free field, value and is not very different from that measured
using microphones in the receiving room, as shown in Fig.
13. This result has also been pointed out by Kroppet al.16

when comparing experimental results obtained for the trans-

FIG. 12. Sound reduction index for the aluminum partition in an infinite
baffle under diffuse field excitation conditions~thick line!, and in the source
room–panel configuration obtained with four near field optimized loud-
speakers~thin line! and four far field uncorrelated loudspeakers~dashed
line! when the dimensions of the source room have been changed to
3.07 m33.52 m33.51 m.

FIG. 13. Sound reduction index for the aluminum partition in an infinite
baffle under diffuse field excitation conditions~thick line!, and in the trans-
mission suite using inner volume measurements in the receiving room with
four near field loudspeakers: optimized array~thin line! and uncorrelated
array ~dashed line!.
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mitted sound power with the averaged pressure level and the
intensity method. The influence of the receiving room on the
transmitted power could be potentially reduced by the use of
moving diffusers in the receiving room, or if a larger and
more anechoic receiving room was used.

V. CONCLUSIONS

This work has discussed the variability of sound reduc-
tion index measurements in the low frequency range. In
practice, panels are often tested in finite sized reverberant
chambers, where the acoustic field is dominated in the low
frequency range by a few normal modes and does not satisfy
diffuse field conditions. The use of different facilities can
lead to a wide spread of results. An analytical formulation for
the calculation of the sound reduction index of flexible par-
titions has been presented and the results compared when the
panel is mounted in an infinite baffle with free field condi-
tions on both sides and when the effects of the source and
receiving room are each taken into account. The determina-
tion of the sound reduction index has been formulated using
a modal approach for the cavities and the panel. A fully
coupled model has been maintained in the numerical simu-
lations. The results obtained in the transmission suite and in
the free field show discrepancies of greater than 20 dB in the
low frequency range.

These differences have been attributed to the modal re-
sponse of the reverberation rooms for a long time, but no
effective solution has been found to address this problem.
The recommendations proposed in ISO 140-3, averaging the
source positions and the field sampling can only improve the
situation slightly. To make the measurement of the incident
power more reliable at low frequencies, the use of an array of
loudspeakers in the near field of the object to be tested has
been proposed. The sources have been driven by a set of
uncorrelated signals or have been optimized to reproduce a
diffuse pressure field on the surface of the panel.

This new approach has been tested numerically. It has
been shown that in the case where the panel is driven by a
source room but radiating into an anechoic chamber, an array
of four near field loudspeakers is able to remove the modal
influence of the source room in the low frequency range. For
the particular configuration analyzed here, no significant dif-
ferences have been found in the sound reduction index when
the loudspeakers are uncorrelated or when they have been
optimally adjusted for the reproduction of a wall-pressure
diffuse field over the panel. The new approach proposed is
able to provide a measure of the sound reduction index that
only depends on the properties of the panel itself, avoiding
the modal problems presented in the classical method. The
dimensions of the source room could be significantly re-
duced, even for low frequency testing, if such a near field
array was used.

However, when the sound reduction index is determined
in a transmission suite, the results are strongly influenced by
the modal response of the receiving room, and are still sig-
nificantly different from the free field results at low frequen-
cies. Similar results are obtained whether the transmitted
sound power is estimated from the mean-square pressure in
the receiving room, or from a dense grid of intensity mea-
surements over the panel.

Future work will be directed towards the experimental
verification of the proposed technique in a real sound trans-
mission suite. This will requirein situ measurements of the
transfer functions between the near field array of loudspeak-
ers and microphones. The measured frequency responses can
be used for numerical off-line simulations within the signal
processing framework previously described and assess the
accuracy of the proposed methodology. On-line sound reduc-
tion index measurements can then be performed by driving
the array of loudspeakers with a set of appropriate signals. In
practice, for highly absorbent thick panels, some care must
be taken to avoid or account for flanking transmission paths.
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A method for estimating waveform aberration from random scatterers in medical ultrasound
imaging has been derived and its properties investigated using two-dimensional simulations. The
method uses a weighted and modified cross-spectrum in order to estimate arrival time and amplitude
fluctuations from received signals. The arrival time and amplitude fluctuations were used in a time
delay, and a time delay and amplitude aberration correction filter, for evaluation of the retransmitted
aberration corrected signal. Different types of aberration have been used in this study. First,
aberration was concentrated on the plane of the transmitting/receiving array. Second, aberration was
generated with a distributed aberrator. Both conditions emulated aberration from the human
abdominal wall. Results show that for the concentrated aberrator, arrival time and amplitude
fluctuations were estimated in close agreement with reference values. The reference values were
obtained from simulations with a point source in the focal point of the array. Correction of the
transmitted signal with a time delay, and a time delay and amplitude filter produced approximately
equal correction as with point source estimates. For the distributed aberrator, the estimator
performance degraded significantly. Arrival time and amplitude fluctuations deviated from reference
values, leading to a limited correction of the retransmitted signal. ©2004 Acoustical Society of
America. @DOI: 10.1121/1.1738840#
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I. INTRODUCTION

Aberration in medical ultrasound imaging, mainly due to
the inhomogeneities in the human body wall, enlarges the
insonified scatterer region because of a defocusing of the
transmitted beam.1–6 This effect blurs the ultrasound image
and reduces the physicians ability to make an accurate diag-
nosis.

There are two main objectives of this article.
~1! Investigate a method developed for estimating ar-

rival time and amplitude fluctuations using signals from ran-
dom scatterers.

~2! Test the estimator under two different aberration
situations. First, a concentrated aberrator where all aberration
is concentrated to a plane on the transmitting/receiving array.
Second, a distributed aberrator with a specified thickness.
Both aberration situations emulated the human abdominal
wall.

Aberration correction is often based on estimating ar-
rival time, or arrival time and amplitude fluctuations, which
are used as a correction filter on transmit of the ultrasonic
signal.1,3,6–12This method is here referred to as a time delay,
or a time delay and amplitude aberration correction filter.

The time reversal mirror introduced by Finket al.,13 re-
quires a point source in the insonified medium, which rarely
is the case in an imaging situation. Liu and Waag14 intro-

duced a back-propagation method which propagates the sig-
nal homogeneously backward in time in order to obtain an
optimal situation for estimation of a time delay screen. It is
not yet sure if this method performs better for transmit cor-
rection than time delay correction estimated at the array
surface.15 In Ref. 12, it was shown that if arrival time and
amplitude fluctuations in the received signals are accurately
estimated, they will produce close to ideal aberration correc-
tion when used as a time delay and amplitude correction
filter on transmit.

Aberration correction is a filter process which inherently
assumes the aberration on receive, on a given array element,
to be independent of the spatial position of the reflecting
scatterer. The aberration correction filter thus assumes all
aberration of the inhomogeneous medium to be concentrated
in a plane on the array surface. An approximation to this
situation would be for the aberration to be generated in a thin
layer just in front of the array.

Assuming all aberration to be concentrated in a plane, is
often denoted a concentrated aberrator or an aberrating
screen in the literature. For a concentrated aberrator at the
array surface this notation is not precise enough. In this ar-
ticle, the situation where a concentrated aberrator is situated
at the array surface is denoted receive scatterer independent
aberration, or simply scatterer independent aberration. The
reason for this is that placing an aberrating screen some dis-
tance from the array, would not lead to a situation wherea!Electronic mail: svein-erik.masoy@medisin.ntnu.no
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aberration at a receive array element is independent on the
scatterers position in space.

Scatterer independent aberration is an approximation to
the more general and physical case where the aberrated re-
ceive signal, on a given array element, is expected to be
dependent on the scatterers spatial position. This is because
different types of aberration is generated in different parts of
the human body wall, that is, over the whole thickness of the
body wall.5,16 Since body wall thickness and anatomy varies
strongly between humans, this also implies that the degree to
which aberration on receive will be scatterer dependent, also
varies.

There exists a region of scatterers, for which the aberra-
tion ~at a given array element! in a signal received from any
scatterer inside this region, is practically the same. This re-
gion is termed an isoplanatic patch, a term coined in as-
tronomy where aberration effects occur when light from stars
pass through the atmosphere. By the definition of the
isoplanatic patch, focusing the transmitted beam to the inside
of the patch, leads to receive scatterer independent aberration
even for a thick or extended aberrator. Remark that the
isoplanatic patch size change with a change in the location of
the array focus.

Based on the previous discussion, the results in this ar-
ticle show the difference of scatterer independent and scat-
terer dependent aberration. This information is important in
understanding how these different aberration situations influ-
ence the estimation of arrival time and amplitude fluctua-
tions.

Three simulation situations were studied to evaluate the
developed estimation method for arrival time and amplitude
fluctuations, and the performance of the time delay, and the
time delay and amplitude aberration correction filter:

~1! Scatterer independent aberration~SIA!: Simulations
have been performed were all the aberration is concentrated
in a plane on the transmitting/receiving array. This represents
a situation were the simulated data concurs with the aberra-
tion estimation/correction method.

~2! Scatterer dependent aberration~SDA!: This repre-
sents a realistic aberration situation. Now the underlying as-
sumption for the correction method is not fulfilled, and the
object is to test its validity.

~3! Scatterer dependent aberration with a corrected
transmitted beam~CSDA!: This is the same situation as in
~2!, but now the transmitted beam is corrected with a time
delay and amplitude filter estimated from a point source. The
motivation for this was to show that a well estimated time
delay and amplitude correction filter leads to scatterer inde-
pendent aberration, because the energy of the corrected re-
transmitted beam is focused to the inside of the isoplanatic
patch.

Absorption effects and electronic/acoustic noise were
not included in the simulations.

II. THEORY

A. The generalized frequency dependent screen and
the time delay and amplitude correction filter

In Ref. 12, the Green’s function for a heterogeneous
medium was modeled in the frequency domain as

gf~r ,r s ;v!5s~r ,r s ;v!gh~r2r s ;v!, ~1!

wheregf is the Green’s function in the inhomogeneous me-
dium as a function of the field coordinater , the source or
scatterer locationr s , and the angular frequencyv. Heregh is
the Green’s function for the homogeneous medium.

Propagation in an inhomogeneous medium generates in-
terference, which results in an aberrated signal. Interference
is a frequency dependent phenomenon. The function
s(r ,r s ;v) is therefore the frequency response of a filter, that
produces a distortion of the amplitude and phase of a fre-
quency component of the wave, as it propagates through the
inhomogeneous medium.

This filter is denoted the generalized frequency depen-
dent screen, and is composed of an amplitude screen and a
phase screen defined as

s~r ,r s ;v!5as~r ,r s ;v!eiQs~r ,rs ;v!. ~2!

The generalized frequency dependent screen is dependent on
the scatterers spatial position. Complex variation of the am-
plitude and phase with frequency of this filter, is a result of
the aberration generated interference. Note that complex
variation of the phase screen with frequency generates shape
deformation~stretching! of the wave.

If a point impulse source is placed in the focusr f of the
array, it is shown in Ref. 17~Chapter 11!, that filtering the
transmitted signal on each array element with the complex
conjugate of the generalized frequency dependent screen, is
equal to time reversal,13 and will reproduce the diffraction
limited impulse field inr f .

This filter, defined as

h~ra ;v!5s* ~ra ,r f ;v!, ~3!

wherera is the array coordinate, represents an ideal diffrac-
tion limited aberration correction filter for the focal point of
the array.

If the aberration is scatterer independent, the generalized
frequency dependent screen is independent on the scatterer
position, and

s~ra ,r s ;v!5s~ra ,r f ;v![s~ra ,v!, ~4!

wheres(ra ,v) is denoted the generalized scatterer indepen-
dent screen, or simply, the scatterer independent screen. For
this case, the ideal aberration correction filter is

h~ra ;v!5s* ~ra ,v!. ~5!

The scatterer independent approximation is valid inside the
isoplanatic patch, and ideal aberration correction with
s* (ra ,v), will be obtained inside the patch. In Ref. 12, it
was shown that correction with the complex conjugate of the
generalized frequency dependent screen, produced almost
ideal aberration correction~no aberration! to a level of225
dB from the maximum value of beam profiles in the focal
plane of the array, for both a weak and strong aberration
situation.

In the work presented here, aberration correction was
performed with a matched time delay, and a time delay and
amplitude correction filter on transmit. This is an approxima-
tion of s* (ra ,r f ;v), and the aberration correction filter is
now given as
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h~ra ;v!5eivt~ra!,
~6!

h~ra ;v!5a~ra!eivt~ra!,

where both time delays and amplitudes are assumed to be
independent of frequency.

The discussion in this section shows that a time delay, or
a time delay and amplitude aberration correction filter, rep-
resents a two-level approximation to aberration from an ex-
tended aberrator such as the human body wall. First, aberra-
tion is assumed to be scatterer independent@s(ra ,r f ;v)
5s(ra ,v)#. Second, aberration parameters~arrival time and
amplitude fluctuations! are assumed to be independent of
frequency.

B. Aberration estimation

The developed estimation procedure is based on estimat-
ing the generalized frequency dependent screen,s(ra ,r f ,v),
from back-scattered signals from a region of moving scatter-
ers, like the heart or blood. Frequency independent arrival
time and amplitude fluctuations are then determined from
s(ra ,r f ,v).

The method assumes scatterer independent aberration,
and Eq.~4! is thus valid. The method also assumes the scat-
terers, used in the estimation procedure, to constitutes a sta-
tistical ensemble. Each outcome of the ensemble represents a
spatial distribution of the scatterersn(r s), wherer s denotes
the scatterers spatial position. Averaging over the ensemble
is assumed to result in ad-correlation of the scatterer distri-
bution given as

E@n~r s1!n~r s2!#5sn
2~r s1!d~r s22r s1!, ~7!

wheresn
2(r s1) is the variance parameter of the distribution.

This approximation is valid if the correlation length of the
scatterer distribution is much smaller than the wavelength,
and is normally denoted an incoherent medium.

In a practical situation it is generally difficult to perform
an averaging as described above. This was solved by the use
of consecutive transmit signals with the same focus and am-
plitude, separated in time to ensure all scatterers in the ob-
servation volume to be replaced for each transmitted signal.
Each received signal can then be considered a specific real-
ization of the ensemble.

1. Development of the estimation procedure

The far-field approximated received signaly can, in the
scatterer independent aberration situation, be written in the
frequency domain as17 ~p. 11.55!

y~ra ;v!5s~ra ,r f ;v! f ~ra ;v!5s~ra ;v! f ~ra ;v!, ~8!

where f (ra ;v) represents the nonaberrated signal on re-
ceive. The functionf (ra ;v) thus contains aberration on
transmit, but not on receive.

The received signal can be written in a discrete form as

yp5spf p , p51,...,N, ~9!

where subscriptp indicates the element number, andN the
total number of elements on the array. Frequency depen-
dency has now been dropped for notational convenience.

Assuming a Gaussian signal with zero average value, all
statistical information is contained in the cross-spectrum.
The cross-spectrum between elementn andp on the receiv-
ing array is defined as

Rnp5E@yn* yp#, ~10!

where E@•# denotes an expectation operator. Inserting from
Eq. ~9! gives

Rnp5E@~snf n!* spf p#5sn* spFnp , ~11!

whereFnp5E@ f n* f p#.
In the rest of the development, the magnitude ofFnp is

assumed to be a known variable. The basis for this is dis-
cussed in the next section.

Solving for sp gives

sp5apeiup5
Rnp

Fnp

eiun

an
, ~12!

where bothsp and sn have been written with an amplitude
and a phase. In the general case,Fnp can have a phase due to
a refraction of the transmit beam introduced by the body
wall17 ~pp. 11.57–11.59!. This phase is unknown and is in-
corporated into the phase ofsp as

sp5
Rnp

uFnpu
ei ~un2uFnp!

an
[

Rnp

uFnpu
eiun

an
5

Rnp

uFnpu
1

sn*
, ~13!

whereun2uFnp has been renamedun for notational conve-
nience. This has been done sinceuFnp cannot be determined,
and will not affect the calculation ofsp .

In a real situation the expectationRnp is not given, and
here an estimate forRnp was calculated as

R̃np5
1

K (
k51

K

ykn* ykp , ~14!

whereK denotes the number of measurements from different
realizations of the scattering region.

In Ref. 18 ~p. 703! it is shown that the variance of the
amplitude and phase ofR̃np is given as

Var@ uR̃npu#;
1

2K
uRnpu2S 11

1

uwnpu2
D ,

~15!

Var@/R̃np#;
1

2K S 1

uwnpu2
21D ,

where the coherencewnp is defined as

wnp5Rnp/ARnnRpp . ~16!

Equation~15! shows that the variance ofR̃np is high when
uwnpu2 is low. This motivates a weighted mean estimate ofsp

as

s̃p5 (
n51

N

Wnp

R̃np

uFnpu
1

s̃n*
, p51,...,N. ~17!

Here,Wnp is a weight defined as
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Wnp5uw̃npu2Y (
n51

N

uw̃npu2, ~18!

wherew̃np is an estimate ofwnp based onR̃np .
Equation~17! is an implicit equation fors̃n* , and was

solved numerically. An iterative scheme was set up as fol-
lows

s̃p,q115 s̃p,q1mH s̃p,q2F (
n51

N

Wnp

R̃np

uFnpu
1

s̃n,q* G J , ~19!

whereq is the iteration parameter, andm is a constant con-
vergence parameter. After convergence of Eq.~19!, the phase
and amplitude estimates were defined as

ũp5/ s̃p , ãp5us̃pu. ~20!

Up to this point, the estimation procedure is still depen-
dent on frequency, and Eq.~19! can be solved independently
for all frequencies in the signal. As described in Sec. II A,
aberration correction was in this article performed with a
frequency independent time delay, and time delay and am-
plitude filter @Eq. ~6!#. This was done by estimating the
cross-spectrum from Eq.~14!, at the center angular fre-
quencyv0 of the transmitted signal. In addition,R̃np was
assumed to be a smooth function aroundv0 , and additional
averaging aroundv0 was performed to reduce the variance
in the estimate.

To obtain a pure time delay estimate, the phase estimate
in Eq. ~20! was assumed to be linear with the center angular
frequencyv0 of the transmitted pulse. The phase estimateũp

is an absolute phase, and to obtain a relative phase estimate,
the reference value for allũp was taken to be the arithmetic
mean of the estimated values. The arrival time fluctuations
estimate was then calculated as

tp5
1

v0
F ũp2

1

N (
n51

N

ũnG . ~21!

2. Analysis of estimator

In the development of the estimator in Eq.~17!, uFnpu
was assumed to be a known variable. In Ref. 17~p. 11.55! it
is shown that for an incoherent medium~d-correlated scat-
terers!, Fnp can be calculated as

Fnp5(
l

slsl 1p2n* olol 1p2n* , l 51,...,N. ~22!

The functiono denotes the excitation momentum amplitude
of the array. Equation~22! is equivalent to the van Cittert-
Zernike theorem which states that for distortionless propaga-
tion, the receive spatial covariance from an incoherent me-
dium is the auto-covariance of the transmitted array
function.19 In this case, the array function is the product of
the scatterer independent screen and the excitation momen-
tum amplitude. Note thatFnp is frequency dependent due to
the frequency dependency of the scatterer independent
screen.

The magnitude of the scatterer independent screen can
be normalized to a function that varies between 0 and 1. This
means that

uRnpu<uFnpu, ~23!

with equality if, and only ifusu51. Because of the previous
result, the ratioR̃np /uFnpu in Eq. ~17! will be dominated by
R̃np , and little sensitive to variations inuFnpu. As a result of
this, Eq. ~19! was solved with the value ofuFnpu obtained
from Eq. ~22! with usu51 and uou51, which results in a
correlation of a rectangular function with itself.

The estimate of the cross-spectrum@Eq. ~14!# can be
showed to be nonbiased.

E@R̃np#5EF 1

K (
k51

K

ykn* ykpG5
1

K (
k51

K

Rnp5Rnp . ~24!

Inserting ãn5an and ũn5un into Eq. ~17! and calculating
the expectation gives

E@ s̃p#5 (
n51

N

Wnp

E@R̃np#

uFnpu
eiun

an
5 (

n51

N

Wnp

Rnp

uFnpu
1

sn*

5sp(
n51

N

Wnp . ~25!

In this case the estimate is nonbiased if(nWnp51, which by
the definition of the weightsWnp in Eq. ~18! is fulfilled.

If ãnÞan and ũnÞun , it is difficult to calculate the ex-
pectation ofs̃p , since it requires solution of a set of implicit
equations. In Ref. 12, it was shown that estimates of arrival
time delay and amplitude fluctuations in the signal from a
point source, provided close to optimal correction of the
transmitted focused beam. This leads to the recognition that
estimates of time delay and amplitude fluctuations from
point sources are qualified estimates of the screensp , and
can be used as reference values for quantifying the quality of
the developed estimation procedure. This was done here.

Inserting Eq.~14! into Eq. ~17! leads to

s̃p5 (
n51

N

Wnp

1

K (
k51

K

ykn* ykp

1

uFnpu
1

s̃n*
5

1

K (
k51

K

ykpb̂kp* ,

~26!

where

b̂kp5 (
n51

N

ykn

Wnp

uFnpu
1

s̃n*
. ~27!

The estimates̃p can hence be viewed as a correlation of the
received signal on elementp with a modified beamformer
output of the signal received over the whole array. The
beamformer outputb of a received signal is defined as

b5 (
n51

N

yn . ~28!

The modification consists of a weight term and an aberration
correction term.
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III. METHOD

A. Modeling of aberration

To generate realistic aberration, two body wall models
were created. These are the same two body wall models
which were used in Ref. 12, where a weak aberrating body
wall model was denotedw6, and a strong aberating body
wall model was denoteds6. In this article these two body
wall models are denoted the weak, and strong body wall
model respectively. In Ref. 12 a thorough description of the
generation of the body wall models, and their justification, is
given.

B. Simulations

After creating suitable body wall models for generating
aberration, 2D simulations were performed. A homogeneous
angular spectrum operator, described in Ref. 12, was used to
propagate the signals. All simulations were performed for 20
different realizations of the scattering region, and for both
the weak and strong body wall models. The simulation setup
in Fig. 1 was used in three different situations as described
below.

1. Point source simulations

In order to estimate the general frequency dependent
screen@Eq. ~1!#, and to estimate reference values for the
arrival time and amplitude fluctuations, point source simula-
tions were performed according to the setup in Fig. 1. No
scattering region was now present in the setup.

A point source was simulated in the focusr f of a focus-
ing array of sizeD. The array was situated directly onto the
distributed body wall models of thicknessd. A pulse was
generated at the point source and propagated homogeneously
with the angular spectrum operator to the body wall models,
and then through the wall models as described in Ref. 12, to
the receiving array.

A point source simulation provides the ideal situation for
estimation of the generalized frequency dependent screen. It
was determined by filtering the received signaly from the
point source with a Wiener-like filterhW in the frequency
domain given by the equation

s~ra ,r f ;v!5hW~ra ,r f ;v!y~ra ,r f ;v!, ~29!

wherera represents the array coordinate andr f the focus of
the array~see Fig. 1!. The transfer function for the filter was

hW~ra ,r f ;v!5
yt* ~ra ,r f ;v!

uyt~ra ,r f ;v!u21
max~ uyt~ra ,r f ;v!u2!

SN

,

~30!

whereyt is the transmitted frequency dependent signal from
the point source. The factor SN represents a signal-to-noise
ratio parameter in the filter which was determined empiri-
cally.

2. Scatterer independent aberration simulations

In the general case, the generalized frequency dependent
screen is dependent on the source position in space~in this
case the focus point of the arrayr f). As explained in the
introduction, scatterer independent aberration was created by
concentrating all distortion of the inhomogeneous medium
into a plane on the transmitting/receiving array. This is equal
to assuming scatterer independent aberration as in Eq.~4!.

Scatterer independent signals could then be generated
without the extended aberrator in Fig. 1. These were round-
trip simulations.

On transmit, the focused signal from the array was fil-
tered with s(ra ,r f ;v) as estimated in Eq.~29!, to create
scatterer independent aberration. The aberrated signal was

FIG. 1. Simulation setup scatterer dependent aberration.

FIG. 2. Received wave forms from point sources in the focus of the array
and from one realization of the random scatterers for the SDA situation.
Each pane shows a temporal logarithmic gray scale picture of the wave
forms at the receiving array. The dynamic range of the logarithmic scale is
40 dB. The horizontal axis represents time, and for the point source simu-
lations it spans 2.9ms. For the random scatterer results the time axis spans
5.7 ms. The vertical axis represents the receive array elements and spans 20
mm. The left panes shows the wave form received after propagation through
the weak body wall model and the right panes shows the wave form from
the strong body wall model.
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FIG. 3. Contour plots of the absolute value of the cross-spectrum and coherence between all elements on the receiving array, for the weak body wall model.
The values are stacked in a matrix form. The top row shows absolute values of the cross-spectrum and the bottom row absolute values of the coherence. The
cross-spectrum is normalized to the largest value in the matrix. Both the horizontal and vertical axes represent array elements. The labels explain the aberration
situation. SIA: Scatterer independent aberration; SDA: Scatterer dependent aberration; and CSDA: Corrected scatterer dependent aberration.

FIG. 4. Contour plots of the absolute value of the cross-spectrum and coherence between all elements on the receiving array for the strong body wall model.
The values are stacked in a matrix form. The top row shows absolute values of the cross-spectrum and the bottom row absolute values of the coherence. The
cross-spectrum is normalized to the largest value in the matrix. Both the horizontal and vertical axes represent array elements. Same labeling as in Fig. 3.
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FIG. 5. Arrival time and amplitude fluctuation estimates for the weak body wall model. The top row shows arrival time fluctuations and the bottom row
amplitude fluctuations. The horizontal axis in both rows represents array elements. The vertical axis for arrival time fluctuations is displayed in nanoseconds,
and the vertical axis for amplitude fluctuations is in decibels. The dotted line represents estimates from point source simulations and serves as a reference. The
solid line shows estimates from the random scatterer region. Same labeling as in Fig. 3.

FIG. 6. Arrival time and amplitude fluctuation estimates for the strong body wall model. The top row shows arrival time fluctuations and the bottom row
amplitude fluctuations. The horizontal axis in both rows represents array elements. Same notation and labeling as in Fig. 5.
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propagated homogeneously to the scattering region, where it
was scattered according to the Born approximation, i.e., only
first order scattering was considered. The scattered signal
was propagated back to the array, where it again was filtered
with s(ra ,r f ;v).

3. Scatterer dependent aberration simulations

Scatterer dependent aberration was created by using the
distributed body wall models, as for the point source simu-
lations. These were also round-trip simulations and the same
setup was used for scatterer dependent aberration with a cor-
rected transmitted beam.

The transmitted signal was propagated through the body
wall models, and then homogeneously to the scattering re-
gion. Here it was scattered according to the Born approxima-
tion, and propagated back to the array through the body wall
models.

IV. SIMULATION PARAMETERS AND DATA
PROCESSING

The simulations were implemented inMATLAB , and the
~FFTW! algorithm for calculation of the angular spectrum
was used. The simulation area was 10.24 cm in the lateral
direction~x-direction in Fig. 1! with a resolution of 0.2 mm.
To avoid wrap-around effects from the FFT, the signal was
tapered to zero over 2.54 cm at each edge, in thex-direction,
with a raised cosine function. The tapering was performed
for a sufficient number of propagation steps in order to keep

the noise level from the wrap-around effects sufficiently low.
The sampling frequency was 35.1 MHz providing a time
window of 58.3ms. Center frequency of the pulse was 2.5
MHz with a 26 dB bandwidth of 1.6 MHz. The pulse was
filtered on transmit with a 3.7 MHz band-pass filter centered
around the center frequency of the pulse. An array size of 20
mm with a pitch of 0.2 mm was chosen, giving 100 elements
on the array. The focal depth of the array was set to 60 mm.
Water at 37 °C was used as the propagation medium. On
receive, all signals were corrected for geometric focusing for
the homogeneous medium before processing of results.

To generate a realistic speckle signal, an area of 30.5
mm ~time window of 20ms!, 15.25 mm to each side of the
focal plane~see Fig. 1!, was used as a scattering region. The
scatterer density was approximately 1600 scatterers per
square centimeter. The scatterers were uniformly distributed
in the x- andz-direction, and had a Gaussian distributed re-
flection strength. Twenty different independent realizations
of the scatterer region were produced.

The cross-spectrum~Sec. II B! was calculated by taking
the Fourier transform of the received signal on each array
element over the entire range of the scattering region. The
cross-spectrum between all elements on the receiving array
was then calculated according to Eq.~14!, and this process
was performed and averaged for the 20 generated statistically
independent signals. The cross-spectrum was assumed to be
a smooth function around the parameter frequency~in this
case the center frequency of the signal! and was averaged
over a small band of frequencies with equal weight. This

FIG. 7. Beam profiles in the focal plane for the weak body wall model. The top row shows beam profiles corrected with a time delay correction filter. The
bottom row shows beam profiles corrected with a time delay and amplitude correction filter. The horizontal axis represents the focal plane~mm! and the
vertical axis energy~dB!. The zero point on the horizontal axis denotes the center axis of the transmitting array. The solid line represents the aberrated profile,
the dashed-dotted line the profile corrected with estimates from a point source, the dashed line shows the profile corrected with estimates from the random
scattering region, and the dotted line the profile with no aberration, which serves as a reference. All profiles are normalized to their maximum value. Same
labeling as in Fig. 3.
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band ranged from approximately 2.4 to 2.6 MHz, which con-
stituted 11 frequencies with the resolution used in the simu-
lations.

Estimation of arrival time fluctuations from point source
simulations was performed with a phase front tracking algo-
rithm. In essence, the phase front tracking algorithm deter-
mined the peak of the first period of the received wave form
from the point source. The tracking was then performed on
each element, and the time delay between two elements was
defined as the difference in time between the two peaks of
the respective elements. For all arrival time fluctuations es-
timates presented in this article, a linear fit was subtracted in
order to remove any refraction of the beam.

Arrival amplitude fluctuations across the array from
point source simulations, were determined by taking the Fou-
rier transform in time of the received signal on each element.
The amplitude on each element of the array was calculated as
the arithmetic mean of the amplitudes, of the now frequency
dependent signal, over a band of frequencies ranging from
2–3 MHz. This band was chosen empirically.

Beam profiles in the focal plane of the array were used
for visual evaluation of the effect of different aberration cor-
rection filters. All aberration corrected signals were propa-
gated through the distributed body wall models as in Fig. 1.
The profiles were calculated as the rms value in time of each
spatial position.

Additional evaluation of the correction filters in the fo-
cal plane were performed by calculation of focus quality pa-
rameters. These were effective widths in the array and range
direction, and calculation of a peripheral energy ratio. Details
of the definition of these parameters are given in Ref. 1.

V. RESULTS

Figure 2 shows received wave forms from the point
source simulations, and from one realization of the random
scatterers for the SDA situation. For the point source simu-
lations, shape distortion of the wave forms is clearly visible,
and in the strong aberration case deformation of the wave
form also occurs in several places. Since the wave forms are
pictured with a logarithmic scale and a dynamic range of 40
dB, amplitude fluctuations do not show. For the signal from
random scatterers strong decorrelation of the signals is vis-
ible.

In the expression for the variance@Eq. ~15!# of the am-
plitude of the cross-spectrum, the absolute value of the cross-
spectrum squared, and the inverse of the coherence squared
enters. The variance of the phase of the cross-spectrum is
given by the inverse of the coherence squared. Figure 3 dis-
plays contour plots of the absolute value of the cross-
spectrum and coherence, between all elements on the receiv-
ing array for the weak body wall model. The diagonal from
bottom left to top right of the cross-spectrum matrices dis-
play areas of high and low correlation in the signal due to
variations in receive amplitudes. In Fig. 3~a! ~SIA!, such
variations are clearly visible. For the SDA situation~b!,
cross-spectrum values are, in general, higher compared to the
scatterer independent case indicating a higher variance and a
poorer amplitude estimate. There is also a stretching of the
high amplitude areas in the matrix, resulting in a reduced

pinpointing of amplitude peaks. In the CSDA case the same
variations in the cross-spectrum as in the SIA case are vis-
ible, but the width of the diagonal amplitude band is wider,
indicating higher variance.

The coherence is the cross-spectrum normalized accord-
ing to Eq. ~16!. In the SIA case, the coherence displays a
diagonal band indicating high correlation along the whole of
the receiving array. The width of the band~rows in the ma-
trix! indicates how other elements of the array correlates
with a specific element. For the SIA case, the width of the
band is approximately constant which means that the same
amount of information is used in estimation of the phase and
amplitude for each element. In the SDA, the width of the
band is generally narrower and varies along the diagonal
resulting in increased variance of the phase estimate. Results
for the CSDA situation show increased coherence along the
diagonal resulting in reduced variance for the phase estimate
in comparison to the SDA situation.

Figure 4 shows contour plots of the absolute value of the
cross-spectrum and coherence for the strong body wall
model. These results depict the same situation as for the
weak body wall model. Note that the width of the coherence
band for the SIA situation@Fig. 4~d!# is reduced in compari-
son to the weak body wall model, which shows that the
correlation is reduced for the strong body wall model.

Arrival time and amplitude fluctuation estimates for the
weak body wall model are presented in Fig. 5. The figure
shows that estimates of arrival time fluctuations for the SIA
@Fig. 5~a!#, and CSDA situation@Fig. 5~c!#, are approxi-
mately identical and very close to point source estimates. In
the SDA case, estimates deviate from point source estimates,
which is a direct result of the lowered correlation in the
estimated cross-spectrum as shown in Fig. 3.

Figure 6 shows arrival time and amplitude fluctuation
estimates for the strong body wall model. These results show
the same trend as for the weak body wall model. In the SDA
case, estimated arrival time fluctuations strongly deviates
from point source estimates due to lowered correlation in the
received signal. Note that for the SIA and the CSDA, discon-
tinuities occur in the estimates. These discontinuities are due
to the wave deformation clearly visible in Fig. 2~b!. The
wave deformation is also visible in Fig. 4, where the coher-
ence is close to zero in the region of pulse deformation. This
effect causes the variance of phase estimates to be very high,
resulting in poor arrival time fluctuation estimates.

Arrival amplitude fluctuation estimates for both the
weak and strong body wall models, show the same trend as
estimates for arrival time fluctuations. Amplitude estimate in
the SIA situation is approximately identical to point source
estimates for both body wall models. Estimates for the SDA
are very poor for both body walls, respectively. This is an
effect of the reduced variation in the cross-spectrum as
shown in Figs. 3~b! and 4~b!. In the CSDA situation, esti-
mates are not as good as point source estimates, but com-
pared to the SDA situation they have improved substantially.

Beam profiles corrected with a time delay, and a time
delay and amplitude filter for the weak body wall model, are
presented in Fig. 7. The beam profiles, together with the
focus quality parameter given in Table I, show the efficiency
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of the aberration correction filter. Note that the focus quality
measures in Table I cannot be directly compared to the pre-
sented beam profiles, as they are calculated in a different
way. But they do portray the same effects visible in the beam
profiles. It should also be stressed that focus quality mea-
sures of the aberrated beam profiles are uncertain since there
is no clearly defined main lobe.

For the SIA, and CSDA situation, time delay corrected
profiles are almost identical and very close to the point
source corrected profile. Note that there is a slight refraction
of the beam to the right of the center axis of the array. The
effective widths from Table I are identical to the ideal case

for these two cases, but the210 dB peripheral energy ratio is
higher due to generally higher side lobe level. In the SDA
situation, estimates of arrival time fluctuations deviated from
point source estimates resulting in a less focused beam pro-
file with a relatively high side lobe level. The beam profile
for the SDA situation has a turning point at approximately
210 dB, and makes the210 dB peripheral energy ratio mea-
sure unreliable. The effective width at210 dB is, on the
other hand, very large in the array direction portraying poor
correction.

Beam profiles corrected with a time delay and amplitude
filter show a further reduction in side lobe level for the

FIG. 8. Beam profiles in the focal plane for the strong body wall model. The top row shows beam profiles corrected with a time delay correction filter. The
bottom row shows beam profiles corrected with a time delay and amplitude correction filter. Same notation and labeling as in Fig. 7.

TABLE I. Table of focus quality parameters. The peripheral energy ratio~PER! and all effective widths have been calculated at210 dB level from the peak.
The two column headings refers to the weak and strong aberration body wall models, respectively. The column Aberration situation indicates the aberration
situation and the notation follows the notation in Fig. 3. The notation PS in this column denotes correction with estimates from the point source. The
Correction column specifies the type of correction wheret denotes time delay correction filter, andt&a time delay and amplitude correction filter. The two
last rows has no value in the Correction column. The first of these rows show the ideal situation with no aberration, and the second the aberrated situation.

Weak aberrator Strong aberrator

Aberration
situation Correction PER

Effective
diameter

~mm!

Effective width
in array
direction

~mm!

Effective width
in time

direction
~mm!

Aberration
situation Correction PER

Effective
diameter

~mm!

Effective width
in array
direction

~mm!

Effective width
in time

direction
~mm!

SIA t 0.427 1.84 2.70 1.26 SIA t 0.645 1.88 2.80 1.26
SDA t 0.420 2.68 5.70 1.26 SDA t 1.060 2.34 3.70 1.47
CSDA t 0.418 1.84 2.70 1.26 CSDA t 0.554 1.88 2.80 1.26
PS t 0.477 1.84 2.70 1.26 PS t 0.763 1.88 2.80 1.26
SIA t&a 0.287 1.84 2.70 1.26 SIA t&a 0.363 1.94 3.00 1.26
SDA t&a 0.362 2.63 5.50 1.26 SDA t&a 1.080 2.03 2.80 1.47
CSDA t&a 0.253 1.88 2.80 1.26 CSDA t&a 0.315 1.91 2.90 1.30
PS t&a 0.300 1.84 2.70 1.26 PS t&a 0.439 1.91 2.90 1.26
IDEAL 0.228 1.84 2.70 1.26 IDEAL 0.228 1.84 2.70 1.26
AB 1.230 2.58 4.50 1.47 AB 1.440 3.68 6.50 2.08
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SIA and CSDA situations. Note also that correction of
the beam profile has improved further away from the central
axis of the array. This again leads to reduced peripheral
energy ratios, and for both cases they are now close to the
ideal situation. For the SDA situation, amplitude estimates
were very poor and do not change the corrected beam
profile significantly. There is some reduction in the effec-
tive width in the array direction, and the peripheral energy
ratio.

Corrected beam profiles for the strong body wall model
are shown in Fig. 8. Also in this case, correction with a time
delay filter for the SIA and CSDA situation improves the
beam profiles. Note that refraction of the beam is stronger for
this body wall model than for the weak.

Introducing amplitude correction in addition to time de-
lay correction, improves beam profiles substantially for both
these cases. This is also shown in the focus quality variables
where the210 dB peripheral energy ratio is reduced. For the
SDA situation, correction with a time delay filter is very
poor. Introducing amplitude correction does not change the
beam profile, and there is almost no difference in the periph-
eral energy ratio.

VI. DISCUSSION

The aberration in the scatterer independent aberration
simulations was performed by filtering the signal on transmit
and receive with an estimate of the generalized frequency
dependent screen@Eq. ~29!#. This means that the resulting
aberrated beam profiles for the SIA and SDA situation are
not identical. The results of the estimated arrival time and
amplitude fluctuations for these cases~Figs. 5 and 6!, show
that the differences are negligible.

As explained in Sec. IV, the cross-spectrum was as-
sumed to be a smooth function around the center angular
frequency, and averaged over 11 neighboring frequencies.
Averaging over a number ofM frequencies is equivalent to
averaging in range, that is subdividing the signal inM range
segments for each channel and estimating the cross-spectrum
of each segment. This results in a smoothing of the fre-
quency spectrum. The band of frequencies for averaging was
chosen empirically.

The scatterers were modeled as uniformly distributed in
space with a Gaussian distributed reflection strength. This
constitutes an ideal set of scatterers with no interference
from strong scatterers or strong scattering regions within the
scattering region itself. Absorption and electronic/acoustic
noise~e.g., reverberations! were not included in the simula-
tions. In a practical situation, all of these effects would exist
and probably deteriorate the estimate of the cross-spectrum.
One of the purposes of this article was, on the other hand, to
demonstrate the basic differences between scatterer indepen-
dent aberration~which forms the general assumption for ab-
erration correction! and scatterer dependent aberration. Thus
having a receive signal as ideal as possible was in the interest
of the analysis.

The range of the scatterer region was chosen to be well
inside the 3 dB depth of focus of the transmitting array. The
3 dB depth of focus can be calculated as20 ~p. 1.14!

L f~3 dB!'7.2l~FN!2, ~31!

wherel is the wavelength of the transmitted pulse andFN
the f-number defined asFN5r f /D ~see Fig. 1!. In the simu-
lations performed in this article, the wavelength wasl50.6
mm and the f-number FN53, which gives L f(3 dB)
'39 mm. A scattering region of 15.25 mm in range to each
side of the focal point, is thus well inside the 3 dB focal
depth of the transmitting array.

The wave front tracking algorithm used to estimate ar-
rival time fluctuations from the point source simulations is
dependent on a clearly defined wave front, which is the case
for a wave emanating from a single point source. The
speckle signal created in this article represents the sum of
signals from many point sources, and has not a clearly de-
fined wave front. This would also be the case for tissue im-
ages in ultrasound imaging systems, and this method for ar-
rival time estimation is only suited for ideal situations. Since
the method tracks the front of the wave, it is little sensitive to
wave form deformation, and for the point source simulations
performed, this method proved to give very accurate esti-
mates of arrival time fluctuations in the received wave front.

Results in this article show that for scatterer independent
aberration, arrival time, and amplitude fluctuations are esti-
mated in accordance with results obtained from point source
simulations. When introducing a body wall model of thick-
ness two centimeters, the quality of estimates of arrival time
and amplitude fluctuations are significantly reduced com-
pared to point source estimates. This is mainly due to the
increased aberration interference in the signal, caused by the
distributed aberrator, which results in a reduced spatial co-
herence~see Figs. 3 and 4!.

There is some improvement in the beam profiles for the
scatterer dependent aberration, especially for the weak body
wall model. This leads to the notion of an iterated estimation/
correction procedure. In an iteration procedure, arrival time
and amplitude fluctuations could be estimated as in this ar-
ticle, and a corrected signal would be transmitted for the
purpose of performing a new estimation of the same param-
eters. The process would be repeated until some convergence
criterion is achieved. This is also known as adaptive imag-
ing. The optimum convergence would be obtained when the
estimates are equal to those obtained from a point source.
The corrected scatterer dependent aberration situation pre-
sented in this article displays the ideal last stage of such an
iteration process. The results show that if the transmitted
signal is corrected with an ideal time delay and amplitude
filter, aberration in the received signal is indeed scatterer
independent, and arrival time fluctuations are very well esti-
mated. Amplitude variations are not as well estimated as
from the point source simulations, but this does not affect the
corrected beam profiles noticeably, and the peripheral energy
ratios in this case are even better than for the point source
estimates~see Table I!.

VII. CONCLUSIONS

An estimator for estimating arrival time and amplitude
fluctuations from random signals has been developed. The
method can also be used to estimate phase and amplitude
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aberration for all frequency components in the received sig-
nal. It was tested on different situations of aberration, scat-
terer independent aberration, and scatterer dependent aberra-
tion. Results obtained with signals from random scatterers
were compared with estimates from point source simula-
tions.

For the SIA and CSDA situation, arrival time and am-
plitude fluctuations estimates were very close to point source
estimates for both the weak and strong aberrating body wall
models. Used in a time delay, and time delay and amplitude
aberration correction filter, they produced equivalent correc-
tion of transmitted beam profiles as correction with point
source estimates. For both the SIA and CSDA situation, a
time delay and amplitude filter corrected significantly better
than a time delay filter alone.

In the SDA situation, arrival time fluctuations differed
significantly from point source estimates. With the strong
body wall model, estimates were poor, yielding a limited
correction of the beam profile. The estimator was only able
to estimate arrival amplitude variations of about 4 dB for
both body wall models, while for the strong body wall
model, variations of up to 18 dB was estimated from the
point source. The difference between a time delay, or a time
delay and amplitude correction filter was negligible for the
strong body wall model. This was mainly due to the poor
estimates of both arrival time and amplitude variations. For
the weak body wall model, correction of the beam profile
was observed~there is some correction also in the strong
case! and the time delay and amplitude filter corrects better
than the time delay filter.

The results presented here demonstrate the difficulty of
estimating and correcting ultrasound aberration with a time
delay, or a time delay and amplitude aberration correction
filter. This is due to the fact that aberration in general is
generated over an extended part of the human body wall.
Aberration correction with a time delay, or a time delay and
amplitude aberration correction filter assumes all aberration
to be concentrated on the transmitting/receiving array. On the
other hand, the results show that if the receive aberration is
scatterer independent, the developed estimation method for
arrival time and amplitude fluctuations from random signals
works well.

For the distributed body wall models~scatterer depen-
dent aberration!, the estimation method does not produce sat-
isfactory results, even with 20 independent realizations of the
received signals. Some correction is still obtained, and esti-
mates could possibly be improved by iteration.

This work also demonstrates that, if correctly estimated,
a time delay or a time delay and amplitude correction filter
produce receive signals with aberration that is independent
of the scatterers spatial position. This indicates that such a
correction filter can focus the aberrated transmitted beam to
the inside of the isoplanatic patch, the necessary condition
for obtaining receive scatterer independent aberrated signals
from randomly distributed scatterers.
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The performance of passive acoustic signal-processing techniques can become severely degraded
when the acoustic source of interest is obscured by strong interference. The application of matrix
filters to suppress interference while passing a signal of interest with minimal distortion is presented.
An algorithm for single-frequency matrix filter design is developed by converting a constrained
convex optimization problem into a sequence of unconstrained problems. The approach is extended
to broadband data by incoherently combining the responses of matrix filters designed at frequencies
across a band of interest. The responses of single-frequency and multifrequency matrix filters are
shown. Examples are given which demonstrate the effectiveness of matrix filtering applied to
matched-field localization of a weak source in the presence of a strong interferer and noise. These
examples show the matrix filter effectively suppressing the interference, thereby enabling the
localization of the weak source. Standard matched-field processing, without matrix filtering, is not
effective in localizing the weak source. ©2004 Acoustical Society of America.
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I. INTRODUCTION

Matrix filters, provided they are properly designed, are a
powerful tool for separating wanted and unwanted compo-
nents in observed data. For example, it is possible to design
matrix filters to suppress interference while passing a signal
of interest in data collected from an array of sensors. Matrix
filters are designed by defining an appropriate passband and
stop band and solving a convex optimization problem. The
design of matrix filters by convex optimization was proposed
in Ref. 1, which includes examples of frequency-selective
filters and Hilbert transform filters for short time series. In
this paper we show how to design filters that are useful for
suppressing surface interference for passive sonar localiza-
tion.

The problem of attenuating a surface-generated direc-
tional noise field to help in localizing submerged sources was
addressed by Yoo and Yang using ‘‘matched-beam’’
processing.2 In contrast to their work, we consider the sur-
face interference to be generated by a loud source of limited
spatial extent. In other related work, Mirkin and Sibul3 de-
velop a maximum likelihood procedure to localize multiple
acoustic sources. For the problem we consider, the algorithm
of Mirkin and Sibul would proceed by localizing the loud
source, eliminating its effect on the data by orthogonal pro-
jection, and finally localizing the quiet source. The orthogo-
nal projection matrix in their algorithm is a matrix filter.

However, in contrast to the filters designed in this paper, the
orthogonal projection filter is not optimized for stop band
attenuation and is designed to perfectly null a point source.

II. PROBLEM FORMULATION

Consider a vertical array ofN sensors located at depths
z1 ,...,zN , and an acoustic source at frequencyvn located at
a depth z and a ranger from the array. Under certain
assumptions,4,5 the Fourier transform of the sensor outputs,
evaluated atvn , can be written as

d~r ,z,vn!5sV~vn!a~r ,z,vn!1n, ~1!

where

V~vn!5F h1~z1! ¯ hQ~z1!

] ]

h1~zN! ¯ hQ~zN!
G ,

~2!

a~r ,z,vn!5F A2ph1~z!

Ark1

e~ jk12g1!r

]

A2phQ~z!

ArkQ

e~ jkQ2gQ!r
G ,

s is a complex scale factor, andn is a vector of noise
samples. The functionsh i(z), i 51,...,Q are the normal
modes associated with the acoustic environment; they can be
calculated numerically using a program such as the one de-
veloped by Porter.6 This program also calculates the numbers
k1 ,...,kQ and g1 ,...,gQ , which are the horizontal wave
numbers and mode attenuation coefficients, respectively. In
the absence of noise the data vectord is called areplica

a!Portions of this work were presented in ‘‘Matrix Filters for Passive Sonar,’’
Proceedings of IEEE International Conference on Acoustics, Speech, and
Signal Processing, Salt Lake City, UT, May 2001.

b!Electronic mail: vaccaro@ele.uri.edu
c!Current affiliation: Dept. of Electrical Engineering, Arizona State Univer-
sity Main, Tempe, AZ 85287-5706.
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vector and is denoted bya(r ,z,vn). In what follows, all
replica vectors are normalized to unit length and the depen-
dence on range, depth, and frequency is not shown explicitly.

A linear filtering operation on the sensor outputs can be
expressed as a matrix multiplication,y5Md , whereM is an
N3N matrix of complex numbers. The purpose of a matrix
filter is to attenuate unwanted components in the measured
sensor datad while passing desired components with mini-
mal distortion. Matrix filters are designed using a set of rep-
lica vectors defined over a region of range and depth, and
stored as the columns of a matrix. The passband matrix,P,
consists of replica vectors in a given range/depth region that
should ‘‘pass’’ through the filter with only a small, specified,
amount of distortion. The stop band matrix,S, consists of
replica vectors that should be attenuated as much as possible
by the filter. The replica vectors inP andS are calculated at
grid points in range and depth and are normalized to have
unit length. Replica vectors that are not in eitherP or S may
be thought of as defining a ‘‘don’t care’’ region in range and
depth. Don’t care regions are used to separate the pass- and
stop bands so that the filter is not asked to simultaneously
pass and attenuate very similar replica vectors. A typical
definition of pass- and stop bands is shown in Fig. 1.

In order for matrix filtering to be effective there must be
enough ‘‘separation’’ between the replica vectors in the pass-
band and those in the stop band. This normally requires the
use of a vertical array that spans the entire depth of the water,
and even this is not sufficient to guarantee that there will not
be ambiguities between the passband and stop band replica

vectors. A more precise statement of the required separation
is given in Sec. V A.

In order to express matrix filter design as a standard
optimization problem, we define a real-valued column vector
x consisting of a concatenation of the real and imaginary
parts of anN3N matrix M . Specifically

x5Fx1

x2
G , ~3!

where

x15@x1 x2 ¯ xN2#T, x25@xN211 xN212 ¯ x2N2#T,
~4!

and

M ~x!5F x11 jxN211 xN111 jxN21N11 ¯ xN22N111 jx2N22N11

x21 jxN212 xN121 jxN21N12 ¯ xN22N121 jx2N22N12

] ] � ]

xN1 jxN21N x2N1 jxN212N ¯ xN21 jx2N2

G . ~5!

The design specifications for a matrix filter,M , are given in
terms of convex functions of the filter response. For ex-
ample, the stop band performance is specified by the func-
tion

f~x!5 (
aiPS

iMa i i2, ~6!

which measures the total energy in the filter stop band re-
sponse. The optimum matrix filter minimizes this quantity
while preserving a specified level of fidelity in the passband.
The filter passband fidelity is measured by the functions
f i(x) defined as follows:

f i~x!5iMa i2ai i22e, aiPP, ~7!

wheree is a user-specified constant. The matrix filter design
problem may be written as the following constrained optimi-
zation problem:

min
x

f~x! subject to f i~x!,0, i 51,...,Np , ~8!

whereNp is the number of replica vectors in the passband
matrix P. It can be shown that the objective and constraint
functions in Eq.~8! are convex functions ofx.7 Attractive
features of convex optimization problems are that they can
be numerically solved to a guaranteed accuracy, and there are
no local minima.8,9

Notice in Fig. 1 that the passband ofM is placed at
shallow depths. Such a filter could be used to isolate and
subtract a shallow interferer from the received data by apply-
ing the matrix filterI –M to the data. Because the passband
fidelity f i(x),0 is enforced for every vector in the passband,
the matrix filter I –M will provide a guaranteed amount of
attenuation of~10 loge! dB to any source in the passband of
M . This is true not only for a point source, but also for a
distributed source contained in the passband ofM .

In order to deal with surface interference of unknown
location, we use a collection of matrix filters whose pass-
bands cover a specified region in range at shallow depths. A

FIG. 1. Schematic diagram depicting the passband and stop band regions for
a typical matrix filter.
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statistic is introduced in Sec. V B to indicate which filter
contains the interference in its passband.

A. Compressed replica vectors

Recall that a replica vector corresponding to a source at
ranger, depthz, and frequencyvn can be expressed as

a~r ,z,vn!5V~vn!a~r ,z,vn!, ~9!

normalized to unit norm, whereV(vn) is a matrix of size
N3Q, a is a column vector of sizeN31, anda is a column
vector of sizeQ31. The condition for compressed replica
vectors is that the number of modes is less than the number
of sensors, orQ,N. Typically for low frequencies in our
applications,N is in the range of 20 to 22 whileQ is in the
range of 10 to 20. Notice that the matrixV(vn) is indepen-
dent of the source range and depth. It depends only on fre-
quency and sensor depths. Thus, at a given frequencyvn , all
of the replica vectors in the passband and stop band will be
in the column space of the fixed matrix,V(vn).

Let V be a matrix whose columns are an orthonormal
basis for the column space ofV(vn). Then, any replica vec-
tor ai can be written in terms of this basis as

ai5Vai , ~10!

for some vector of coefficientsai . Note that this coefficient
vector can be written as

ai5VHai , ~11!

where the superscriptH is complex-conjugate~Hermitian!
transpose. The vectorsai are referred to ascompressed rep-
lica vectors. We now impose the requirement that the col-
umns of a matrix filterM lie in the column space ofV. This
implies that filtered replica vectors will themselves be replica
vectors. We impose the additional requirement that the rows
of M lie in the row space ofVH. The reason for this require-
ment is that any component of the rows ofM that is not in
the row space ofVH will be annihilated whenM is multi-
plied by a replica vector. To see this, consider an arbitrary
matrix M1 , and letM be obtained by projecting the rows of
M1 onto the row space ofVH; that is,M5M1VVH. Then

M1ai5M1Vai5M1VVHai5Ma i , ~12!

where the second line follows from Eq.~11! and the third
line follows from the definition ofM . Thus, when forming
the objective or constraint functions we can work with the
matrix M , whose rows lie in the row space ofVH.

The requirements just introduced on the row and column
spaces ofM imply that there exists aQ3Q matrix m such
that

M5VmVH. ~13!

With this definition, we may now reformulate the terms that
are summed in the objective function Eq.~6! and the pass-
band fidelity constraint functions Eq.~7! as

iMa i i25iVmVHai i25iVmai i25imai i2 ;aiPSa
~14!

iMa i2ai i25iVmVHai2ai i2

5iVmai2Vai i2

5imai2ai i2 ;aiPPa , ~15!

Here, Pa5VHP and Sa5VHS, where P is the matrix of
passband replica vectors andS is the matrix of stop band
replica vectors. We may now work with a smaller matrixm
and use its elements as control variables for optimization.
Oncem is calculated, we may obtainM by using Eq.~13!.
The form of the objective and constraint functions in Eqs.
~14! and ~15! is exactly the same for the full matrixM and
the compressed matrixm. The only difference is that the
replica vectorsai are used withM while the compressed
replica vectorsai are used withm. An algorithm for matrix
filter design is given in the next section. This algorithm is
used to calculatem if Q,N, or M if Q>N.

III. MATRIX FILTER DESIGN

The matrix filter design problem, Eq.~8!, is a con-
strained convex optimization problem. By introducing a bar-
rier function, such a problem can be converted into a se-
quence of differentiable, unconstrained problems, each of
which may be solved by Newton’s method. This approach is
described in Refs. 8 and 9, and it results in a very efficient
algorithm for matrix filter design.

The standard problem Eq.~8! may be rewritten as9

min
x

$f~x!1I feas~x!%, ~16!

whereI feas:R
n→R is the~non differentiable! indicator func-

tion of the feasible set

I feas~x!5H 0 f i~x!<0, i 51,...,m,

1` otherwise.
~17!

Let ĉ:Rn→R be a continuous function that approximates the
indicator functionI feas and has the following properties:

~1! ĉ is differentiable and convex;
~2! The domain of ĉ is the feasible set$xu f i(x),0,

i 51,...,m%; and
~3! ĉ grows without bound asx approaches the boundary of

the feasible set.

Such a functionĉ is called abarrier function. Substituting
the barrier functionĉ for the indicator functionI feas, we
have the following unconstrained optimization problem:

min
x

$f~x!1ĉ~x!%, ~18!

which is differentiable and convex. Note that Eq.~18! is an
approximationto Eq.~16!, while Eq.~16! is equivalentto the
original constrained optimization problem Eq.~8!. The qual-
ity of the approximation improves asĉ→I feas.

A. Logarithmic barrier function

The logarithmic barrier function corresponding to a set
of constraint functionsf 1(x),...,f m(x) is defined as the func-
tion c:Rn→R, with
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c~x!5H 2(
i 51

Np

log~2 f i~x!! f i~x!,0, i 51,...,m

1` otherwise.
~19!

It can be seen thatc~x! has a finite value iff i(x),0. How-
ever, if any f i(x) approaches 0, the value ofc~x! grows
without bound, and thusc~x! is a barrier function. Moreover,
c~x! serves as a differentiable and convex approximation to
the indicator function.

The actual barrier function that is used in the uncon-
strained optimization problem Eq.~18! is a scaled version of
the logarithmic barrier function

ĉ~x!5
1

t
c~x!, ~20!

where the scale factor is 1/t. For any t.0, the function
(1/t)c is also a barrier function. The larger the value oft, the
better the barrier function (1/t)c approximates the indicator
function, I feas. In the limiting case oft being very large, we
are essentially minimizing the objective function while sat-
isfying the constraints, which is precisely what we need. But,
we cannot begin with a large value oft because Newton’s
method will not converge due to numerical ill-conditioning
problems.8,9 Thus, we need to begin with a small value oft
and solve a sequence of optimization problems with larger
and larger values oft.

The gradient and Hessian of the logarithmic barrier
function c~x! are given in terms of the gradients and Hes-
sians of the constraint functionsf i(x) as follows:9

¹c~x!5(
i 51

Np 21

f i~x!
¹ f i~x!,

~21!

¹2c~x!5(
i 51

Np 1

f i
2~x!

¹ f i~x!¹ f i~x!T1(
i 51

Np 21

f i~x!
¹2f i~x!.

With f i(x) defined in Eq.~7!, we use the logarithmic barrier
functionc~x! given by~19! with gradient and Hessian given
by ~21!. The expressions in~21! are written in terms of the
gradients and Hessians of the constraint functionsf i(x).
These gradients and Hessians are derived in Ref. 7. The re-
sults are given below. The gradient can be written in terms of

zi5conj~ai ! ^ Ma i and wi5conj~ai ! ^ ai

where^ denotes the Kronecker product. The gradient of the
ith constraint function is

¹ f i~x!52F real~zi2wi !

imag~zi2wi !
G . ~22!

The Hessian of theith constraint function can be written in
terms of

Qi5conj~ai !* ai
T , ~23!

and theN3N identity matrix, denotedIN . The superscriptT
is the matrix transpose. The result for the Hessian is

¹2f i~x!52F real~Qi ^ IN! 2 imag~Qi ^ IN!

imag~Qi ^ IN! real~Qi ^ IN!
G . ~24!

We also need to calculate the gradient and Hessian forf~x!
as they are required for Newton’s method, which is discussed
in Sec. III B. The gradient and Hessian forf~x! may be
expressed as7

¹f52 (
aiPS

F real~zi !

imag~zi !
G , ~25!

¹2f52 (
aiPS

F real~Qi ^ IN! 2 imag~Qi ^ IN!

imag~Qi ^ IN! real~Qi ^ IN!
G . ~26!

B. Newton’s method

The cost function for our problem is

c~x!5H f~x!1
1

t
c~x!J . ~27!

This cost function can be minimized using Newton’s method.
We start with an initial value oft and an initial value for the
vectorx denoted byx(0). Newton’s method constructs a qua-
dratic approximation of the cost function atx(0) and calcu-
lates aNewton stepvectorv that, when added tox(0), results
in a vector that minimizes the approximate cost function.8,9

The Newton step is given by

v52@¹2c~x!#21¹c~x!, ~28!

where

¹c~x!5¹f~x!1
1

t
¹c~x!,

~29!

¹2c~x!5¹2f~x!1
1

t
¹2c~x!.

Recall from Sec. II A that if the number of modesQ is
less than the number of sensorsN, we may use compressed
replicas to design a matrix filter. In fact, wemustuse com-
pressed replicas in this case; otherwise, it turns out that the
Hessian matrix¹2c(x) is singular and the Newton step in
Eq. ~28! is undefined.

In practice, the vectorv is multiplied by astep sizel
before being added tox, i.e.,

x~1!5x~0!1lv~0!,

wherex(1) is the updated vector after the first iteration. We
may write the general expressions for the iteration as

x~k!5x~k21!1lv~k21!, ~30!

wherex(k) is the updated vector afterk Newton iterations and
0,l<1. With l51 the new valuex(k) in ~30! may represent
an infeasible set of parameters, i.e.,c(x(k)) infinite. In this
case, the value ofl is decreased until the value of the cost
function evaluated atx(k) is finite.

In order to use Newton’s method for a constrained opti-
mization problem we need a feasible initial guess forx ~or
M !, i.e.,x(0). We initializeM (0) as an identity matrix of size
N3N. The identity matrix satisfies the passband constraints
for any value ofe. The vectorx(0) may be formed fromM (0)

by using Eq.~5!.
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C. Maximum singular value constraint and deflation

In the optimization problem@Eq. ~8!# for matrix filter
design, constraints are used to achieve a desired passband
fidelity. However, it turns out that the solution to Eq.~8!, the
optimal matrix filter, may have a maximum singular value
much greater than unity.7 Such a matrix has a large noise
gain; that is, it amplifies the random component,n, of the
data vector@see ~1!#. As a result, the filtered data have a
lower signal-to-noise ratio than the unfiltered data. This
problem can be remedied by constraining the maximum sin-
gular value,s1 , of the matrix filter to be less than 11d,
whered is selected by the user. Define

f Np11~x!5s12~11d!. ~31!

Then, the maximum singular value constraint can be written
as

f Np11~x!,0, ~32!

which is of the same form as the constraints in the original
optimization problem, Eq.~8!. The constraint Eq.~32! adds
another term to the sum defining the logarithmic barrier
function @see Eq.~19!#. Newton’s method requires the gradi-
ent and Hessian of this new constraint function. They are
derived in Ref. 7.

The derivative of the maximum singular value is defined
only when the matrix has an isolated maximum singular
value. However, when the constraint@Eq. ~32!# is imposed, it
may turn out that the optimal matrix filter has several singu-
lar values very close to the upper limit of 11d. Examples of
such filters are given in the next section. In this case, the
Newton algorithm will fail due to the nondifferentiability of
a repeated maximum singular value. To overcome this prob-
lem, a deflation procedure is derived in Ref. 7. Whenever
more than one singular value gets close to 11d, the subspace
corresponding to those singular values is fixed and the opti-
mization continues over a new, smaller set of filter param-
eters in the subspace corresponding to the remaining smaller
singular values.

IV. MATRIX FILTER EXAMPLES

All of the examples in this section use a simulated en-
vironment that is modeled after a region in the Gulf of
Mexico.10 This is a three-layer shallow-water environment
comprised of water over sediment over rock. A measured
sound–velocity profile from the Gulf of Mexico was used in
the simulations. The environmental parameters describing
this environment are shown in Table I. The receiving array
for the examples that follow is a 20-element vertical array of

sensors placed every 5 meters in depth from 10 to 105 m.
Replica vectors are computed on a grid of points spaced 10
m in range and 1 m in depth.

In order to consider the response of a matrix filter, recall
that the replica vectors are normalized to have unit norm. For
replica vectors in the passband we know thatMa i'ai . The
quality of the approximation is governed by the user-
specified value ofe. Thus, the vectorsMa i will have norm
close to unity. Typically we have for the replica vectors in
the passband, 0.9<iMa i i2<1.0. Replica vectors in the stop
band are attenuated as much as possible~the total stop band
energy is minimized!. However, for many underwater envi-
ronments, replica vectors evaluated at large differences in
range and depth are not orthogonal. This limits the possible
attenuation provided by the matrix filter in the stop band.
Thus, typical filter response values in the stop band are
0.05<iMa i i2<0.4. The filter response is generated by plot-
ting the energyiMa i i2 for all values of range and depth.
Alternatively, we can plotiMa i i2 versus range for all depths.

All of the filters in the following sections were designed
using ten different values oft in the cost function, Eq.~27!.
These values were spaced logarithmically from 1000 to
1.663105 ~see Ref. 9 for guidance on choosingt!. For each
value of t an average of five Newton steps was required to
minimize the cost function.

A. A single-frequency filter

Consider the design of a matrix filter at frequencyf 1

5375 Hz. The passband region is 3800 to 3900 m in range
and 1 to 15 m in depth. The stop band is given by the fol-
lowing three regions: 1000 to 5000 m in range and 34 to 114
m in depth; 1000 to 3650-m range and 1 to 34-m depth; 4050
to 5000-m range and 1 to 34-m depth. Replica vectors were
calculated on a grid of points spaced every 10 m in range and
1 m in depth. The passband and stop band regions are shown
in Fig. 1. The passband fidelity parametere50.003 and the
maximum singular value is constrained to be less than 1.04
@i.e., d50.04; see Eq.~31!#.

The power response,iMa i i2, of this filter is shown in
Figs. 2 and 3. The power in the passband is about 0.95. What

TABLE I. Environmental parameters for Gulf of Mexico environment.

Parameter Value

Water depth 114 m
Sediment sound speed 1600 m/s
Rock sound speed 1625 m/s
Sediment attenuation 0.5 dB/l
Sediment density 1.85
Rock density 2.2

FIG. 2. Power response of a matrix filter,F5375 Hz.
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is not shown by these figures is that the desired fidelity of
e50.003 is achieved at every replica vector in the passband.
The power in the stop band varies between 0.01 and 0.6 with
an average value of 0.21. In other words, the value of the
objective function for the optimal matrix filter isf50.21.

The five largest singular values for the optimal matrix
filter are: 1.0399, 1.0398, 1.0357, 0.9610, 0.9111. Notice that
the three largest singular values are all very close to the
specified value of 11d51.04. Thus, the maximum singular
value constraint is active for this design and the deflation
procedure was required.

If the maximum singular value constraint is not enforced
in the design, the resulting optimal matrix filter has an iso-
lated maximum singular value of 10. This filter has a large
noise gain. The value of the objective function for this filter
is f50.20, which is slightly better than thef value for the
filter with the singular value constraint. Taking noise gain
into account, however, the singular value constrained filter is
preferable.

In a practical application of matrix filters, data vectors
may arise from range/depth locations that do not correspond
to any of the grid points used to design the filter. In order to
assess the robustness with respect to grid spacing of the ma-
trix filter designed above, the fidelity of the filter was evalu-
ated on a dense grid of passband replica vectors,Pd , con-
sisting of replica vectors spaced 1 m in range and 0.25 m in
depth, with the following result:

max
aPPd

iMa2ai250.003 85. ~33!

At the matrix filter design points~spaced 10 m in range and
1 m in depth! the fidelity is less than the specified value of
0.003. Thus, there is some degradation in fidelity, but not
enough to prevent the proposed method from working when
data that are not on the design grid are used~see the example
in Sec. V B!.

B. A multifrequency filter

Suppose filter passband and stop band regions, passband
fidelity parametere, and maximum singular value parameter
d are defined as in the previous example. These specifica-
tions may be used to design several filters at several different
frequencies. For example, given a vector of frequenciesF
5@ f 1 f 2¯ f r #, one can designr different matrix filtersM1 ,
M2 ,...,M r , one filter for each of the given frequencies. A
broadband signal can then be processed incoherently at ther
frequencies. The collection of filters (M1 ,M2 ,...,M r) is re-
ferred to as amultifrequency matrix filter. The power re-
sponse of such a filter is simply the average of the power
responses of the individual filters

1

r (
j 51

r

iM jai~ j !i2. ~34!

The replica vectors are indexed byi, which refers to some
value of range and depth, andj, which refers to frequency.

Consider a multifrequency filter with the same specifi-
cations as in the previous example and frequency vectorF
5@375 400 425# Hz. The power response of this filter is
shown in Fig. 4. The sidelobes are almost all below 0.5, and
the highest sidelobe is less than 0.55. Compare this with the
response of the single-frequency filter shown in Fig. 3. That
filter has many more sidelobes near 0.5 than the multifre-
quency filter. Processing several frequencies results in lower
sidelobes. The number of modes at these three frequencies
are 18, 19, and 20, respectively. Thus, compressed replica
vectors are needed for 375 and 400 Hz.

V. INTERFERENCE SUPPRESSION AND SOURCE
LOCALIZATION

Matrix filters may be employed for loud source interfer-
ence suppression and, consequently, allow matched-field lo-
calization of a quiet source using a Bartlett processor.11

Given a data vectord observed on the sensor array and rep-
lica vectorsa @computed using Eq.~9!# from a range/depth
search region,R, the Bartlett processor computes

FIG. 3. Power response of a matrix filter plotted versus range for all depths,
F5375 Hz.

FIG. 4. Multifrequency matrix filter response,F5@375,400,425#.
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uaHdu2

idi2
, aPR. ~35!

The range and depth associated with the replica vector that
produces the maximum value in the above equation is taken
as the estimate of the source range and depth. The output of
the Bartlett processor, displayed as a function of range and
depth, is called a Bartlett surface.

Consider the numerator in Eq.~35! for the case of two
sources,d5d11d2

uaHdu25aHRa, ~36!

where

R5ddH5d1d1
H12 Real~d1d2

H!1d2d2
H . ~37!

We make the assumption that the data vectorsd1 andd2 have
random phases and are uncorrelated, so that the expected
value ofR is

E~R!5d1d1
H1d2d2

H . ~38!

If the matrix R is formed by averaging several data snap-
shots, then Eq.~36! would converge to the expected value
given by Eq.~38!. In the examples that follow, if there are
two sources, we use Eq.~36! and Eq.~38! to calculate the
numerator of Eq.~35!. That is, we compute the mean of the
Bartlett surface for uncorrelated sources.

Assume that there is a loud sourceS1 in the passband
and a quiet sourceS2 in the stop band of a matrix filterM .
Let d1 andd2 be the data outputs from the vertical array of
sensors in response to uncorrelated sourcesS1 and S2 , re-
spectively. Suppose the observed data vectord consists of
the sum of the two sources,d5d11d2 . Then, applying the
matrix filter I –M to the data yields

~ I –M !d5~ I –M !d11~ I –M !d2'~ I –M !d2 . ~39!

The amount of attenuation of the loud sourced1 ~i.e., the
quality of the approximation in the previous equation! is de-
termined by the passband fidelity parametere. Assuming that
e is small enough so that the loud source is effectively re-
moved, the filtered data are approximately equal to
(I –M )d2 . Thus, the process of removing the loud source has
distorted the quiet source in a known way. The amount of
distortion is related to the height of the sidelobes of the ma-
trix filter. For example, if the matrix filter hadperfectattenu-
ation in the stop band~i.e., iMd2i250), then the distortion
would be zero because the residual data would consist ofd2

plus noise. In practice, we want the sidelobes to be as low as
possible. Multifrequency filters may be used to keep the
sidelobe power, and hence the distortion, to an acceptable
level.

Processing of the filtered data must take the distortion
into account. For example, in order to use a Bartlett proces-
sor to localize the quiet source after removing the loud
source, Eq.~35! must be modified in the following two ways:
first, the residual data vector~I –M !d is used in place ofd,
and second, the model replica vectors must be distorted in
the same way that the quiet-source vectord2 is distorted.
That is,a in Eq. ~35! is replaced by~I –M !a, normalized to
have unit length. The next two examples show that with

these modifications, the Bartlett processor can localize a
quiet submerged source using residual matrix filtered data.

A. Static sources

Consider the case in which the observed data vectord is
the sum of a multifrequency loud sourced1 , a multifre-
quency quiet sourced2 , and a noise vectorn. The sources
and noise each are composed of a collection of three fre-
quency components

d15$d1~ f 1!,d1~ f 2!,d1~ f 3!%, d25$d2~ f 1!,d2~ f 2!,d2~ f 3!%,

n5$n~ f 1!,n~ f 2!,n~ f 3!%. ~40!

In this exampleF5@ f 1 f 2 f 3#5@375 400 425# Hz. At each
frequency, the norms of the loud-source replica vectors are
equal to 1 and the norms of the quiet-source replica vectors
are equal to 0.2. Thus, the power of the loud source is 14 dB
greater than that of the quiet source at each frequency. The
noise vectors at each frequency consist of uncorrelated
Gaussian random variables, one at each sensor, of variance
equal to 0.001. Because the array has 20 sensors, the total
noise power at each frequency is 0.02, and so the signal-to-
noise ratio is 3 dB with respect to the quiet source at each
frequency. The loud source is located at a range of 3850 m
and a depth of 10 m, and the quiet source is located at a
range of 2500 m and a depth of 40 m. The matrix filter for
this example is the multifrequency filter of the previous ex-
ample. Note thatd1 is in the passband of this filter andd2 is
in the stop band.

Figure 5 shows four Bartlett surfaces related to this
problem, with each plot normalized to have a peak value of
unity. This normalization gives all plots the same dynamic
range, which is useful for visually comparing the peak-to-
sidelobe ratios. We also report the peak values of the unnor-
malized Bartlett surfaces, given by Eq.~35! as well as the
value of the denominator of Eq.~35!. In the first figure~a!
the data consist of the loud source plus noise. The value of
idi2 is 1.038. The peak of the normalized Bartlett surface is
in the correct range–depth location, with an unnormalized
peak value of 0.985. In the absence of noise this peak value
would be unity. The actual height of the peak is related to the
SNR, which is 17 dB with respect to the loud source. The
highest sidelobes in this figure have a height of about 0.3~5
dB lower than the peak! and there are sidelobes distributed
throughout the surface with a height of 0.2~7 dB below the
peak!. This is an indication of a good ‘‘separation’’ between
the passband and stop band replica vectors for this environ-
ment. Based on our experience with other environments, the
matrix filter technique will work with sidelobes 2 to 4 dB
below the peak.

In the second figure~b! the data consist of the quiet
source plus noise. The value ofidi2 is 0.064. The peak of
the normalized Bartlett surface is at the correct range–depth
location with an unnormalized peak value of 0.771. This
peak height is consistent with the fact that the SNR is 3 dB
with respect to the quiet source. In the third figure~c! the
data consist of both the loud and quiet sources plus noise.
Because the loud source is 14 dB louder than the quiet
source, this figure is nearly identical to~a! and the location
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of the quiet source is not revealed in Bartlett surface~c!. If
the power of the quiet source had been closer to that of the
loud source, say within 3 dB or less, the Bartlett surface in
~c! would have shown two peaks at the locations of the two
sources. From the point of view of detecting the quiet source,
matrix filters would not be necessary in this case. However,
when the power of the quiet source is about 7 dB or more
below that of the strong source, a peak corresponding to the
quiet source would not be seen in figure~c! but would be
seen in figure~d!.

In the fourth figure~d! the data consist of both sources
plus noise. The data vector has been filtered byI –M and the
replica vectors used to form the Bartlett surface have also
been filtered by I –M and normalized. The value of
i(I –M )di2 is 0.054. This figure is nearly identical to~b!. In
particular, the isolated peak clearly shows the correct loca-
tion of the quiet source. The value of the unnormalized peak
is 0.544.

B. Moving sources

Consider the case in which both the loud source and the
quiet source are moving. We assume that the loud source is
near the surface at an unknown range. A collection of multi-
frequency filters is designed, each with a passband of 1 to 15
m in depth and a 100-m range interval. The passband range
intervals for three of these filters are

M1 :3800– 3900 m,

M2 :3900– 4000 m, M3 :4000– 4100 m. ~41!

The filterM1 is identical to the filter described in Sec. B. The
design specifications forM2 and M3 are the same as those
for M1 except for the passband range interval. If a collection
of matrix filters is designed to cover a large range interval
such as 1000 to 5000 m at shallow depths, only one of these
filters will be used to suppress a loud surface interference
source. The correct filter to use is the one whose passband
contains the loud source. This filter may be determined by

computing the ratio of energies in the matrix filtered and
residual data for each of the matrix filters in the collection.
This ratio, denoted byg, is called thefilter statistic, and is
given by

g5
iMd i2

i~ I –M !di2
, ~42!

where d is the data vector containing the loud and quiet
sources plus noise. If the loud source is in the passband ofM
then iMd i2 will be large while the energy in the residual
signal, i(I –M )di2, will be small. Consequently the filter
statisticg will be greater than unity.

Conversely, if the loud source is in the stop band ofM
then iMd i2 will be small while i(I –M )di2 will be large
~becauseI –M does not significantly attenuate the loud
source!. Thus, in this case, the filter statistic will be less than
unity. If the filter statistic is computed for each matrix filter
in the collection, then the filter producing the largest value
should contain the loud source in its passband.

Consider the following scenario, illustrated in Fig. 6. A
loud source at a constant depth of 12 m moves at constant
velocity from range 3800 to 4100 m in 150 s. This source

FIG. 5. Normalized Bartlett surfaces:~a! for source 1
~loud!; ~b! for source 2~quiet!; ~c! for both sources;~d!
for both sources with matrix-filtered data.

FIG. 6. Moving sources scenario with a loud surface source and a quiet
submerged source.
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will be in the passband ofM1 @see Eq.~41!# for 0 to 50 s, in
the passband ofM2 for 50 to 100 s, and in the passband of
M3 for 100 to 150 s. Simultaneously there is a quiet source
moving with constant velocity from range and depth
~2500,40! m to a range and depth of~1900,100! m. Data are
generated at a sampling interval of 1.25 s. This causes the
replica vectors for the sources to be evaluated at range grid
points spaced at 2.5 m and depth grid points spaced at 0.5 m.
Recall that the grid spacing used to design the matrix filters
~as well as to calculate the Bartlett surfaces! is 10 m in range
and 1 m indepth. The frequencies and powers of the sources
and noise are the same as those in the static source example.
The configuration in the static source example is identical to
the first point in this moving source example.

With the sources moving along the trajectories shown in
Fig. 6, the filter statistic Eq.~42! is computed every 1.25 s
for all three filters; the results are shown in Fig. 7. At each
point in time the filter producing the largest statistic will be
used for interference suppression. As expected, the statistic
for M1 peaks first, followed by the statistics forM2 andM3 .
At each sampling instant the filter producing the largest
value of the filter statistic is used to form a residual data
vector ~I –M !d. A Bartlett surface is computed using this
residual data vector and filtered replica vectors~I –M !a ~see
the discussion at the beginning of Sec. V!. The peak of each
Bartlett surface gives the estimated range and depth of the
quiet source. The Bartlett surfaces corresponding to the last
point in the trajectory are shown in Fig. 8. The first three
figures~a!–~c! are similar to those for the first point in the
trajectory, shown in Fig. 5. In the fourth figure~d!, the peaks
of all of the previous Bartlett surfaces are indicated by stars
superimposed on the plot. It can be seen that the trajectory of
the quiet source is correctly estimated. A detailed examina-
tion of the locations of the Bartlett peaks shows that, for the
121 points along the trajectory, 106 range estimates have an
error of 5 m or less, 14 have an error of 10 m or less, and one
has an error of 15 m. For the 121 depth estimates, 117 have

an error of 0.5 m or less and four have an error of 1 m.
The quality of each of the residual-data Bartlett surfaces

varies only slightly along the trajectory. This quality is as-
sessed by two ratios. The first is the peak to maximum side-
lobe ratio. The maximum sidelobe is defined as the highest
peak in the Bartlett surface outside a regionR of 610 range
and 65 depth grid points, centered at the peak. Recall that
the range and depth grid points are spaced every 10 and 1 m,
respectively. A second measure of quality is the peak to av-
erage background ratio. The average background is defined
as the average of all the Bartlett points outside the regionR.
Figure 9 shows these ratios for the Bartlett surfaces formed
both from the matrix filtered residual data~indicated by the
word filter! and from data containing only the quiet source
~indicated by the wordsno filter!. The no-filter plots repre-
sent the ideal case in which the data contain only the quiet
source and noise. We try to approximate this case with data

FIG. 7. Filter statistic plots for three matrix filters,M1 , M2 , M3 for the
moving sources scenario.

FIG. 8. Normalized Bartlett surfaces for the final point
in the moving sources example.~a! For source 1~loud!;
~b! for source 2~quiet!; ~c! Bartlett surface for both
sources; ~d! Bartlett surface for both sources with
matrix-filtered data. The peaks of all previous Bartlett
surfaces are denoted with stars. They correctly identify
the location of the quiet source.

3018 J. Acoust. Soc. Am., Vol. 115, No. 6, June 2004 Vaccaro et al.: Matrix filters for passive sonar



that also contain interference by using a matrix filter to sup-
press the interference. Figure 9 shows that the peak to maxi-
mum sidelobe ratio varies between 1.5 and 3 along the tra-
jectory for both the filtered and unfiltered data, with the ratio
for the unfiltered data slightly higher. Using a matrix filter to
suppress surface interference thus results in only a slight
degradation of the peak to sidelobe ratio that would be ob-
tained if no interference were present. Figure 9 shows that
the peak to background ratio averages about 12 when no
interference is present and about 7 when a matrix filter is
used to suppress interference. Thus, when using a matrix
filter to suppress a loud surface source, the major effect is
simply an increase in the average background of the Bartlett
surface.

VI. CONCLUSIONS AND ISSUES FOR FUTURE WORK

An algorithm to design matrix filters has been described.
The filter specifications include the passband and stop band
regions, the passband fidelity parameter, and the maximum
singular value bound. The ability to design a matrix filter
with a specified passband fidelity implies that the influence
of a loud source in the residual data vector is attenuated by a
guaranteed amount.

Given the filter specifications, a collection of matrix fil-
ters covering a large region in range and shallow depths is
designed. A filter statistic, computed for each filter in the
collection, is used to detect the presence of a loud source in
the passband of one of the filters. This filter is then used to
form the residual data vector~I –M !d, in which the loud
source is effectively removed. A quiet source can then be
localized with a Bartlett processor. The matrix filter is used
to create new replica vectors (I –M )ai to use for this Bartlett
processor.

It is possible to use matrix filters for tasks other than
localization. For example, consider the problem of classify-
ing a quiet, submerged source in the presence of a loud sur-
face source. The performance of any classifier operating on

the observed data would be degraded by the influence of the
loud source. As described in this paper, a matrix filter could
be used to obtain a residual data vector in which the loud
source is attenuated and the quiet source is distorted in a
known way. The classifier would have to be modified to
account for this distortion just as the Bartlett processor for
localization was modified in this paper. The extension of
matrix filters to classification remains for future work.

The results in this paper were demonstrated in the ideal
case of perfectly known environmental model and sensor lo-
cations. It is an open question how robust the method is to
environmental mismatch and/or sensor location errors. It
may be possible to account for these uncertainties in the
following way. When forming the matricesP andS of pass-
band and stop band replica vectors, one could generate these
vectors using an ensemble of different environmental models
and sensor locations. Using the resultingP andS matrices to
design the matrix filters may impart some robustness at the
expense of performance~e.g., stop band attenuation would
be less than that of the nominal design!. The issues of ro-
bustness assessment and improvement remain for future
work.

Another approach to interference suppression and detec-
tion is adaptive beamforming, e.g., minimum variance distor-
tionless response~MVDR!.12 Both the matrix filter method
and adaptive beamforming attempt to reject interferer energy
to improve the detection of weak sources. The matrix filter-
ing approach uses a fixed set of filters whose design is inde-
pendent of the received data. Interference suppression and
detection can be accomplished with matrix filters using even
a single data snapshot. The adaptive nature of the problem is
dealt with by calculating the filter statistics for a bank of
matrix filters to determine which filter passband contains the
loud source. Adaptive beamforming, on the other hand, re-
quires multiple snapshots to estimate the data covariance ma-
trix, which is used to calculate a weight vector that is used to
suppress the interference and detect the weak source. Com-
parison of the relative performance and robustness of these
methods remains for future work.
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Matched-field or model-based processing has now been widely demonstrated for improving source
localization and detection in ocean waveguides. Most of the processing approaches become
increasingly sensitive to fluctuations or uncertainties as the frequency increases. As a result, there
has been very limited work above 1 kHz and there is a perception that above several kilohertz the
technique cannot be applied. We have conducted acoustic communications experiments in a variety
of shallow water sites around coastal areas of the United States. These experiments show that a clear
multipath structure is readily observed even in the 8–16 kHz band. Furthermore, it is shown that
model-based processing can then be exploited to localize sources at these high frequencies out to
ranges of several kilometers. ©2004 Acoustical Society of America.@DOI: 10.1121/1.1690078#

PACS numbers: 43.60.Kx, 43.30.Wi, 43.60.Uv, 43.30.Re@AIT # Pages: 3021–3032

I. INTRODUCTION

Over the last 20 years there has been a great deal of
research on using or embedding acoustic models in signal
processing algorithms. An example application is for vertical
or horizontal line arrays in which the spatial and temporal
multipath structure is used to determine the location of a
source in the ocean waveguide.

The terminology for this work is not standardized. We
use the term ‘‘model-based’’ processing to refer to any tech-
nique that uses a computer model of acoustic propagation in
the ocean waveguide. This term encompasses:

~1! matched-field processing, which exploits the phase-
amplitude structure of some small set of narrowband
signals,1–3

~2! backpropagation or time-reversal techniques which use a
computer model to propagate the field observed on the
receive array and~under certain conditions! refocus it at
the source location,4–7

~3! correlation processing, which exploits the temporal mul-
tipath structure.8–21

These techniques are all closely related and in some cases
actually identical. However, they suggest different ways of
organizing the processing and sometimes lead to different
insights about how to exploit the space–time structure of the
acoustic field. We will present source localization results ob-
tained using correlation techniques. As indicated in the above
mentioned citations, these techniques have been addressed in
the literature at least as far back as 1971. The main thrust of
this work is to extend the correlation-based techniques to
significantly higher frequencies.

The motivation for working at higher frequencies in-
cludes:

~1! high spatial resolution can be achieved using small ap-
ertures,

~2! sources such as dolphins or AUVs have a signature in
this band,

~3! the ambient noise background is significantly lower at
high frequencies than in lower bands~where the clutter
is dominated by surface shipping!,

~4! understanding the propagation physics in this band will
lead to insights into the performance of acoustic commu-
nications systems, and suggest better wave form and re-
ceiver designs.

Previously, source localization has been demonstrated in
a midfrequency band,22 using a 22-element vertical line array
in very shallow water~,10 m! to process four tones at 2.4,
3.5, 4.6, and 5.7 kHz out to 200 m in range. In other notable
work at midfrequency,23 15 tones in the 3–4 kHz band from
an 8-element vertical line array at a range of 1.5 km were
processed using an approach that also optimizes the param-
eters characterizing the environment, such as ocean depth,
bottom properties, and sound speed profile.

The first issue that arises is that of understanding quali-
tatively the propagation physics in this band. Should we ex-
pect distinct echoes from the surface and bottom? A variety
of phenomena might conspire to produce a diffuse smear of
acoustic energy, providing little structure to be exploited by a
source location estimator:

~1! surface and bottom roughness,
~2! small-scale ocean variability,
~3! source/receiver motion,
~4! near-surface bubbles.

These phenomena have been addressed in the literature,24

although most of the studies have been devoted to single
boundary interactions and/or the backscattered field, and thus

a!Portions of this work were presented in ‘‘High-frequency broadband
matched field processing in the 8–16 kHz band,’’ Proceedings of the IEEE
Oceans 2003 Marine Technology and Ocean Science Conference, San Di-
ego, CA, 22–26 September 2003.

b!Electronic mail: paul.hursky@saic.com

3021J. Acoust. Soc. Am. 115 (6), June 2004 0001-4966/2004/115(6)/3021/12/$20.00 © 2004 Acoustical Society of America



provide little guidance as to what sort of multipath signature
might be observed, or whether it exhibits a reliable enough
structure to be the basis for multipath ranging. As we will
show, our experiments at a variety of typical shallow water
sites reveala clear set of surface and bottom echoes rising
well above the reverberant haze.

The second issue is whether we can predict the field
accurately enough to localize a source using the echo pattern
as a fingerprint of target location. Model-based source local-
ization at high frequency either requires very accurate mod-
eling or must be made inherently robust against model mis-
match. Our results demonstrate thatsource localization at
high frequencies is possible out to ranges of at least several
kilometerswith even a minimal receiver configuration~a
single phone in Sec. II, and a pair of phones in Sec. III!.
However, special techniques must be applied to exploit the
reliable features of the propagation.

A series of experiments, part of ONR’s SignalEx
program,25 have been conducted in a variety of shallow wa-
ter coastal environments to relate the performance of acous-
tic communications systems to different propagation and
oceanographic phenomena. These experiments consisted of
using a fixed receiver to record wave forms from a transmit-
ter allowed to drift out to ranges beyond which the signal
was no longer detectable~on a single hydrophone!. Typi-
cally, channel probe wave forms were alternated with wave
forms to test specific communication modulation and coding
schemes. The probes consisted of 50 ms LFM chirps, sweep-
ing from 8 to 16 kHz, repeated four times per second. The
probe pulses have enabled the channel impulse response to
be measured in a variety of acoustic waveguides. We will
present the results of applying our model-based source local-
ization ~correlation-based multipath ranging! to the probe
signals.

Applying a matched filter to the probe pulses~i.e., using
the known LFM chirp wave form as the correlation kernel!
produces measurements of the channel impulse response at
the pulse repetition rate. These measurements reveal the fine-
scale time variations of the individual multipath components
of the channel impulse response. Using a ray-based propaga-
tion model~which tells us which eigenray interacted with the
surface, for example!, enables us to isolate the physical
mechanisms causing these multipath fluctuations that have
such a major-impact on acoustic communications, environ-
mental inversion, and source localization. As we will show,
even after stabilizing the first couple of multipath arrivals
from ping to ping, the later arrivals exhibit fluctuating am-
plitudes and times of arrival, due to the motion of the ocean
surface, water column variability, and the varying bathym-
etry as the transmitter drifts in range. Besides measuring the
fine scale temporal structure over 10 and 30 s intervals~at
the two sites which we will discuss!, having the source drift
out to ranges until the probe signals were no longer detect-
able at the receiver~typically at 6–8 km! revealed how the
channel impulse response varied as a function of range.

This paper presents results using the 8–16 kHz channel
probes from sites at the New England Front and off the coast
of La Jolla in San Diego, CA. Section II will show data from
a SignalEx test on the New England Shelf in 2000. At this

site, we will present source localization results based upon
matching measured and modeled impulse response functions.
The impulse response is measured by applying a matched
filter, using the source wave form as the correlation kernel.
Obviously, in many applications, the source would not be so
cooperative as to let its wave form be known. We have
previously21 demonstrated how to extend the impulse re-
sponse method to auto- and cross-correlation wave forms.
Section III will show data from a SignalEx test off the coast
of La Jolla in San Diego in 2002. At this site, we will present
results using impulse response functions, and also cross-
correlation wave forms. Matching cross-correlation wave
forms does not require the source signature to be known,
only that it be sufficiently broadband that its cross-
correlation in the time-domain produces a narrow enough
pulse to resolve multipath arrivals. Comparisons will be
made between measured and modeled channel impulse re-
sponse functions at both sites.

II. NEW ENGLAND SHELF RESULTS

Figure 1 shows the bathymetry on the New England
Shelf where the SignalEx Front 2000 experiment was per-
formed. The bathymetry between the receiver~indicated by
the circle! and the drifting source~whose track is marked by
plus marks! is mildly sloped, at least for the first several
kilometers. A single radial from the receiver was used to set
the bathymetry that was used to model the propagation at
this site.

Figure 2 shows the measured sound speed profile and
the depths of the source~29 m! and receiver~40 m!. The
sound speed profile is upward refracting and contains a sur-
face duct, so there are fewer interactions with the bottom
than in the La Jolla environment we will look at in Sec. III.
The bottom sound speed is greater and the ocean is shallower
at the New England site than in La Jolla. These effects com-
bine to produce more multipath arrivals at the New England
site than at the La Jolla site. However, the surface was
rougher at the New England site, which caused the surface-
interacting paths to exhibit arrival times that were not as well
defined as at the La Jolla site.

All of the model-based techniques rely upon boundary
interactions in the waveguide to produce multiple virtual im-
ages of the source~or receiver!, which form an effective

FIG. 1. SignalEx Front 2000 experiment configuration. Contour lines are
spaced at 1 m intervals, with depth increasing moving west from the re-
ceiver to the heavy contour line at 50 m.
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aperture much larger than the actual physical aperture, mak-
ing it possible to estimate ranges and depths with arrays
much smaller than would be needed in free space
conditions.26 As we will see, this makes source localization
easier at the New England site.

Figure 3 shows two views of the wave form sequence
during the SignalEx test on the New England Shelf in April
of 2000. The upper plot in Fig. 3 covers 30 min, and shows
different colored rectangles. The gray rectangles labeled ‘‘P’’
represent probe sequences. The rectangles labeled ‘‘A’’–‘‘F’’
represent acoustic communications test sequences. The six
different test sequences are preceded by identical probe se-
quences. Each probe/test sequence pair occupies 5 min. The
lower plot in Fig. 3 is a 10 s excerpt from the probes and
shows repeating probe wave forms. Each probe interval~the
‘‘P’’ blocks ! contains 40 LFM chirps. Each chirp sweeps
from 8 to 16 kHz in 50 ms. The chirps are repeated every
250 ms~40 chirps in 10 s!.

A. Channel impulse response measurements

The upper part of Fig. 4 shows 40 processed chirps
~each row of the image is a matched filter output!, from the

SignalEx test on the New England Shelf, stacked one on top
of the other. The rows of this image have been aligned by
spacing them according to the known pulse repetition inter-
val of 250 ms, corrected for a constant Doppler. Each row of
this image contains the envelope of the matched filter output
on a decibel scale, calculated using the known probe wave-
form as the matched filter replica.

The lower part of Fig. 4 shows the same 40 chirps,
aligned by correlating each row with its predecessor. That is,
each row is offset relative to the previous row so that the
peak of their cross-correlation is at the zeroth lag. This
method of aligning one matched filter output with respect to
its predecessor is only one of many techniques we attempted,
including peak picking. Using cross-correlation to align
these wave forms turned out to be the most robust for this
and other data sets. Because the cross-correlation is driven
by the higher amplitude earlier arrivals~at least in this data
set!, the fluctuations are all but removed from these earlier
arrivals by this process. At the same time, an alignment
based on cross-correlation enables all arrivals to contribute to
the alignment~and so is more robust than simply aligning on

FIG. 2. SignalEx Front 2000 measured sound speed profile and presumed
bottom properties, showing depths of source and receiver relative to the
profile.

FIG. 3. Timeline of LFM probe signals~labeled P! and acoustic communi-
cations wave forms~labeled A–F! during SignalEx 2002.

FIG. 4. The upper plot shows stacked impulse responses, aligned according
to a constant Doppler correction. The lower plot shows stacked impulse
responses, aligned by cross-correlating consecutive pairs of responses. Each
row of these images contains the log-envelope~in decibels! of the matched
filter output corresponding to a single LFM chirp. There were 40 8–16 kHz
LFM chirps, each 50 ms long, transmitted every 250 ms. Only the first 10
ms of the measured channel impulse response is shown to isolate the details
of the earliest arrivals~at this 500 m range, the entire impulse response
lasted 50 ms!.
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the basis of the first peak location!. However, the higher
amplitude earliest arrival will clearly have the most influ-
ence. In other configurations~i.e., a different geometry, or a
different propagation environment!, later arrivals could very
well dominate. Aligning the probes enables the structure in
the later arrivals to be clearly seen, independent of the fluc-
tuations in the early arrivals.

Although the entire impulse response has a duration of
50 ms at the range shown~500 m!, we have displayed only
12 ms to isolate the first few arrivals, so that the fine struc-
ture in these arrivals can be observed. After the first arrival,
two pairs of arrivals can be made out, but these later arrivals
are not as stable as the first arrival, exhibiting some spread in
the time of arrival and quite a bit of amplitude fading. Note
that it is difficult to pick out a distinct track in any of these
later arrivals. Later arrivals~not shown here! exhibited even
worse fading. We speculate that this is due to the rougher
surface at this site.

B. Modeling

In the previous section, Fig. 4 shows a single probes
interval ~10 s long, with 40 probes, each probe an LFM
chirp!. Rather than attempting to estimate source location
from a single impulse response measurement~rarely are all
the arrivals present in a single measurement, because of the
amplitude fading!, we averaged all 40 probe response enve-
lopes to form a single composite impulse response estimate.
Clearly, the alignment described in the previous section
~based on cross-correlating consecutive impulse response
measurements! is critical for this averaging to be effective.
The upper part of Fig. 5 shows the result of stacking 26 such
averages~roughly 2 h of thedrift, out to 3 km range!. Each
row of the image shown in the upper part of Fig. 5 contains
the average of one 10 s, 40-chirp time interval. Each of the
10 s intervals was Doppler corrected~as in the upper part of
Fig. 4!, aligned~chirp-to-chirp, as in the lower part of Fig.
4!, and summed to form a single average impulse response
function estimate. The signal-to-noise ratio~at the output of
the matched filter and after averaging 40 chirps having a
duty cycle of 20 percent! can be read from the upper part of
Fig. 5 ~the color scale is in dB!. The earlier arrivals have a
signal-to-noise ratio~SNR! of roughly 15 dB and the later
arrivals~somewhat smeared by the averaging! have a SNR of
roughly 5 dB. The averaging serves to stabilize the channel
impulse response spreading and amplitude fading, but also
smears out the later arrivals, whose time of arrival is not as
consistent as the earliest arrival. These are the measurements
that we must duplicate with a propagation model to form the
source location estimate.

To reproduce the range-dependent impulse response
function shown in the upper part of Fig. 5, the broadband
channel impulse response function was modeled using the
Bell-hop ray/beam tracing program.27–29 This model calcu-
lates magnitudes, phases~note that envelopes are shown in
the plots of modeling calculations!, and times of travel of all
multipath components for a particular source and receiver
geometry, given a sound speed profile, geo-acoustic proper-
ties of the surface and bottom, and a potentially range-
dependent bathymetry. No roughness was incorporated in the

modeling, except for the coarse features specified by a
bathymetry map. A band-limited impulse response function
is synthesized from these multipath arrival parameters.

The lower part of Fig. 5 shows the multipath structure
calculated by Bellhop for the experiment configuration dur-
ing the New England Front SignalEx test~relative time of
arrival is shown along the horizontal axis, and the ranges
shown along the vertical axis are the ranges at which the data
shown in Fig. 5 were measured, as calculated from GPS
measurements!. The agreement between the coarse features
of the measured and modeled data shown in Fig. 5 is excel-
lent, which bodes well for our model-based source localiza-
tion. However, the later arrivals in the measured data, whose
arrival times exhibit the fluctuations seen in the upper part of
Fig. 4, have been smeared out by the averaging process,
grossly underestimating the amplitudes of the later arrivals,
compared to the amplitudes predicted by the model for the
later arrivals in the lower part of Fig. 5. We will show how to
reduce the impact of this mismatch so that source localiza-
tion is possible even with significant fading.

The measured impulse response functions shown in Fig.
5 were aligned by cross-correlating consecutive rows, just as
in Fig. 4 in the previous section. That is why the first arrivals
do not all line up on a vertical line~the other arrivals con-

FIG. 5. Measured~upper! and modeled~lower! channel impulse response
functions, as a function of range~receiver depth of 40 m and source depth of
29 m!. Each scan line in the measured data is an average over 40 chirps
spanning 10 s.
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tribute and cause the alignment to move around a bit!. The
measured response functions are displayed using a detected
early arrival to set the left edge of the first image row, and
the peak cross-correlation~row to row! to set subsequent
rows ~as discussed earlier!. The modeled results are dis-
played using a reduced time~range/sound speed! to set the
left edge of each image row. As we will discuss in the next
section, these time offsets~of one row with respect to the
next, and between measured and modeled wave forms! do
not impact the source location estimate.

We have used normal mode and parabolic equation
models at lower frequencies to synthesize the time-domain
impulse response functions~by transforming the spectrum
calculated by runs of these full-wave models at each fre-
quency!, but a ray-based model provided adequate fidelity in
this high frequency band, and was more convenient because
it enabled direct manipulation of the time domain features of
the impulse response function. Normal mode and parabolic
equation models become computationally cumbersome at
higher frequency.

C. Localization

As mentioned earlier, we are not introducing a novel
source location estimator, but are extending correlation-
based multipath ranging algorithms8–21 to much higher fre-
quencies, with some minor tricks to overcome difficulties
peculiar to this band.

The source location metricb(r ,z) at source ranger and
depthz,

b~r ,z!5max
n

(
i 50

N21

di 1nmi~r ,z!, ~1!

is calculated by cross-correlatingdi 1n , the measured im-
pulse response envelope, andmi(r ,z), the modeled impulse
response envelope, and then taking the maximum cross-
correlation peak. Bothdi 1n and mi are wave form values,
sampled at timesi ~or i 1n, with n a correlation lag!. The
uper part of Fig. 5 shows thedi values we will use~i corre-
sponds to multipath time of arrival along the horizontal axis!,
with each row containing the impulse response function
measured from a single 40-chirp interval~at a particular
source range, to be estimated!. The lower part of Fig. 5
shows the analogousmi values as a function of time of ar-
rival ~along the horizontal! and source range~along the ver-
tical!. Because there is no time reference for the probe arriv-
als, we must match measured and modeled wave forms at all
possible offsets of one with respect to the other, by cross-
correlating them, as opposed to simply forming an inner
product~which would have been possible, if we had a time
reference!. The metric used to match measured and modeled
wave forms,b(r ,z) in Eq. ~1!, is taken to be the maximum
value of their correlation~i.e., at whatever lag it occurs!. The
lag n at which this maximum value occurs does not enter into
our source location estimate~because we can only measure
relative times of arrival, and not the actual travel times!.

Combining the multipath arrivals predicted by the ray-
based model coherently, using the true spectrum, produces
very short duration arrival pulses~1/bandwidth, where our

chirps had a bandwidth of 8 kHz!, and with complicated
interference between overlapping arrivals. It is significantly
more difficult to model the phases of the multipath compo-
nents than the envelopes and times of arrival, even at lower
frequencies.21 Therefore, for this high frequency band, we
chose to operate on the envelopes of the measured and mod-
eled matched filter outputs, rather than the raw wave forms.
Figure 5 shows envelopes~displayed using a decibel scale!.
Furthermore, it was very difficult to model the arrival times
accurately to within the time resolution~1/8000 s! provided
by our signal bandwidth of 8 kHz. In order to desensitize our
modeling, we artificially reduced the bandwidth of the mod-
eled signal~to broaden the multipath arrivals in the time
domain! and combined the multiple arrivals incoherently~to
avoid the increased opportunities for interference between
arrivals that was a result of the reduced bandwidth!.

Using the above-outlined process, a source location met-
ric was calculated for every candidate source ranger and
depthz, at every time epoch for which we have measured the
impulse response~as the source drifts in range!. A two-
dimensional ambiguity surface was produced for each time
epoch, so that the overall output for the entire source drift
was a three-dimensional ambiguity volume, indexed on
source range, source depth, and time epoch.

FIG. 6. Upper plot shows range track at source depth of 29 m~and receiver
depth of 40 m!. Black circles indicate ranges calculated from GPS measure-
ments. Lower plot shows depth track along estimated range track.
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The upper part of Fig. 6 shows the 2D slice versus range
and time for the known source depth of 29 m. The circles
indicate the known source range, calculated from GPS mea-
surements at each time epoch. The range track is consistent
with the GPS measurements. The lower part of Fig. 6 shows
the slices versus depth that follow the source track in range.
A very strong track is apparent at the known source depth of
29 m. A persistent track is apparent in both range and depth.

Note that the slice through the 3D ambiguity volume
shown in Fig. 6 was selected~from among all the possible
source depths! knowing the source depth. A way to indepen-
dently determine the source depth from the 3D ambiguity
volume would be to search for a continuous track among all
depths, presuming the source depth was constant. We have
scanned range-time slices~such as the one shown in Fig. 6!
at all depths, and found that the most persistent track is
found at the correct depth. Unfortunately, the individual 2D
ambiguity surfaces in range and depth at each time epoch
have so many spurious peaks that a 2D peak-picking process
repeated at each time epoch does not produce a consistent
track in range and depth. It is only when we seek a persistent
track over many epochs that the source location reveals it-
self.

Despite these shortcomings, the results shown in Fig. 6
are quite surprising, given the high frequency band. Note that
to get a track beyond the 500 m starting range required us to:

~1! average multiple measurements of the impulse response,
~2! operate on the envelopes of the data and the modeled

wave forms~disregarding the phase!,
~3! artificially increase the bandwidth of our modeled mul-

tipath arrivals to broaden them in the time domain, to
reduce the sensitivity to model mismatch at these high
frequencies.

III. LA JOLLA 2002 RESULTS

Figure 7 shows the bathymetry and locations of the re-

ceiver ~circle! and transmitter~plus marks! at the La Jolla
site, 5 km off the coast of San Diego in California. The
receiver was moored to the bottom and suspended at a depth
of 71 m. The transmitter was suspended at a depth of 24 m
from a boat that drifted away from the receiver out to a range
of roughly 7 km~only the first part of the track is shown in
Fig. 7!. The transmitter track follows an isobath at roughly
80 m ~the heavy contour line to the right of the transmitter
track is at a depth of 75 m!.

Figure 8 shows the sound speed profile measured at this
site and the receiver and transmitter depths relative to this
profile. Note that compared with the profile at the New En-
gland site~see Fig. 2!, where there is a surface duct keeping
sound away from the bottom and favoring the surface, the La
Jolla site has a downward refracting profile that favors inter-
actions with the bottom. The bottom properties here, the
slower compressional wave speed and greater attenuation,
result in a less reflective bottom. As a result, we will see that
there are fewer arrivals at the La Jolla site than at the New

FIG. 7. SignalEx La Jolla 2002 experiment configuration. Contour lines are
spaced at 5 m intervals, with depth increasing moving west. The heavy
contour line indicates a depth of 75 m.

FIG. 8. SignalEx La Jolla 2002 measured sound speed profile and presumed
bottom properties, showing depths of source and receiver relative to the
profile.

FIG. 9. Timeline of LFM probe signals~labeled P! and acoustic communi-
cations wave forms~labeled 1–15! during SignalEx 2002 in La Jolla.
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England site. The surface was very calm, less rough than at
the New England site.

Figure 9 is similar in format to Fig. 3 in Sec. II. In the
2002 SignalEx test at the La Jolla site, there were 15 acoustic
communications wave forms being tested, each allotted 1
min of transmit time~the transparent boxes, labeled from 1
to 15, in the upper timeline!. Each such test wave form was
preceded by a probes interval~the gray boxes, labeled ‘‘P’’!,
1 min long, which contained 25 s of LFM chirps. Each chirp
was 50 ms long, sweeping up from 8 to 16 kHz. These chirps
were transmitted at a rate of 4 per s~i.e., every 250 ms!.
Thus, each 25 s probes interval produced 100 transmitted
LFM chirps.

A. Impulse response measurements

Figure 10 is analogous to Fig. 4 in Sec. II A. The upper
part of Fig. 10 shows 100 processed chirps~matched filter
outputs!, stacked one on top of the other, from the La Jolla
2002 site at a range of 450 m. There are significant fluctua-
tions in all arrivals. The lower part of Fig. 10 shows the same
100 chirps, aligned by cross-correlating each row with its

predecessor as described in Sec. II A. Here too, the later
arrivals seem to be driven by a process that is independent of
the process governing the earliest arrivals.

Note that, compared to the New England site, each ar-
rival at the La Jolla site~in Fig. 10! is concentrated along a
single well-defined track~in correlation lag time!. We also
see some reverberation following the third and fourth arriv-
als. In impulse response measurements made at the New En-
gland site~see Fig. 4!, the multipath arrivals following the
earliest arrival were broken up to such an extent that it was
difficult to identify distinct tracks~in correlation lag time!.
Nevertheless, the arrivals following the first two arrivals at
the La Jolla site have perhaps as much amplitude fading as
those at the New England site.

Given the La Jolla configuration with the receiver close
to the bottom and the source in the water column~see Fig.
8!, and having modeled this configuration with a ray trace
model, we can identify the first and second arrivals as direct
and bottom-reflected paths, and the third and fourth arrivals
as surface interacting paths. Although the fluctuations seen in
the third and fourth arrivals~which appear to be strongly
correlated! could be due to water column phenomena, they
are probably due to the motion of the surface. The duration
of the entire impulse response at this range was roughly 60
ms, but we are only showing the first 12 ms of this, so that
the fine structure in the earlier arrivals can be observed. Later
arrivals ~not shown in this 12 ms excerpt! had similar fluc-
tuations in~relative! arrival times and amplitudes.

B. Modeling

Figure 11 is analogous to Fig. 5 in Sec. II B. Each row in
the upper part of Fig. 11 is the result of averaging the aligned
matched filter outputs corresponding to 100 chirps~from a
25 s probes interval!, as described in Sec. II B. The signal-
to-noise ratio~at the output of the matched filter and after
averaging 100 chirps having a duty cycle of 20%! can be
read from Fig. 11~the color scale is in decibels!. The earlier
arrivals have a SNR of roughly 15 dB and the later arrivals
~somewhat smeared by the averaging! have a SNR of
roughly 5 dB. These SNRs are at the output of the matched
filter. The lower part of Fig. 11 shows the modeled impulse
response envelopes as a function of range~the color scale is
in decibels!. The ranges along the vertical axis are the ranges
at which the data shown in the upper part of Fig. 11 were
measured, according to GPS measurements. The modeling
has already been described in Sec. II B: the Bellhop ray/
beam model was used along a radial~from the receiver! with
a range-dependent bathymetry.

The dropouts seen along some of the later arrivals in the
modeled data are due to the range-dependent bathymetry
~they disappeared when a flat bottom was modeled!. These
were duplicated by a broadband parabolic equation calcula-
tion, run as a check on the ray tracing results. Because the
measured data are the result of averaging over 25 s of drift,
these dropouts are not observed in the measured data.

FIG. 10. The upper plot shows stacked impulse responses, aligned accord-
ing to a constant Doppler correction. The lower plot shows stacked impulse
responses, aligned by cross-correlating consecutive pairs of responses. Each
row of these images contains the log-envelope~in decibels! of the matched
filter output corresponding to a single LFM chirp. There were 100 8–16 kHz
LFM chirps, each 50 ms long, transmitted every 250 ms. Only the first 10
ms of the measured channel impulse response is shown to isolate the details
of the earliest arrivals~at this range, the entire impulse response lasted 60
ms!.
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C. Localization „source wave form known—matching
matched filter outputs …

This section is analogous to Sec. II C: we present the
results of matching measured and modeled impulse response
functions ~shown in the previous two sections! to estimate
source location. However, using data from the La Jolla site, it
was only possible to locate the source out to a range of 900
m using the techniques described in Sec. II C. We were able
to obtain source location estimates beyond this range only
after applying several transforms to the wave forms being
matched. These transforms served to appropriately weight
the features that served to distinguish different source ranges
and depths.

When the technique presented in Sec. II C for the New
England data was applied to the La Jolla data, plausible
source location peaks were produced for only the first few
~short! ranges. There were several reasons for this. Looking
at the measured and modeled data, the mismatch in the
higher amplitude earlier arrivals was dominating the infor-
mation provided by the later arrivals. This was further com-
pounded by the later arrivals being smeared out by our av-
eraging process, due to the fluctuations in their time of travel
~see Fig. 10!, causing their amplitudes to be grossly overes-
timated by the modeling. There were also far fewer arrivals

at this site~because of the downward refracting profile, a
deeper ocean, and a softer bottom!.

Figure 12 shows blowups of the measured and modeled
data~seen in Fig. 11!, showing what happens to the impulse
response over ranges from 400 to 1600 m. Our initial attempt
at source tracking failed at ranges around 1000 m. From
1000 to 1400 m, the pair of earliest arrivals is not predicted
by the ray model. From 600 to 1200 m, the later set of
arrivals ~at ranges from 600 to 1100 m, between 10 and 20
ms in Fig. 12! show significant fading that is not predicted
by the ray model. These differences between the measured
and modeled data can be expected to cause problems for any
source localization based on matching this measured and
modeled data.

In previous work,30 the log-envelope of impulse re-
sponse data served to emphasize the contribution of later
arrivals, which otherwise had much lower amplitudes than
the earlier arrivals. Following this example, we tested several
transformations of the measured and modeled impulse re-
sponse wave forms to emphasize later arrivals, and as it
turned out, to reduce the impact of fluctuations in the earlier
arrivals.

The measured wave form was whitened using a three-
pass, split-window moving average process to estimate both
the mean and the standard deviation at each sample~many
similar whiteners have been previously described31!. The ini-

FIG. 11. Measured~upper! and modeled~lower! channel impulse response
functions, as a function of range~receiver depth of 71 m and source depth of
24 m!. Each scan line in the measured data is an average over 100 chirps
spanning 25 s.

FIG. 12. Excerpts of measured~upper plot! and modeled~lower plot! im-
pulse responses over range interval being processed.
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tial passes are used to form preliminary estimates of the
mean and standard deviation~at each point in the data!.
These estimates are potentially biased by the presence of
strong peaks. A ‘‘shearing’’ threshold is set based on these
preliminary estimates~at a selected number of standard de-
viations above the mean!, and any peaks exceeding this
threshold are replaced by the current mean estimate~at that
point!. Once the peaks have been truncated, the moving av-
erage process is repeated on data that should no longer be
corrupted by the presence of strong signals~an ideal noise
measurement would be based on noise alone!. After three
passes of this process, estimated means and standard devia-
tions have typically become reliable, and the data are whit-
ened using estimates of its~noise! meanxī and standard de-
viation sxi :

wi5
xi2xī

sxi
. ~2!

Low amplitude peaks surrounded by low power noise are
transformed to values comparable to high amplitude peaks
surrounded by high power noise. Since the noise typically is
higher around the earlier peaks, this serves to emphasize the
later arrivals and de-emphasize the earlier arrivals.

The above-described whitening process~applied to the
measured data! was not appropriate for the modeled wave
forms, since they are noiseless. Instead, the modeled wave
form was raised to a fractional power~0.1! in order to reduce
the disparity between the early and late arrival amplitudes~a
transform that produces similar results to the log-envelope!.
In addition, the transformed modeled wave forms were
forced to be zero-mean by subtracting their average value.

These somewhatad hoc transforms, in addition to the
steps described in Sec. II C for the New England data, re-
sulted in the much-improved results shown in Fig. 13. The
black circles in the upper plot indicate the known source
ranges~as measured using GPS instruments!. The lower part
of Fig. 13 shows the slices versus depth intersecting the es-
timated ranges in the upper part of Fig. 13. In both the range
and depth track plots, one-dimensional~1D! slices from a
sequence of 3D volumes were stacked to form images. Be-
cause the dynamic range was not consistent across these 1D
slices, each slice was rescaled to have a unit norm.

D. Localization „source wave form
unknown—matching cross-correlation wave forms …

In the previous sections, the source location statistic or
metric upon which the location estimate was based was cal-
culated using the channel impulse response measured by a
matched filter. These estimates presume that the source wave
form is known. The more practical case occurs when we do
not know the source wave form. Instead of operating on the
measured impulse response, which can only be measured
directly by knowing the source wave form, we operate on the
auto- or cross-correlation of the impulse response function.
Let s(t) be the source wave form, andS(v) its spectrum.
Similarly, let h(t) be the channel impulse response function,
and H(v) its spectrum. The received signal,r (t), is the
convolution ofs(t) andh(t),

r ~ t !5h~ t ! ^ s~ t !,

where ^ is the convolution operator. Equivalently, in the
frequency domain

R~v!5H~v!S~v!.

Applying a matched filter is the same as correlatingr (t) with
s(t), which can be written in the frequency domain as

X~v!5S* ~v!R~v!5H~v!uS~v!u2. ~3!

The superscript asterisk indicates a complex conjugate. Note
that the phase ofs(t) no longer appears in the expression.
Similarly, when we have two receiving elements, with im-
pulse response functionsh1(t) andh2(t), so that the spectra
at the two receiver elements areH1(v)S(v) and
H2(v)S(v), cross-correlating the two wave forms results in

C12~v!5@H1~v!S~v!#* @H2~v!S~v!#

5H1* ~v!H2~v!uS~v!u2, ~4!

where again the phase of the source wave form is not a
factor. In Eq.~3!, we recreateH(v) using an acoustic propa-
gation model. In Eq.~4!, we use the same acoustic propaga-
tion model to recreateH1* (v)H2(v).

The fact that source wave form phase does not appear in
the correlation wave forms means our process will work re-

FIG. 13. Upper plot shows range track at source depth of 24 m~and receiver
depth of 71 m!. Black circles indicate ranges calculated from GPS measure-
ments. Lower plot shows depth track along estimated range track.
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gardless of whether the source wave form is a well-behaved
wave form like a chirp, or whether it is closer to a com-
pletely random process. The source must have a wide enough
spectrum so that its auto-correlation~the termuS(v)u2) pro-
duces a narrow enough pulse in the time domain to resolve
the multipath arrivals.

Note that using the cross-correlation envelope essen-
tially removes the sensitivity to the center frequency—this
means requirements for array element localization and
source location search grid step size are set not by the high
center frequency, but by the source bandwidth~which sets
the pulse width in the time domain of the multipath arrivals!.
However, these benefits come at the cost of losing the gain
otherwise available from coherently summing over fre-
quency~if the source wave form phase is known, which for
an uncooperative source is not likely anyway!.

The impulse measurements do not have a time reference,
so it is necessary to calculate the match at all possible rela-
tive time offsets between the measured and modeled wave
forms ~i.e. using a cross-correlation operation!. The cross-
correlation waveforms are functions of the time-difference-
of-arrival only, so the measured and modeled wave forms are
implicitly aligned and the match for each candidate source
location is calculated using an inner product, which~in the
time-domain at least! is more efficient than a cross-
correlation.

The upper part of Fig. 14 shows the measured cross-
correlation of two adjacent receive elements~arranged verti-

cally and spaced 14 in. apart!. The lower part of Fig. 14
shows their modeled cross-correlation. Both of these figures
show wave forms after the transforms described in Sec. III C
have been applied~prewhitening of the data wave form using
a split-window three pass moving average process; raising
the modeled wave form to the power 0.1, subtracting its
mean, and re-scaling it to have unit norm!.

Figure 15 shows the effect of the transformations ap-
plied to the modeled wave form. The light gray curve is the
original modeled cross-correlation wave form. The dark gray
curve is the result of raising it to the power 0.1. The black
curve shows the result of subtracting the overall mean and
scaling the result so that it has unit norm. Only the right half
of the black curve is shown—we only matched on the right
half of the curve~other geometries would require matching
over the entire wave form!. In addition to these transforma-
tions, we omitted the first 3 ms of each correlation wave
form from the source location metric calculation, because
they were so unpredictable.

Figure 16 shows the range and depth tracks resulting
from matching measured and modeled cross-correlations.
The dynamic range is different in these two plots because the
1D slices being stacked were scaled to have unit norm.

IV. CONCLUSIONS

The most striking finding is that there seems to be a
stable, exploitable impulse response of distinct and predict-
able multipath arrivals at these high frequencies. Although
we only show results for two sites, we have seen qualita-
tively similar results at a number of sites where SignalEx
experiments were performed.

The measured impulse response can be reproduced by
standard acoustic propagation models well enough to support
source localization using even a minimal receiver~we used
either a single hydrophone, or a pair of hydrophones!, al-
though this was much more difficult than we have found at
low frequencies.21 At the New England site, we were able to

FIG. 14. Upper plot shows measured cross-correlation after whitening and
excerpting. Lower plot shows the modeled cross-correlation after transfor-
mations and excerpting. An interval of 3–100 ms is shown.

FIG. 15. This plot shows the transformations applied to the modeled cross-
correlation wave forms. Shown are the original modeled wave form~light
gray!, this wave form raised to the power 0.1~dark gray!, and the result of
subtracting the mean and rescaling so that the wave form has unit norm
~black!.
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produce a persistent range and depth track out to 1.4 km,
using relatively simple modeling. At the La Jolla site, where
we had less multipath due to several environmental factors
~downward refracting profile, softer bottom, deeper water!,
we had to work harder to pre-emphasize features of the im-
pulse response function. Nevertheless, after these modifica-
tions, we were able to produce a persistent range and depth
track out to 3.5 km. The additional transforms applied to the
La Jolla site were not tested on the New England data.

Admittedly, using a known source wave form to mea-
sure the impulse response would not be possible with an
uncooperative source, so the matched filter examples of
source localization in Secs. II C and III C are perhaps aca-
demic demonstrations of feasibility only. To show that simi-
lar techniques could be applied to the more realistic problem
of tracking an uncooperative source, whose wave form
would not be known, in Sec. III D, we repeated the tracking
at the La Jolla site using cross-correlation wave forms as data
inputs~similarly to how we have done this in previous work
at lower frequencies21!. Note that only a time-domain repre-
sentation could have enabled us to manipulate the relative
importance of the different multipath arrivals, which pro-

duced dramatically improved localization ranges in Secs.
III C and III D.

The averaging over multiple impulse response measure-
ments proved to be a valuable preprocessing step that pro-
duced a very structured impulse response, suitable for com-
parison with model predictions. To reduce the sensitivity to
mismatch in the times of arrival, the signal bandwidth was
artifically reduced in the modeled waveforms. To obtain
source location estimates beyond a kilometer in the La Jolla
data, somewhatad hoc transformations of the impulse re-
sponse~data prewhitening and raising the modeled wave
forms to a small power! were used to reduce the impact of
unpredictable early arrivals and to emphasize the later arriv-
als, as described in Secs. III C and III D. These additional
transforms were not applied to the New England data. These
machinations were needed because our modeling did not in-
corporate phenomena that cause fluctuations in the impulse
response. We speculate that incorporating better models of
such phenomena would improve the source location esti-
mates~different arrivals will behave differently, for example,
depending on whether they interact with a dynamic surface,
a rough bottom, or a part of the water column where the
sound speed is changing!. Extending our propagation models
to incorporate knowledge of such ocean dynamics or its sta-
tistics is a topic for future work.
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An efficient robust sound classification algorithm based on hidden Markov models is presented. The
system would enable a hearing aid to automatically change its behavior for differing listening
environments according to the user’s preferences. This work attempts to distinguish between three
listening environment categories:speech in traffic noise, speech in babble, and clean speech,
regardless of the signal-to-noise ratio. The classifier uses only the modulation characteristics of the
signal. The classifier ignores the absolute sound pressure level and the absolute spectrum shape,
resulting in an algorithm that is robust against irrelevant acoustic variations. The measured
classification hit rate was 96.7%–99.5% when the classifier was tested with sounds representing one
of the three environment categories included in the classifier. False-alarm rates were 0.2%–1.7% in
these tests. The algorithm is robust and efficient and consumes a small amount of instructions and
memory. It is fully possible to implement the classifier in a DSP-based hearing instrument. ©2004
Acoustical Society of America.@DOI: 10.1121/1.1710877#

PACS numbers: 43.60.Lq, 43.66.Ts@JCB# Pages: 3033–3041

I. INTRODUCTION

Hearing aids have historically been designed and pre-
scribed mainly for only one listening environment, usually
clean speech. This is a disadvantage and a compromise since
the clean speech listening situation is just one among a large
variety of listening situations a person is exposed to.

It has been shown that hearing aid users have different
preferences for different listening environments~Elberling,
1999; Eriksson-Mangold and Ringdahl, 1993! and that there
is a measurable benefit to using different amplification
schemes for different listening situations~Keidser, 1995,
1996!. Users appreciate taking an active part in the fitting
process~Elberling, 1999!. Users of a multi-programmable
hearing aid prefer to use several programs in daily life
~Eriksson-Mangold and Ringdahl, 1993!.

This indicates the need for hearing aids that can be fitted
according to user preferences for various listening environ-
ments. Several common nonlinear multi-channel hearing aids
do not actually change their behavior markedly for different
listening environments~Nordqvist, 2000!. The most common
solution today for changing the behavior of the hearing aid is
that the hearing aid user manually switches between the pro-
grams by pressing a button on the hearing aid. The user takes
an active role in the hearing aid behavior and controls the
functionality of the hearing aid depending on the listening
environment. This can be a problem for passive users or for
users that are not able to press the program switch button.

The solution to the problems above is a hearing aid that
can classify the current listening environments and use the
preferred settings within each listening situation. The hearing
aid can automatically change its behavior and have different
characteristics for different listening environments according

to the user’s preferences, e.g., switch on noise reduction for
noisy environments, have a linear characteristic when listen-
ing to music, or switch on the directional microphone in a
babble environment. A hearing aid based on listening envi-
ronment classification offers additional control possibilities
supplementing the traditional multi-channel AGC hearing
aid. It is possible to focus more on the user preferences for
various listening environments during the fitting process at
the clinic.

Some previous work on sound classification in hearing
aids was based on instantaneous classification of envelope
modulation spectra~Kates, 1995!. Another system was based
on envelope modulation spectra together with a neural net-
work ~Tchorz and Kollmeier, 1998!. Hidden Markov models
~Rabiner, 1989! have been used in a classification system to
alert profoundly deaf users to acoustic alarm signals~Oberle
and Kaelin, 1995!.

Sound classification systems are implemented in some
of the hearing aids today. They have relatively low complex-
ity and are threshold-based classifiers or Bayesian classifiers
~Duda and Hart, 1973!. The tasks of these classification sys-
tems are mainly to control the noise reduction and to switch
on and off the directionality feature. More complex classifi-
ers based on, e.g., neural nets or hidden Markov models are
not present in today’s hearing aids.

Phonak Claro has a system called AutoSelect™. The
task for the classifier is to distinguish between two listening
environments, speech in noise and any other listening envi-
ronment. The classifier uses four features: overall loudness
level, variance of overall loudness level, the average fre-
quency, and the variance of the average frequency. The clas-
sification decision is threshold based, e.g., all features must
exceed a threshold~Büchler, 2001!. Widex Diva has a clas-
sification system based on frequency distribution and ampli-
tude distribution. The input signal is analyzed continuouslya!Electronic mail: nordq@speech.kth.se

3033J. Acoust. Soc. Am. 115 (6), June 2004 0001-4966/2004/115(6)/3033/9/$20.00 © 2004 Acoustical Society of America



and percentile values are calculated. These percentile values
are then compared with a set of pretrained percentile values
in order to control the hearing aid~Ludvigsen, 1997!. GN
Resound Canta 7 has a classification system supporting the
noise reduction system. The level of modulation is measured
in 14 bands. Maximum modulation is achieved for clean
speech. When the measured modulation is below maximum
modulation the gain in the corresponding channel is reduced
~Edwardset al., 1998!. A similar system is implemented in
the Siemens Triano hearing aid~Ostendorfet al., 1998!. The
classifier is called Speech Comfort System™ and switches
automatically between predefined hearing aid settings for
clean speech, speech in noise, and noise alone.

The two most important listening environments for a
hearing aid user are speech in quiet and speech in noise. The
speech in quiet situation has a high signal-to-noise ratio and
is relatively easy to handle. Most of the early prescription
methods were aimed for these situations. Speech in noise is a
much more difficult environment for the hearing aid user. A
different gain prescription method should be used, maybe
together with other features in the hearing aid switched on/
off, e.g., directional microphone or a noise suppression sys-
tem. Therefore, automatic detection of noise in the listening
environment can be helpful to the user. To improve hearing
aid performance further, the next step is to classify various
kinds of noise types. The two most common noise categories
we are exposed to are probably traffic noise~in a car or
outdoors in a street! and babble noise, e.g., at a party or in a
restaurant. Different signal processing features in the hearing
aid may be needed in these two environments.

In order to investigate the feasibility of such a more
advanced classifier, three environment classes are chosen in
this study. The first isclean speech, which is the default class
for quiet listening environments or for speech in quiet listen-
ing environments. The second category isspeech in traffic,
which is the default class for noise with relatively weak and
slow modulation and for speech in such noise. Finally, the
third category isspeech in babble, which is the default class
for more highly modulated babblelike noise or speech in
such noise. Music is probably also an important listening
environment but is not included in this study.

The goal of the present work is to allow classification
not only between clean speech and speech in noise, but also
between speech in various types of noise. For this purpose it
would not be sufficient to use level percentiles or other
simple measures of envelope modulation. Different environ-
ment classes may show the same degree of modulation and
differ mainly in the temporal modulation characteristics.
Therefore, hidden Markov models~HMMs! were chosen to
represent the sound environments. The HMM is a very gen-
eral tool to describe highly variable signal patterns such as
speech and noise. It is commonly used in speech recognition
and speaker verification. One great advantage with the HMM
is that this method allows the system to easily accumulate
information over time. This is theoretically possible also us-
ing more conventional recursive estimation of modulation
spectra. However, preliminary considerations indicated that
the HMM approach would be computationally much less
complex and, nevertheless, more general. The present study

demonstrates that it is relatively easy to implement HMMs in
a real-time application, even with the hardware limitations
imposed by current hearing aid signal processors.

An obvious difficulty is to classify environments with a
variety of signal-to-noise ratios as one single category. In
principle, separate classifiers are needed for each signal-to-
noise ratio. However, this would lead to a very complex
system. Instead, the present approach assumes that a listen-
ing environment consists of one or two sound sources and
that only one sound source dominates the input signal at a
time. The sound sources used here are traffic noise, babble,
and clean speech. Each sound source is modeled separately
with one HMM. The pattern of transitions between these
source models is then analyzed with another HMM to deter-
mine the current listening environment.

This solution is suboptimal since it does not model, e.g.,
speech in traffic noise at a specific signal-to-noise ratio. The
advantage is a great reduction in complexity. Environments
with a variety of signal-to-noise ratios can be modeled with
just a few pretrained HMMs, one for each sound source. The
algorithm can also estimate separate signal and noise spectra
since the sound source models indicate when a sound source
is active. The final signal processing in the hearing aid can
then depend on user preferences for various listening envi-
ronments, the current estimated signal and noise spectra, and
the current listening environment. A possible block diagram
for a complete generalized adaptive hearing aid is shown in
Fig. 1.

The classification must be robust and insensitive to
changes within one listening environment, e.g., when the
user moves around. Therefore, the classifier takes very little
account of the absolute sound pressure level and completely
ignores the absolute spectrum shape of the input signal.
These features contain information about the current listen-
ing situation but they are too sensitive to changes that can
appear within a listening environment. The absolute sound
pressure level depends on the distance to the sound source.
The absolute spectrum shape is affected by reflecting objects,
e.g., walls, cars, and other people. The present classifier uses
mainly the modulation characteristics of the signal. This

FIG. 1. Block diagram indicating a possible use of environment classifica-
tion in a future hearing aid. The source models are used to estimate a signal
and a noise spectrum. The output from the classifier together with the esti-
mated signal and noise spectrum are used to select a predesigned filter or
used to design a filter.
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makes it possible to distinguish between listening environ-
ments with identical long-term spectra.

This study focuses on the classification problem. The
complete implementation and functionality of the hearing aid
is not included. The main questions in this study are the
following.

~1! Is it possible to classify listening environments with a
small set of pretrained source HMMs?

~2! What is the level of performance?
~3! Is it possible to implement the algorithm in a hearing

aid?

II. METHODS

A. Algorithm overview

The listening environment classification system is de-
scribed in Fig. 2. The main output from the classifier, at each
time instant, is a vector containing the current estimated
probabilities for each environment category. Another output
vector contains estimated probabilities for each sound source
represented in the system. The sampling frequency in the
tested system is 16 kHz and the input samples are processed
blockwise with a block-length,B, of 128 points, correspond-
ing to 8 ms. All layers in the classification system are up-
dated for every 8-ms frame and a new decision is taken for
every frame. The structure of the environment HMM does
not allow rapid switching between environment categories.
The classifier accumulates acoustic information rather
slowly, when the input is ambiguous or when the listening
environment changes. This sluggishness is desirable, as it
typically takes approximately 5–10 s for the hearing-aid user
to move from one listening environment to another.

1. Feature extraction

One block of samples,x(t)5$xn(t) n50,...,B21%,
from the A/D-converter is the input to the feature extraction
layer. The input block is multiplied with a Hamming win-
dow, wn , andL real cepstrum parameters,f l(t), are calcu-
lated ~Mammoneet al., 1996! as

f l~ t !5
1

B (
k50

B21 S cosS 2p lk

B D logU(
n50

B21

wnxn~ t !e2 j 2pkn/BU D ,

where l 50,...,L21. ~1!

The number of cepstrum parameters in the implementation is
L54. TheW512 latest cepstrumf(t) vectors are stored in a
circular buffer and used to estimate the corresponding delta-
cepstrum parameter,D f l(t), describing the time derivatives
of the cepstrum parameters. The estimation is done with a
FIR filter for every new 8-ms frame as

D f 1~ t !5 (
u50

W21 S w21

2
2u D f l~ t2u!,

where l 50,...,L21. ~2!

Both the size of the cepstrum buffer and the number of cep-
strum parameters were determined through practical testing.
Different combinations of these two parameters were tested
and the most efficient combination, regarding memory and
number of multiplications, with acceptable performance was
chosen.

Only differential cepstrum parameters are used as fea-
tures in the classifier. Hence, everything in the spectrum that
remains constant over time is removed from the classifier
input and can therefore not influence the classification re-
sults. For example, the absolute spectrum shape cannot affect
the classification. The distribution of some features for vari-
ous sound sources is illustrated in Fig. 3.

2. Sound feature classification

The HMMs in this work are implemented as discrete
HMMs with a vector quantizer preceding the HMMs. The
vector quantizer is used to convert the current feature vector
into a discrete number between 1 andM.

The stream of feature vectors is sent to the sound feature
classification layer that consists of a vector quantizer~VQ!
with M codewords in the codebook@c1

¯cM#. The feature
vectorDf(t)5@D f 0(t)¯D f L21(t)# is quantized to the clos-
est codeword in the VQ and the corresponding codeword
index

FIG. 2. Listening environment classi-
fication. The system consists of four
layers: the feature extraction layer, the
sound feature classification layer, the
sound source classification layer, and
the listening environment classifica-
tion layer. The sound source classifica-
tion uses three hidden Markov models
~HMM !, and another HMM is used in
the listening environment classifica-
tion.
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o~ t !5arg min
i 51...m

iDf~ t !2ci i2 ~3!

is generated as output. The VQ is previously trained offline,
using the generalized Lloyd algorithm~Linde et al., 1980!.

If the calculated power in the current input block corre-
sponds to a sound pressure level less than 55 dB, the frame is
categorized as a quiet frame. The signal level is estimated as
the unweighted total power in the frequency range 250–7500
Hz. One codeword in the vector quantizer is allocated for
quiet frames and used as output every time a quiet frame is
detected. The environment that has the highest frequency of
quiet frames is the clean speech situation. Hence, all listen-
ing environments that have a total sound pressure level be-
low the quiet threshold are classified as clean speech. This is
acceptable, because typical noisy environments have higher
noise levels.

3. Sound source classification

This part of the classifier calculates the probabilities for
each sound source category: traffic noise, babble noise, and
clean speech. The sound source classification layer consists
of one HMM for each included sound source. Each HMM
hasN internal states. The current state at timet is modeled as
a stochastic variableQsource(t)P$1,...,N%. Each sound model
is specified aslsource5$Asource,bsource(•)% whereAsourceis the
state transition probability matrix with elements

ai j
source5prob~Qsource~ t !5 j uQsource~ t21!5 i ! ~4!

and bsource(•) is the observation probability mass function
with elements

bj
source~o~ t !!5prob~o~ t !uQsource~ t !5 j !. ~5!

Each HMM is trained off-line with the Baum-Welch algo-
rithm ~Rabiner, 1989! on training data from the correspond-
ing sound source. The HMM structure is ergodic, i.e., all
states within one model are connected with each other.

When the trained HMMs are included in the classifier,
each source model observes the stream of codeword indices,
@o(1)¯o(t)#, whereo(t)P$1,...,M %, coming from the VQ,
and estimates the conditional state probability vector
p̂source(t) with elements

p̂i
source~ t !5prob~Qsource~ t !5 i uo~ t !,...,o~1!,lsource!. ~6!

These state probabilities are calculated with the forward al-
gorithm ~Rabiner, 1989!

psource~ t !5~~Asource!Tp̂source~ t21!!+bsource~o~ t !!, ~7!

wherepsource(t) is a non-normalized state likelihood vector
with elements

pi
source~ t !5prob~Qsource~ t !

5 i ,o~ t !uo~ t21!,...,o~1!,lsource!, ~8!

T indicates matrix transpose, and+ denotes element-wise
multiplication. The probability for the current observation
given all previous observations and a source model can now
be estimated as

fsource~ t !5prob~o~ t !uo~ t21!,...,o~1!,lsource!

5(
i 51

N

pi
source~ t !. ~9!

Normalization is used to avoid numerical problems,

p̂i
source~ t !5pi

source~ t !/fsource~ t !. ~10!

4. Listening environment classification

The sound source probabilities calculated in the previous
section can be used directly to detect traffic noise, babble
noise, or speech in quiet. This might be useful if the task of
the classification system is to detect isolated sound sources.
However, in this implementation, a listening environment is
defined as a single sound source or a combination of two
sound sources. For example,speech in babbleis defined as a
combination of the sound sources speech and babble. The
output data from the sound source models are therefore fur-
ther processed by a final hierarchical HMM in order to de-
termine the current listening environment. The structure of
this final environment HMM is illustrated in Fig. 4.

The final classifier block estimates for every frame the
current probabilities for each environment category by ob-
serving the stream of sound source probability vectors from
the previous block. The listening environment is represented
as a discrete stochastic variableE(t)P$1,...,3%, with out-
comes coded as 1 for ‘‘speech in traffic noise,’’ 2 for ‘‘ speech
in babble,’’ and 3 for ‘‘clean speech.’’ Thus, the output prob-
ability vector has three elements, one for each of these envi-
ronments.

The environment model consists of five states and a
transition probability matrixAenv ~see Fig. 4!. The current
state in this HMM is modeled as a discrete stochastic vari-
ableS(t)P$1,...,5%, with outcomes coded as 1 for ‘‘traffic,’’

FIG. 3. The absolute spectrum shape~normalized to 0 dB! for the clean
speech, traffic noise, and babble training material is illustrated in subplot 1.
The modulation spectra~clean speech normalized to 0 dB and used as ref-
erence! for the clean speech, traffic noise, and babble training material are
illustrated in subplot 2. Feature vector probability distributions are illus-
trated in subplots 3 and 4. Each subplot illustrates three probability density
functions ~pdf’s! of the first and second delta cepstrum parameter. For all
subplots, solid lines are clean speech, dotted lines are babble noise, and
dashed lines are traffic noise.
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2 for speech~in traffic noise, ‘‘speech/T’’ !, 3 for ‘‘babble,’’ 4
for speech~in babble, ‘‘speech/B’’ !, and 5 for clean speech
‘‘ speech/C.’’

The speech in traffic noiselistening environment,E(t)
51, has two statesS(t)51 and S(t)52. The speech in
babble environment,E(t)52, has two statesS(t)53 and
S(t)54. The clean speech listening environment,E(t)53,
has only one state,S(t)55. The transition probabilities be-
tween listening environments are relatively low and the tran-
sition probabilities between states within a listening environ-
ment are high. These transition probabilities were adjusted
by practical experimentation to achieve the desired temporal
characteristics of the classifier.

The hierarchical HMM observes the stream of vectors
@u(1)¯u(t)#, where

u~ t !5@f traffic~ t !fspeech~ t !fbabble~ t !fspeech~ t !fspeech~ t !#T,
~11!

contains the estimated observation probabilities for each
state. The probability for being in a state given the current
and all previous observations and given the hierarchical
HMM,

p̂i
env5prob~S~ t !5 i uu~ t !,...,u~1!,Aenv!, ~12!

is calculated with the forward algorithm~Rabiner, 1989!,

penv~ t !5~~Aenv!Tp̂env~ t21!!+u~ t !, ~13!

with elements pi
env5prob(S(t)5 i ,u(t)uu(t21),...,

u(1),Aenv), and, finally, with normalization,

p̂env~ t !5penv~ t !/( pi
env~ t !. ~14!

The probability for each listening environment,pE(t), given
all previous observations and given the hierarchical HMM,
can now be calculated as

pE~ t !5S 1 1 0 0 0

0 0 1 1 0

0 0 0 0 1
D p̂env~ t !. ~15!

B. Sound material for training and evaluation

Two separate databases are used, one for training and
one for testing. There is no overlap between the databases.
The signal spectra and modulation spectra of the training
material are displayed in Fig. 3. The number of sound ex-
amples and their duration are listed in Table I. The clean
speech material consisted of 10 speakers~6 male and 4 fe-
male! for training and 24 speakers for the evaluation~12
male and 12 female!. One part of the clean speech material
used in the training was recorded in different office rooms,
one room for each speaker. The size of the office rooms
varies between 334 m2 and 838 m2. The recording micro-
phone was placed above the ear of the experimenter, at the
microphone position for a behind-the-ear hearing aid. The
distances to the speakers were normal conversation dis-
tances, 1–1.5 m. Both the experimenter and the speaker were
standing up during the recordings. The reverberation time in
the office rooms~measured as T60 500 Hz! were typically
around 0.7 s. Another part of the clean speech material was
recorded in a recording studio. The babble noise material and
the traffic noise material included material recorded by the
experimenter, material taken from hearing-aid demonstration
CDs, and from the Internet.

C. Training

Experience has shown that a uniform initialization for
the initial state distributionp and a uniform initialization for
the state transition probability matrixA is a robust initializa-
tion ~Rabiner, 1989!. The observation probability matrixB is
more sensitive to different initializations and should be ini-
tialized more carefully. A clustering method described next
was used to initialize observation probability matrixB. The
observation sequence from a sound source was clustered
with the generalized Lloyd algorithm intoN state clusters,
one cluster for each state in the HMM. The vector quantizer
categorizes the observation sequence intoM clusters. The
vector quantizer output together with theN state clustering
were then used to classify each single observation in the
observation sequence into one state number and one obser-
vation index. The frequency of observation indices for each
state was counted and normalized and used as initialization
of the observation probability matrixB. Each source HMM

FIG. 4. State diagram for the environment hierarchical hidden Markov
model containing five states representing traffic noise, speech~in traffic,
‘‘Speech/T’’!, babble, speech~in babble, ‘‘Speech/B’’!, and clean speech
~‘‘Speech/C’’!. Transitions between listening environments, indicated by
dashed arrows, have low probability, and transitions between states within
one listening environment, shown by solid arrows, have relatively high
probabilities.

TABLE I. Sound material used for training and evaluation. Sound examples
that did not clearly belong to any of the three categories used for training are
labeled ‘‘Other noise.’’

Total Duration~s! Recordings

Training material
Clean speech 347 13
Babble noise 233 2
Traffic noise 258 11

Evaluation material
Clean speech 883 28
Babble noise 962 23
Traffic noise 474 20
Other noise 980 28
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was trained separately on representative recorded sound, us-
ing five iterations with the Baum–Welch update procedure
~Rabiner, 1989!.

As the classifier is implemented with a vector quantizer
in combination with discrete HMMs, only the codewords
included in the training sequences for an HMM will be as-
signed nonzero observation probabilities during training.
Codewords that were not included in the training will have
probability zero. This is not realistic but may happen because
the training material is limited. Therefore, the probability
distributions in the HMMs were smoothed after training. A
fixed probability value was added for each observation and
state, and the probability distributions were then renormal-
ized. This makes the system more robust: Instead of trying to
classify ambiguous sounds, the output remains relatively
constant until more distinctive observations arrive.

D. Evaluation

The evaluation consists of five parts:~1! the hit rate and
false alarm rate;~2! the dynamic behavior of the classifier
when the test material shifts abruptly from one listening en-
vironment to another;~3! the classifier’s performance for en-
vironments with a varied number of speakers, from 1 to 8;
~4! the behavior of the classifier when the signal-to-noise
ratio varies within one listening environment; and~5! the
behavior of the classifier in reverberant locations.

Part ~1!: Examples of traffic noise, babble noise, and
quiet were supplemented with other kinds of background
noises in order to evaluate the performance of the classifier
both for background noises similar to the training material
and for background noises that are clearly different from the
training material~called ‘‘other noise types’’ in Table I!. A
background noise and a section of speech were chosen ran-
domly, with uniform probability, from the set of background
noises and speakers. The presentation level of the speech was
randomly chosen, with uniform probability, between 64 and
74 dB SPL and mixed with the noise at randomly chosen
signal-to-noise ratios uniformly distributed between 0 and
15 dB. The mixed file was presented to the classifier and the
output environment category with the highest probability
was logged 14 s after onset. This delay was chosen to pre-
vent transient effects. In total 47 795 tests were done, each
with a duration of 14 s. The total duration of all tests was
therefore about 185 h. The hit rate and false alarm rate were
estimated for the listening environments speech in traffic,
speech in babble, and clean speech. For the other test sounds
any definition of hit rate or false alarm rate would be entirely
subjective. There are 17 ‘‘other noise types’’ used in the
evaluation and the classification result for these noise types
is displayed simply with the number of results in each of the
three classification categories.

Part ~2!: The dynamic behavior of the classifier was
evaluated with four different test stimuli: clean speech,
speech in traffic noise, speech in babble, and subway noise.
The duration of each test sound was approximately 30 s. The
test material for speech in traffic noise was a recorded con-
versation between two people standing outdoors close to a
road with heavy traffic. The speech in babble was a conver-
sation between two people in a large lunch restaurant. The

clean speech material was a conversation between two
people in an audiometric test booth. The subway noise was
recorded on a local subway train.

Part ~3!: The evaluation of environments containing a
varied number of speakers used four test recordings of one,
two, four, and eight speakers. In this evaluation, four males
and four females were used. The first test stimulus was
speech from a female. The following test stimuli were a bal-
anced mix of male and female speech.

Part ~4!: The evaluation of environments with varied
signal-to-noise ratios used five test stimuli. Speech at 64 dB
SPL was presented together with babble noise at five differ-
ent signal-to-noise ratios, 0 to 15 dB with 5-dB step.

Part ~5!: The impact of reverberation was studied by
recording clean speech in an environment with high rever-
beration. The focus of this test is the transition between clean
speech and speech in babble. Clean speech will at some point
be classified as speech in babble, when the reverberation
increases in the listening environment. Speech from the per-
son wearing the recording microphone and speech from a
distant talker were recorded inside a large concrete stairwell.
Hence, both speech within the reverberation radius and
speech outside the reverberation radius were included. The
reverberation time~T60, measured as the average of seven
reverberation measurements! was 2.44 s at 500 Hz and 2.08
s at 2000 Hz. This tested listening environment can be con-
sidered as a rather extreme reverberant location, as concert
halls typically have reverberation times around 2 s.

III. RESULTS

A. Classification

The number of classification results for all test environ-
ments are displayed in Table II. The listening environments
are clean speech or a combination of speech and traffic noise
or babble noise. The evaluation displays how well listening
environments, combinations of sound sources, are classified.
The hit rate and false alarm rate were estimated from these
values. The hit rate for speech in traffic noise was 99.5%,
i.e., test examples with traffic noise were correctly classified
in 99.5% of the tests. Test examples with clean speech or
speech in babble noise were classified as speech in traffic
noise in 0.2% of the tests, i.e., the false alarm rate was 0.2%.
For speech in babble noise the hit rate was 96.7% and the
false alarm rate was 1.7%. For clean speech the hit rate was
99.5% and the false alarm rate 0.3%. For the other test
sounds any definition of hit rate or false alarm rate would be
entirely subjective. The classification result for these noise
types are therefore only listed in Table II.

The second part of the evaluation showed the dynamic
behavior of the classifier when the test sound shifted abruptly
~Fig. 5!. The classifier output shifted from one environment
category to another within 5–10 s after the stimulus changes,
except for clean speech to another listening environment
which took about 2–3 s.

The third part of the evaluation showed the behavior of
the classifier for environments with a varied number of
speakers~Fig. 6!. The test signals with one or two speakers
were classified as clean speech, and the four- and eight-
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speaker signals were classified as speech in babble.
The fourth part of the evaluation showed the effect of

the signal-to-noise ratio~Fig. 7!. For signal-to-noise ratios in
the interval between 0 and15 dB, the test signal, speech at
64 dB SPL, was classified as speech in babble. Test signals
with signal-to-noise ratios at110 dB or greater were classi-
fied as clean speech.

The fifth part of the evaluation examined the impact of
reverberation. Speech from the hearing aid wearer~within
the reverberation radius! was clearly classified as clean
speech. Speech from a distance speaker~outside the rever-
beration radius! was classified as babble.

B. Computational complexity

The current configuration uses four delta-cepstrum coef-
ficients in the feature extraction. The vector quantizer con-
tains 16 codewords and the three source HMMs have four
internal states each. The buffer with cepstrum coefficients
used to estimate delta-cepstrum coefficients is 100 ms long.
The estimated computational load and memory consumption
in a Motorola 56k architecture or similar is less than 0.1
million instructions per second~MIPS! and less than 700
words. This MIPS estimate also includes an extra 50% over-
head since a realistic implementation may often require some
overhead. This estimation includes only the classification al-
gorithm and shows the amount of extra resources that is
needed when the algorithm is implemented in a DSP based
hearing aid. Modern DSP-based hearing instruments fulfill
these requirements.

IV. DISCUSSION

The results from the evaluation are promising but the
results must of course be interpreted with some caution. In
this implementation a quiet threshold was used, currently set
to 55 dB SPL~250–7500 Hz!. This threshold actually deter-
mines at what level an environment is categorized as quiet.
Such a threshold is reasonable since there are several catego-
ries of low-level signals each with its own characteristics,
and there is no need to distinguish between them. Without
this threshold, all low-level sounds would be classified as
either traffic noise or babble noise with this implementation
of the classifier. This will happen since the classifier uses
only differential features and ignores the absolute sound
pressure level and absolute spectrum shape.

The classifier has two noise models, one trained for traf-
fic noise and one for babble noise. Traffic noise has a rela-
tively low modulation and babble has a higher modulation
~see Fig. 3!. This is important to remember when interpreting

FIG. 5. Listening environment classification results as a function of time,
with suddenly changing test sounds. The curve in each panel, one for each
of the three environment categories, indicates the classifier’s output signal as
a function of time. The concatenated test materials from four listening en-
vironments are represented on the horizontal time axis. The thin vertical
lines show the actual times when there was a shift between test materials.

FIG. 6. Listening environment classification results for test sounds with an
increasing number of speakers. The curve in each panel, one for each of the
three environment categories, indicates the classifier’s output signal as a
function of time. The concatenated test material from a recording with an
increasing number of speakers is represented on the horizontal time axis.
The vertical lines show the actual times when there was a sudden change in
the number of speakers.

FIG. 7. Listening environment classification results for a variety of signal-
to-noise ratios. The curve in each panel, one for each of the three environ-
ment categories, indicates the classifier’s output signal as a function of time.
The concatenated test material from speech in babble at 64 dB SPL~250–
7500 Hz! with ascending signal-to-noise ratio from left to right is repre-
sented on the horizontal time axis. The vertical lines show the actual times
when there was a sudden change in signal-to-noise ratios.

3039J. Acoust. Soc. Am., Vol. 115, No. 6, June 2004 P. Nordqvist and A. Leijon: Sound classification



the results from the evaluation. Some traffic noise sounds,
e.g., from an accelerating truck, may temporarily be classi-
fied as babble noise due to the higher modulation in the
sound.

The HMMs in this work are implemented as discrete
models with a vector quantizer preceding the HMMs. The
vector quantizer is used to convert each feature vector into a
discrete number between 1 andM. The observation probabil-
ity distribution for each state in the HMM is therefore esti-
mated with a probability mass function instead of a probabil-
ity density function. The quantization error introduced in the
vector quantizer has an impact on the accuracy of the clas-
sifier. The difference in average error rate between discrete
HMMs and continuous HMMs has been found to be on the
order of 3.5% in recognition of spoken digits~Rabiner,
1989!. The use of a vector quantizer together with a discrete
HMM is computationally much less demanding compared to
a continuous HMM. This advantage is important for imple-
mentations in digital hearing aids, although the continuous
HMM has slightly better performance.

Two different algorithms are often used when calculat-
ing probabilities in the HMM framework, the Viterbi algo-
rithm, or the forward algorithm. The forward algorithm cal-
culates the probability of observed data for all possible state
sequences and the Viterbi algorithm calculates the probabil-
ity only for the best state sequence. The Viterbi algorithm is
normally used in speech recognition where the task is to
search for the best sequence of phonemes among all possible
sequences. In this application where the goal is to estimate
the total probability of a given observation sequence, regard-

less of the HMM state sequence, the forward algorithm is
more suitable.

The major advantage with the present system is that it
can model several listening environments at different signal-
to-noise ratios with only a few small sound source models.
The classification is robust with respect to level and spec-
trum variations, as these features are not used in the classi-
fication. It is easy to add or remove sound sources or to
change the definition of a listening environment. This makes
the system flexible and easy to update.

The ability to model many different signal-to-noise ra-
tios has been achieved by assuming that only one sound
source is active at a time. This is a known limitation, as
several sound sources are often active at the same time. The
theoretically more correct solution would be to model each
listening environment at several signal-to-noise ratios. How-
ever, this approach would require a very large number of
models. The reduction in complexity is important when the
algorithm is implemented in hearing instruments.

The stimuli with instrumental music were classified ei-
ther as speech in traffic or speech in babble with approxi-
mately equal probability~see Table II!. The present algo-
rithm was not designed to handle environments with music.
Music was included in the evaluation only to show the be-
havior of the classifier when sounds not included in the train-
ing material are used as test stimuli. Additional source mod-
els or additional features may be included in order to
correctly classify instrumental music.

The really significant advance with this algorithm over
previously published results is that we clearly show that the

TABLE II. Classification results. The input stimuli are speech mixed with a variety of background noises. The
presentation level of the speech was randomly chosen, with uniform probability, between 64 and 74 dB SPL
~250–7500 Hz! and mixed with a background noise at randomly chosen signal-to-noise ratios uniformly dis-
tributed between 0 and15 dB. Background noises represented in the classifier, speech in traffic, speech in
babble, and clean speech, and other background noises that are not represented in the classifier are used. Each
test stimulus is 14 s long and the evaluation contains a total of 47 795 stimuli representing 185 h of sound.

Test sound

Classification result

Speech in
traffic noise

Speech in
babble noise

Clean
speech

Speech in traffic noise 14 114 539 0
Speech in babble noise 64 14 485 3
Clean speech 0 0 14 668
Speech in rain noise 1365 24 0
Speech in applause noise 1357 0 0
Speech in jet engine noise 1304 0 0
Speech in leaves noise 1303 0 0
Speech in ocean waves noise 1271 48 90
Speech in subway noise 1205 183 18
Speech in wind noise 1178 104 5
Speech in industry noise 822 543 0
Speech in dryer machine noise 716 587 0
Speech in thunder noise 702 632 21
Speech in office noise 684 612 14
Speech in high frequency noise 669 564 67
Speech in instrumental classical music 549 397 387
Speech in basketball arena noise 103 769 476
Speech in super market noise 83 1219 0
Speech in shower noise 5 1327 0
Speech in laughter 0 559 723
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algorithm can be implemented in a DSP-based hearing in-
strument with respect to processing speed and memory limi-
tations. We also show that the algorithm is robust and insen-
sitive to long-term changes in absolute sound pressure levels
and absolute spectrum changes. This has been discussed very
little in previous work, although it is important when the
classifier is used in a hearing aid and exposed to situations in
daily life.

V. CONCLUSION

This study has shown that it is possible to robustly clas-
sify the listening environments speech in traffic noise, speech
in babble, and clean speech, at a variety of signal-to-noise
ratios with only a small set of pretrained source HMMs.

The measured classification hit rate was 96.7%–99.5%
when the classifier was tested with sounds representing one
of the three environment categories included in the classifier.
False-alarm rates were 0.2%–1.7% in these tests.

For other types of test environments that did not clearly
belong to any of the classifier’s three predefined categories,
the results seemed to be determined mainly by the degree of
modulation in the test noise. Sound examples with high
modulation tended to be classified as speech in babble, and
sounds with less modulation were more often classified as
speech in traffic noise. Clean speech from distance speakers
in extreme acoustic locations with long reverberation times
~T60 2.44 s at 500 Hz! are misclassified as speech in babble.

The estimated computational load and memory con-
sumption clearly show that the algorithm can be imple-
mented in a hearing aid.
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Büchler, M. ~2001!. ‘‘Usefulness and acceptance of automatic program se-
lection in hearing instruments,’’ Phonak Focus27, 1–10.

Duda, R. O., and Hart, P. E.~1973!. Pattern Classification and Scene Analy-
sis ~Wiley-Interscience, New York!.

Edwards, B., Hou, Z., Struck, C. J., and Dharan, P.~1998!. ‘‘Signal-
processing algorithms for a new software-based, digital hearing device,’’
Hearing J.51, 44–52.

Elberling, C.~1999!. ‘‘Loudness scaling revisited,’’ J. Am. Acad. Audiol10,
248–260.

Eriksson-Mangold, M., and Ringdahl, A.~1993!. ‘‘Mä tning av upplevd
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Rabiner, L. R.~1989!. ‘‘A tutorial on hidden Markov models and selected
applications in speech recognition,’’ Proc. IEEE77, 257–286.

Tchorz, J., and Kollmeier, B.~1998!. ‘‘Using amplitude modulation infor-
mation for sound classification,’’ presented at the Psychophysics, Physiol-
ogy, and Models of Hearing, Oldenburg.

3041J. Acoust. Soc. Am., Vol. 115, No. 6, June 2004 P. Nordqvist and A. Leijon: Sound classification



Time-reversal imaging with multiple signal classification
considering multiple scattering between the targets

Fred K. Grubera)

Department of Industrial Engineering and Management Systems, University of Central Florida, Orlando,
Florida 32816 and Department of Electrical Engineering, Technological University of Panama,
Apartado 6-2894, Panama City, Panama

Edwin A. Marengo
Department of Electrical and Computer Engineering, Northeastern University, Boston, Massachusetts 02115
and Department of Electrical Engineering, Technological University of Panama, Apartado 6-2894,
Panama City, Panama

Anthony J. Devaney
Department of Electrical and Computer Engineering, Northeastern University, Boston, Massachusetts 02115

~Received 29 October 2003; revised 23 February 2004; accepted 13 March 2004!
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I. INTRODUCTION

Time-reversal~TR! methods have been of interest for a
number of years, with applications ranging from medicine, to
communications, to radar, and to imaging in general.1–6 A
particular TR technique that has received much attention is a
TR imaging with multiple signal classification~MUSIC!
method for the location of point targets~whose size is much
smaller than the wavelength! established first for coincident
arrays,7 and elaborated further in a recent generalization to
noncoincident arrays and nonreciprocal media8 and a recent
super-resolution analysis based on real data.9 This TR imag-
ing with MUSIC method blends the original TR focusing10,11

with signal subspace methods, in particular, with the MUSIC
estimation technique. In its basic form the method is de-
signed to deduce the location of point targets embedded in a
known background medium from knowledge of the mea-
sured multistatic response matrixK of an acoustic or elec-
tromagnetic transceiver array actively interrogating the tar-
gets. It provides a powerful approach for locating targets in
both homogeneous and heterogeneous backgrounds, espe-
cially in cases of closely spaced targets and/or very sparse
transceiver arrays. However, these developments are based
on the~distorted wave! Born approximation. The present let-
ter addresses the corresponding generalization if there is non-
negligible multiple scattering between the targets.

II. GENERALIZATION INCLUDING MULTIPLE
SCATTERING BETWEEN THE TARGETS

We consider an array ofN time-harmonic transceivers
located at the space pointsRj , for j 51,2,. . . ,N. Each trans-
ceiver can radiate into a reciprocal propagating medium in
which are embeddedM,N point targets having unknown
positionsXm and unknown target scattering amplitudestm ,
for m51,2,. . . ,M . For simplicity, we model the field radi-
ated by the j th transceiver as the scalar fieldG(r ,Rj )ej

whereG(r ,r 8) is the Green function of the propagating me-
dium ~in principle, the ‘‘medium’’ can include the transceiv-
ers themselves so inter-transceiver coupling can be built in
this Green function! and ej is the excitation applied to the
transceiver.

A. Review of the TR imaging with MUSIC method

Under the Born approximation the TR imaging with
MUSIC method is based on the fact that, for fewer targets
than transceivers, the spaceC N of voltage vectors applied to
the N-transceiver array can be decomposed into the direct
sumC N5S% N, where the signal subspaceS is orthogonal
to the noise subspaceN, whereS is spanned by the principal
eigenvectorsm i of the TR matrixT5K†K ~where † denotes
the adjoint! having nonzero eigenvalues~if there areM,N
targets then there are at mostM such eigenvalues indexed
from 1 to M ) whereasN is spanned by the eigenvectorsm i

of T having zero eigenvalues~if there areM,N targets then
there are at leastN2M such eigenvalues indexed fromM
11 to N). The key result is that the TR matrixT is essen-
tially a projection operator onto the space spanned by the
complex conjugatesgm* of the Green function vectors defineda!Electronic mail: fgruber@mail.ucf.edu
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asgm5@G(R1 ,Xm),G(R2 ,Xm),...,G(RN ,Xm)# t wheret de-
notes the transpose, so that in general the principal eigenvec-
tors ofT are linear combinations of thegm* ’s. It follows from
this and the orthogonality of the signal and noise subspaces
that the target locations must correspond to the poles in the
MUSIC pseudospectrum

D~Xp!5
1

( i 5M11
N u^m i* ugp&u2 , ~1!

where for all i 5M11,M12, . . . ,N the inner product
^m i* ugp&[m i

tgp50 wheneverXp is the actual location of
one of the targets.

B. Our main results

Essentially, what we show next is that not only for the
Born-approximated model but also for the more general case
when there is multiple scattering between the targets the TR
matrix T is a projection operator onto the space spanned by
the complex conjugatesgm* of the Green function vectorsgm

so that in general the principal eigenvectors ofT are linear
combinations of thegm* ’s. It follows that the same TR imag-
ing with MUSIC method described in connection with Eq.
~1! can be used in the location of point targets even if there is
multiple scattering between them. On the other hand, both
the conventional TR images,10,11 corresponding to back-
propagations of the principal eigenvectors, and the calculated
values of the target scattering amplitudes are scattering
model-dependent.

C. Formulation

The exact scattered fieldc j
(s)(r ) at positionr due to the

excitation of thej th transceiver alone can be expressed as the
Newman series

c j
(s)~r !5 (

m51

M

G~r ,Xm!tmG~Xm ,Rj !ej

1 (
m51

M

(
m851

M

G~r ,Xm!tmG~Xm ,Xm8!

3tm8G~Xm8 ,Rj !~12dm,m8!ej

1 (
m51

M

(
m851

M

(
m951

M

G~r ,Xm!tmG~Xm ,Xm8!

3tm8G~Xm8 ,Xm9!tm9G~Xm9 ,Rj !

3~12dm,m8!~12dm8,m9!ej1¯ , ~2!

whered .,. denotes the Kronecker delta. The first sum in Eq.
~2! corresponds to the Born-approximated case, the second
sum corresponds to the second-order scattering contribution,
and so on.

The multistatic response matrixK, whose entryKl , j is
defined as the value of the scattered field detected at thel th
transceiver~in receive mode! due to the unit excitation at the
j th transceiver~in transmit mode!, can be shown from Eq.
~2! to be given by~see also Borceaet al.12!

K5 (
m51

M

gmtmLm
t , ~3!

where

Lm
t 5gm

t 1 (
m851

M

G~Xm ,Xm8!tm8~12dm,m8!gm8
t

1 (
m851

M

(
m951

M

G~Xm ,Xm8!tm8G~Xm8 ,Xm9!tm9~1

2dm,m8!~12dm8,m9!gm9
t

1¯ ~4!

~the approximationLm
t .gm

t yields the multistatic response
matrix in the Born-approximated model!. It follows from Eq.
~3! that the TR matrixT5K†K5K* K, where the second
equality follows from reciprocity, can be expressed as

T5 (
m51

M

(
m051

M

gm* tm* ^Lmugm0
&tm0

Lm0

t . ~5!

Put in this form, the TR matrixT is identified to be under the
most general multiple scattering conditions a projection op-
erator onto the space spanned by the complex conjugatesgm*
of the Green function vectorsgm so that in general the prin-
cipal eigenvectors ofT are linear combinations of thegm* ’s,
with the music pseudospectrumD(Xp) in Eq. ~1! having
poles at the locations of the targets, as desired. We illustrate
this generalization next for a few canonical examples based
on the free space Green function in two-dimensional space.

D. TR imaging with MUSIC in the second-order
scattering case

In the following computer illustrations we consider the
second-order scattering approximation of the preceding gen-
eral theory. Our main goal is to show that despite the pres-
ence of non-negligible second-order scattering the TR imag-
ing with MUSIC method works well in predicting the target
locations. We will introduce a normalized quantity, to be
referred to as ‘‘the second-order scattering contribution fac-
tor,’’ and defined as h5uTr@(K2nd2KBorn)* (K2nd

2KBorn)#u/Tr(TBorn), where Tr denotes the trace,KBorn and
TBorn are the multistatic response matrix and the TR matrix,
respectively, assuming the Born approximation, andK2nd is
the multistatic response matrix for a more general second-
order scattering model, as a way to quantify the global effect
of the second-order scattering contribution relative to that of
the first-order scattering term alone as seen by the array in
receive mode. This factor measures the deviation of the data
matrix (K), as determined by the energy norm or inner prod-
uct metric, relative to the purely Born-approximated vector,
due to the second-order scattering contribution.

Figures 1 and 2 show plots in gray color map of the
MUSIC pseudospectra under a second-order scattering
model for a number of transceiver and target configurations.
Next to each MUSIC pseudospectrum plot we have provided
another plot showing the corresponding simulation geometry
where the transceiver locations are indicated with triangles
while the target locations are indicated with asterisks. All
dimensions are relative to the wavelengthl ~which equals
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1!, and all targets have unit scattering amplitude. The plot in
Fig. 1 illustrates the super-resolution capabilities of the
technique9 since even for a target separation as small as 0.3l
the target locations remain sharply resolved@the method was
found to work for yet smaller target separations, in particular,

0.1l ~results not shown!#. For the 0.6l and 4l target separa-
tion cases the second-order contribution factor is not very
strong (h50.17 andh50.03, respectively!. However, for
the 0.3l and 0.1l target separation cases, the second-order
contribution factor ish50.33 andh50.89, respectively.

FIG. 1. Reconstructed image with an
inverse gray color map for the second-
order scattering simulation pseu-
dospectrum for a two target configura-
tion. Three target separations are
shown: 4l ~top!, 0.6l ~middle!, and
0.3l ~bottom!. A linear scale was used
for the horizontal and vertical axes.

FIG. 2. Reconstructed image with an
inverse gray color map for the second-
order scattering simulation pseu-
dospectrum for 7 and 8 targets in aJ
conformation. A linear scale was used
for the horizontal and vertical axes.
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This means that in the 0.3l target separation configuration
the amount of additional signal due to the presence of
second-order scattering is of the order of the Born-
approximated signal alone as perceived by the array in re-
ceive mode. In the 0.1l target separation case the presence of
second-order scattering is even more dominant. Yet the TR
imaging with MUSIC was found to succeed in determining
the target locations. More complicated seven and eight target
configurations forming aJ and having significant second-
order scattering contribution factors ofh50.31 and h
50.30, respectively, are considered in Fig. 2. The method
works well in predicting the target locations but for the eight
target case the prediction for one of the target locations, in
particular, the one at the plot coordinates (0,24l), has a
slight error which we attribute to computational sensitivity

under reduced noise subspace conditions~in this extreme
case whenM58 andN59 the noise subspace has a single
eigenvector!.

E. Time-reversed images: Born-approximated versus
second-order scattering cases

The field radiated by the array due to excitation with an
arbitrary voltage vector isc(r )5( j 51

N G(r ,Rj )ej . In the
original TR focusing one obtains backpropagated images
c~r ! of the targets by replacing the arbitrary input voltage
vectors in this expression with the principal eigenvectors of
the TR matrix. If there is no second-order scattering between
the targets then the principal eigenvectors are precisely the
complex conjugates of the Green function vectors and each

FIG. 3. ~a! Conventional, backpropagated images of the
two principal eigenvectors corresponding to the 4l tar-
get separation geometry in Fig. 1. Results for the Born-
approximated model. A linear scale was used for the
horizontal and vertical axes.~b! Corresponding results
for the second order scattering model.
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one of them is associated with~focuses on! a particular tar-
get. Consequently, as shown in Fig. 3~a!, corresponding to
the 4l target separation case in Fig. 1, in the Born-
approximated case each ‘‘eigenimage’’ focuses on a particu-
lar, corresponding target~in the plots we have superimposed
an X in the location of the corresponding target!. On the
other hand, if there is second-order scattering between the
targets, then the principal eigenvectors become linear com-
binations of the complex conjugates of the Green function
vectors so that each eigenimage focuses in general on more
than one target~this is somehow similar to the results in Ref.
11 for non-well-resolved targets!. Figure 3~b! illustrates this
effect for the second-order scattering case where each eigen-
image is seen to focus onboth targets.

F. Target scattering amplitudes: Born-approximated
versus second-order scattering cases

In the general case including multiple scattering consid-
ered here, once the target locations are determined from the
poles in the MUSIC pseudospectrum one can compute the
unknown target scattering amplitudes by substituting the val-
ues of these locations in Eq.~3! and solving the resulting
system of equations. In general, such computed values will
depend on the scattering model employed, being more exact
for a more exact scattering model. To illustrate this let us
assume that in reality the response obeys a second-order
scattering model. If we try to determine the scattering ampli-
tudes considering a Born-approximated model then we will
have model-induced errors. Figure 4 shows, again for the
geometry in Fig. 1, the mean square error~MSE! in the es-
timation of the scattering amplitudes~as measured relative to
the more exact second-order scattering model! as a function
of target separation. The errors are significant~relative to the
valuet15t251) for targets in close proximity, as expected
~second-order scattering becomes then more prevalent!.

III. CONCLUSION

In this letter we showed that the TR imaging with MU-
SIC method can be used to locate point targets not only in
the usual framework of the Born approximation but also in
more general nonlinear scattering frameworks where there is
multiple scattering between the targets. This finding is im-
portant toward practical implementations of the TR tech-
nique facing multiple scattering effects. The super-resolution
results of a previous paper9 can now be better characterized
theoretically in the multiple scattering regime. They were
also corroborated numerically for second-order scattering
~see Fig. 1!. The method was found to work well even for a
large number of targets relative to the number of transceivers
~see Fig. 2! although slight numerical challenges may arise
as the number of targets approaches the number of transceiv-
ers ~see the zooming part of Fig. 2!. We showed how both
the conventional, backpropagated images of the principal
eigenvectors and the predicted values of the target scattering
amplitudes are scattering model-dependent~see Figs. 3 and
4!. In this the effect of scattering model is significant, par-
ticularly for targets in close proximity, as expected~see Fig.
4!.

ACKNOWLEDGMENT

This work was supported in part by the United States Air
Force Office of Scientific Research under Grant No. F49620-
02-1-0309.

1M. Fink, D. Cassereau, A. Derode, C. Prada, P. Roux, M. Tanter, J. L.
Thomas, and F. Wu, ‘‘Time-reversed acoustics,’’ Rep. Prog. Phys.63,
1933–1995~2000!.

2G. Montaldo, P. Roux, A. Derode, C. Negreira, and M. Fink, ‘‘Generation
of very high pressure pulses with 1-bit time reversal in a solid wave-
guide,’’ J. Acoust. Soc. Am.110, 2849–2857~2001!.

3J. S. Kim and K. C. Shin, ‘‘Multiple focusing with adaptive time-reversal
mirror,’’ J. Acoust. Soc. Am.115, 600–606~2004!.

4A. Derode, A. Tourin, J. de Rosny, M. Tanter, S. Yon, and M. Fink,

FIG. 4. MSE in scattering amplitude estimation, in-
curred if one uses the Born-approximated model instead
of the more exact second-order scattering model, as a
function of target separation for the general two target
configuration used in Fig. 1.

3046 J. Acoust. Soc. Am., Vol. 115, No. 6, June 2004 Gruber et al.: Time-reversal imaging



‘‘Taking advantage of multiple scattering to communicate with time-
reversal antennas,’’ Phys. Rev. Lett.90, 014301~2003!.

5D. M. Fromm, C. F. Gaumond, J. F. Lingevitch, R. C. Gauss, and R.
Menis, ‘‘Detection in shallow water using broadband-DORT,’’ J. Acoust.
Soc. Am.114, 2399~2003!.

6L. Carin, H. Liu, T. Yoder, L. Couchman, B. Houston, and J. Bucaro,
‘‘Wideband time-reversal imaging of an elastic target in an acoustic wave-
guide,’’ J. Acoust. Soc. Am.115, 259–268~2004!.

7H. Lev-Ari and A. J. Devaney, ‘‘The time-reversal technique re-
interpreted: Subspace-based signal processing for multi-static target loca-
tion,’’ IEEE Sensor Array and Multichannel Signal Processing Workshop,
Cambridge, MA, 2000, pp. 509–513.

8S. K. Lehman and A. J. Devaney, ‘‘Transmission mode time-reversal
super-resolution imaging,’’ J. Acoust. Soc. Am.113, 2742–2753~2003!.

9C. Prada and J. L. Thomas, ‘‘Experimental subwavelength localization of
scatterers by decomposition of the time reversal operator interpreted as a
covariance matrix,’’ J. Acoust. Soc. Am.114, 235–243~2003!.

10C. Prada, J. L. Thomas, and M. Fink, ‘‘The iterative time reversal process:
Analysis of the convergence,’’ J. Acoust. Soc. Am.97, 62–71~1995!.

11C. Prada, S. Manneville, D. Spoliansky, and M. Fink, ‘‘Decomposition of
the time reversal operator: Detection and selective focusing on two scat-
terers,’’ J. Acoust. Soc. Am.99, 2067–2076~1996!.

12L. Borcea, G. Papanicolaou, C. Tsogka, and J. Berryman, ‘‘Imaging and
time reversal in random media,’’ Inverse Probl.18, 1247–1279~2002!.

3047J. Acoust. Soc. Am., Vol. 115, No. 6, June 2004 Gruber et al.: Time-reversal imaging



Microseismic source deconvolution: Wiener filter versus
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Deconvolution is commonly performed on microseismic signals to determine the time history of a
dislocation source, usually modeled as combinations of forces or couples. This paper presents a new
deconvolution method that uses a nonlinear thresholding estimator, which is based on the minimax
framework and operates in the wavelet domain. Experiments were performed on a steel plate using
artificially generated microseismic signals, which were recorded by high-fidelity displacement
sensors at various locations. The source functions were deconvolved from the recorded signals by
Wiener filters and the new method. Results were compared and show that the new method
outperforms the other methods in terms of reducing noise while keeping the sharp features of the
source functions. Other advantages of the nonlinear thresholding estimator include~1! its
performance is close to that of a minimax estimator,~2! it is nonlinear and takes advantage of sparse
representations under wavelet bases, and~3! its computation is faster than the fast Fourier transform.
© 2004 Acoustical Society of America.@DOI: 10.1121/1.1705658#
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I. INTRODUCTION

Microseismic~MS! signals carry important information
about the dislocation mechanisms within the solid that con-
tains the source. It is of great interest to infer the character-
istics of the dislocation source using the recorded MS sig-
nals, and a common way of achieving this is to deconvolve
the recorded MS signals by the corresponding Green’s func-
tions. The result of the deconvolution is an estimate of the
MS source function, e.g., the slip time history of the dislo-
cation source. Using the estimated source function, it is pos-
sible to infer the dislocation mechanisms of the crack that
generates the MS energy. This technique has been routinely
implemented by geophysicists to invert seismic source func-
tions using seismograms~e.g., Stump and Johnson, 1977!
and by researchers in nondestructive testing~e.g., Michaels
et al., 1981! and fracture mechanics~e.g., Scrubyet al.,
1985; Kim and Sachse, 1986! to determine the fracture
mechanisms of cracks in solids.

A standard way of performing deconvolution is to
implement time-invariant Wiener filters~e.g., Oldenburg,
1981; Bertero, 1989; Chung and Liu, 1998!, which are
Wiener filters with stationary assumptions. The time-
invariant Wiener filters are linear estimators operating in the
Fourier domain. It is intuitive to implement such time-
invariant Wiener filters because~1! sinusoidal functions are
eigenfunctions of convolution operators, therefore it is con-
venient and efficient to represent the operators in the Fourier
domain.~2! Because of~1!, the Fourier coefficients of sta-
tionary random processes over different frequencies are un-
correlated, and this simplifies the analyses if the MS source
function is also stationary.~3! They are computationally con-

venient since there is only a linear inverse problem to solve,
and the fast Fourier transform can be calculated rapidly.

However, time-invariant Wiener filters may perform
poorly if the assumed stationary properties are not appropri-
ate. Also, Wiener filters reject the use of a nonlinear estima-
tor, and the Fourier basis does not necessarily provide sparse
representations for MS signals and MS source functions.
Last, to implement Wiener filters usually requires the knowl-
edge of the noise power spectrum, which is another param-
eter to be determined.

In this paper, we introduce the nonlinear thresholding
estimator~NTE! developed by Donoho and Johnstone~1992!
and Johnstone and Silverman~1997!. The estimator provides
the following advantages:~1! It does not assume a stationary
source function. Instead, the estimator is based on the mini-
max concept~Bickel and Doksum, 1977! from decision
theory. We argue that a minimax estimator is more suitable
for a deconvolution problem than time-invariant Wiener fil-
ters. ~2! The NTE does not require the knowledge of the
noise power spectrum.~3! The resulting algorithm is faster
than the fast Fourier transform.~4! The NTE is close to a
minimax estimator for a large class of functions, which no
linear estimators can achieve.~5! The NTE uses sparse rep-
resentations of wavelet bases, and it is particularly suitable
for estimating MS source functions~MS source functions are
transient and are therefore sparse under wavelet bases!.

The NTE has been introduced and applied to deconvo-
lution problems by Masudaet al. ~1999! for synthetic data.
In this paper, we apply the NTE to experimental data and
discuss the following concepts that were not presented in
Masudaet al. ~1999! but are crucial to deconvolution prob-
lems: ~1! the importance of sparse representations of MS
signals and MS source functions,~2! the advantage of using
a nonlinear filter for transient MS source functions, and~3!
the advantage of a minimax estimator over Wiener filters.

a!Electronic mail: jyching@caltech.edu
b!Electronic mail: glaser@ce.berkeley.edu
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We first define the problem of MS source deconvolution
in Sec. II. Then in Sec. III, we introduce Wiener filters and
time-invariant Wiener filters. In Sec. IV, we introduce the
minimax framework and the NTE, and some important prop-
erties of the NTE are discussed. Section V states the key
considerations regarding how to choose the estimator for de-
convolution problems. Section VI presents two case studies,
from which we compare the performances of four different
deconvolution strategies. Sections VII and VIII contain dis-
cussions and conclusions.

II. DEFINITION OF THE PROBLEM

The MS deconvolution problem is defined as follows.
AssumeG is a known Green’s function characterizing the
host from the MS source to the sensor,z(t) is stationary
Gaussian random process~noise! at time t, andT is the total
number of discrete data points. Given a noisy MS sensor
signal$d(t):t51,2,...,T%, where

d~ t !5E G~ t2t! f ~t!dt1z~ t !, t51,2,...,T, ~1!

our goal is to estimate the unknown MS source functionf.
We assumed, f, andz in the equation are all continuous-time
functions in L2 (L2 is the function space that contains all
functions with finiteL2 norms!. We discuss two estimators of
f, Wiener filters and minimax estimator, and show that the
minimax framework can lead to nonlinear estimators based
on thresholding rules.

III. WIENER FILTER ESTIMATE OF AN UNKNOWN
SOURCE FUNCTION

To begin with the discussions for Wiener filters~Haykin,
1991; Clarkson, 1993!, let the estimatedf, denoted byf̂ , be
generated by passing the datad through a general linear filter
h ~not necessarily time-invariant!:

f̂ ~ t !5E
2`

`

h~ t,t!•d~t!•dt, ~2!

whereh(t,t) is the impulse response of the linear filter. The
optimal linear filterh that minimizes the risk~also known as
mean-square error!

EZ~ i f̂ 2 f i2
2!, ~3!

whereEZ(•) denotes expectation with respect to the prob-
ability density function~PDF! of z, and i f̂ 2 f i2

2[*( f̂ (t)
2 f (t))2 dt is the squares of theL2 norm of g, is a ~time-
varying! Wiener filter. A Wiener filter can be found by solv-
ing the following Wiener–Hopf equation:

E
2`

`

Rd~j2t,t!•h~ t,t!•dt5Rd f~j2t,t ! ;j,t, ~4!

whereRd(t,t) is the auto-correlation function betweend(t)
andd(t); Rd f(t,t) is the cross-correlation function between
d(t) and f (t).

In practice, a time-invariant Wiener filter is often used,
which requires the assumption that bothf andd are weakly
stationary processes. Under this assumption, Eq.~4! becomes

E
2`

`

Rd~j2t!•h~t!•dt5Rd f~j! ;j, ~5!

whereRd(j) andRf d(j) are the auto-correlation function of
d and the cross-correlation function betweenf andd, respec-
tively, with lagj; h is now a time-invariant filter, andh(t) is
its impulse response. With the assumption thatf andz in Eq.
~1! are uncorrelated, Eq.~5! can be written in the frequency
~Fourier! domain as

~ uG~v!u2
•uF~v!u21PZ~v!!•H~v!5G~v!* •uF~v!u2,

~6!

whereG(v) is the Fourier transform of the Green’s function
G; H(v) andF(v) are the Fourier transforms ofh andf; G*
denotes the complex conjugate ofG; andPZ(v) is the power
spectrum ofz. It follows that

H~v!5
G~v!*

uG~v!u21PZ~v!/uF~v!u2
. ~7!

In principle, uF(v)u2 is not completely knowna priori,
so a key step in designing a Wiener filter is to choose a
reasonableuF(v)u2. Different choices ofuF(v)u2 lead to dif-
ferent designs of Wiener filters. For instance, Oldenburg
~1981! choosesuF(v)u251/tanu, whereu is a resolution fac-
tor that varies from 0 to 2p; Bertero ~1989! chooses
uF(v)u25m•uD(v)u2/PZ(v), wherem is usually chosen as
the average power of the noise spectrum; Chung and Liu
~1998! chooseuF(v)u25uD(v)u2/uG(v)u2. All of these al-
gorithms lead to low-pass filters, i.e., estimators with time-
invariant moving-average windows.

IV. MINIMAX ESTIMATE OF AN UNKNOWN SOURCE
FUNCTION

A. Minimax rule

Under the minimax framework, it is assumed thatf is
smooth in a certain sense, i.e.,f is within some known func-
tion setH. For instance, iff is a solution of some second-
order differential equation,f is within H5C2, the function
space of twice differentiable functions. Formally, the mini-
max estimate off over H is the one that ‘‘minimizes’’ the
‘‘maximum’’ risk over H. In other words,

f̂ H
M~d!5arg inf

f̂ ~• !

RM~ f̂ ~d!,H !

5arg inf
f̂ ~• !

F sup
f PH

R~ f̂ ~d!, f !G
5arg inf

f̂ ~• !

F sup
f PH

EZI f̂ ~d!2 f I 2
2G , ~8!

where f̂ H
M(•) denotes the minimax estimator, which is an

operator mappingdPL2 to another function inL2, and
RM( f̂ (d),H) denotes the maximum risk over the function set
H. That is, the minimax estimatorf̂ H

M(•) is the operatorf̂
(•) that minimizes the maximum riskRM( f̂ (d),H). The
minimized risk is called the minimax risk, i.e.,
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RMin max~d,H !5 inf
f̂ ~• !

RM~ f̂ ~d!,H !. ~9!

It can be seen from Eqs.~8! and ~9! that

EZi f̂ H
M~d!2 f i2

25R~ f̂ H
M~d!, f !,RMin max~d,H ! ; f PH,

~10!

where the definition ofR( f̂ (d), f ) is identical to the one in
Eq. ~3!. That is, the resulting riskR( f̂ H

M(d), f ) for every f in
H is guaranteed to be less than the fixed number
RMin max(d,H), which is minimized in the minimax frame-
work. In the case thatH is sufficiently large, the minimax
framework allows us to find an estimate off without apply-
ing strong subjective constraints tof, e.g., the stationary
properties assumed by time-invariant Wiener filters.

Unfortunately, even for the simple deconvolution prob-
lem, the minimax estimator cannot be found for any arbitrary
H. Nevertheless, Donoho and Johnstone~1994! showed that
it is possible to construct estimators, the so-called nonlinear
thresholding estimators, which have maximum risks that are
close to the minimax risk@Eq. ~9!# over all Besov function
classes~Triebel, 1983!, i.e.,

sup
f PBp,q

s

R~ f̂ NTE~d!, f !;RMin max~d,Bp,q
s !, ~11!

where f̂ NTE(•) is the NTE estimator;Bp,q
s is a Besov func-

tion space defined as follows:

Bp,q
s 5H f :S E S wr ,p~ f ;h!

hs D q
dh

h D 1/q

,`J ,

wr ,p~ f ;h!5I (
k50

r S r
kD ~21!kf ~ t1kh!I

Lp

. ~12!

Since the NTEs operate under wavelet bases, we discuss
wavelet bases in the next section.

B. Wavelet bases and sparse representations

Traditionally, deconvolution problems are usually ma-
nipulated in the Fourier domain, e.g., a low-pass filter is a
linear estimator operating in the Fourier domain. However,
the Fourier basis can seldom provide a sparse representation
for f unlessf is a periodic function. In this section, we intro-
duce wavelet bases, which are more suitable to represent
transient functions. In MS signal analysis, wavelets have
been applied to material classification~Qi, 2000! and fracture
mode classification and determination of phase and group
velocities~Takemotoet al., 2000!.

A wavelet basis~Daubechies, 1992; Meyer, 1992; Mal-
lat, 1998! is an orthonormal basis that decomposes theL2

function space into a series of function spaces containing
functions with different degrees of oscillations:

L25 %

j 52`

`

Wj , ~13!

where% is the direct sum of linear spaces.Wj with a small
j contains functions with slow oscillations;Wj with a largej
contains functions with rapid oscillations. Wavelet basis
functions include father wavelets$wm,k :k51,2,...,2m%,

which spanVm5 % j 52`
m21 Wj , and mother wavelets$c j ,k :k

51,2,...,2j%, which spanWj ~Mallat, 1998!. We denote the
wavelet coefficients of a functionjPL2 by am,k(j)
5^wm,k ,j& andb j ,k(j)5^c j ,k ,j&, where^g,h& is the inner
product between functiong andh. For a sampled function of
sample sizeT52J, the decomposition off is

f 5 (
k51

2m

am,k~ f !•wm,k1 (
j 5m

J21

(
k51

2 j

b j ,k~ f !•c j ,k . ~14!

An appealing feature of a wavelet basis is that many
useful functions have sparse representations under wavelet
bases. The sparseness is due to the following two facts:~1!
with a careful selection of mother wavelets, the functions can
be made orthogonal to polynomials less than a certain degree
~Mallat, 1998!, and ~2! mother wavelets have compact sup-
port ~or nearly compact support! regions. Consequently, tran-
sient signals which are usually piecewise smooth functions
are sparse in the wavelet domain since many wavelet coeffi-
cientsb j ,k in the smooth regions that are close to polynomi-
als are close to zeros. In addition, a nonsmooth function
whose region of support does not intersect with the support
region of a mother wavelet is orthogonal to that mother
wavelet; hence, a small support region also helps supply
sparseness.

C. Nonlinear thresholding estimators

Equation~1! can be rewritten using an operator form as
the following equation:

d~ t !5~G• f !~ t !1z~ t !, t51,2,...,T, ~15!

where (G•) denotes the corresponding convolution operator.
Then the following equation is equivalent to Eq.~15!:

~G21
•d!~ t !5 f ~ t !1~G21

•z!~ t !, t51,2,...,T, ~16!

whereG21 denotes the inverse operation ofG. The philoso-
phy of the NTE is to compare the magnitudes ofG21

•d and
G21

•z under a wavelet basis. If the wavelet coefficient
b j ,k(G

21
•d) is much larger thanb j ,k(G

21
•z), b j ,k(G

21

•d) is considered to contain a significant amount of informa-
tion aboutf and is therefore kept; otherwise,b j ,k(G

21
•d) is

discarded and set to zero. Formally, the two NTEs proposed
by Johnstone and Silverman~1997!, called hard and soft
thresholding estimators, are described by the following algo-
rithms:

~1! Computey5G21
•d ~or pseudo-inverse ifG21 does

not exist! and finda(y)m,k andb(y) j ,k .
~2! Find the estimate of the standard deviation of

b j ,k(G
21

•z) for scalej, denoted byŝ j , by the median value
of $ub j ,k(y)u:k51,...,2j% divided by 0.6745~Donoho and
Johnstone, 1992! and compute the level-dependent thresh-
olding levell j5ŝ jA2 log(T).

Discussion:Due to the fact thatf is sparse under wavelet
bases, the set$ub j ,k( f )u:k51,...,2j% contains mostly numbers
that are close to zero. Therefore, most of the numbers con-
tained in the set$ub j ,k(y)u:k51,...,2j% are close to those in
the set$ub j ,k(G

21z)u:k51,...,2j%. Consequently, the median
value of $ub j ,k(y)u:k51,...,2j% should be close to
$ub j ,k(G

21z)u:k51,...,2j%.
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Also, since mother wavelets are almost eigenfunctions
for many convolution operators~Meyer, 1992!, so the sta-
tionary Gaussian noiseG21

•z becomes almost independent
under wavelet bases. Therefore, the median value of
$ub j ,k(G

21z)u:k51,...,2j% divided by 0.6745 is a plausible
estimate of its standard deviation. The constantA2 log(T) is
chosen becauseb j ,k(G

21z) can be greater thanl j with only
an insignificant probability.

~3! Thresholdb j ,k(y) uses the hard thresholding, i.e.,

b̃ j ,k~y!5H b j ,k~y! ub j ,k~y!u.l j ,

0 otherwise,
; j ,k, ~17!

or uses the soft thresholding, i.e.,

b̃ j ,k~y!

5H ~ ub j ,k~y!u2l j !sgn~b j ,k~y!! ub j ,k~y!u.l j ,

0 otherwise,
; j ,k.

~18!

~4! Find the NTE off, denoted byf̂ NTE, by the inverse
wavelet transform

f̂ NTE5 (
k51

2m

am,k~y!fm,k1 (
j 5m

J21

(
k51

2 j

b̃ j ,k~y!w j ,k . ~19!

Equations~17! and ~18! indicate that the NTEs depend
on the datad in nonlinear ways. The thresholding estimator
described above does not require any knowledge about the
power spectrum of the noisez: all we need to do is to esti-
mate ŝ j for each scale. The thresholding estimatef̂ NTE is
nearly minimax over every Besov function space, while no
linear estimator can be nearly-minimax over every Besov
function space~Johnstone and Silverman, 1997!. This uni-
form near-minimaxity over all the Besov spaces has the fol-
lowing advantage: although in principle we need to know
which Besov space@i.e., the values ofp, q, ands in Eq. ~11!#
that f belongs to before we implement the NTEs, in practice
we can ignore this step because it is very unlikely thatf does
not belong to any of the Besov function classes.

V. KEY CONSIDERATIONS

We have introduced Wiener filters and NTEs in the last
few sections. We now summarize the key considerations re-
garding the original deconvolution problem:

A. Wiener filters versus minimax

Which framework should we choose, Wiener filters or
minimax? For designing a time-invariant Wiener filter, as-
signing a reasonableuF(v)u2 @Eq. ~7!# is crucial. Unfortu-
nately, for the deconvolution problem it is usually difficult to
gain knowledge aboutuF(v)u2 a priori. Also time-invariant
Wiener filters assume thatf is stationary; however, it is
hardly the case that the MS source function is stationary. MS
source functions are usually transient, hence nonstationary.

On the other hand, the minimax framework does not
assumef to be stationary. Also, under the minimax frame-
work, it is guaranteed that the resulting riskR( f̂ H

M(d), f ) is
smaller thanRMin max(d,H) for every f in H @see Eq.~10!#.

We have seen that the NTEs perform close to a minimax
estimator over any Besov function class; this makes the
NTEs even more attractive.

B. Linear versus nonlinear

In general, nonlinear estimators can be assumed superior
to linear ones since linear estimators are special cases of
nonlinear ones. Another way of justifying the superiority is
through the following example. Consider the following func-
tion estimation problem:

d~ t !5 f ~ t !1e~ t !, t51,2,...,T, ~20!

wheree is a white Gaussian process. The goal is to estimate
f based on the data$d(t):t51,2,...,T%. Now let us restrict
ourselves with a keep-or-kill estimator in the Fourier do-
main: the estimation procedure is to first compute the Fourier
coefficients ofd, keepK(!T) Fourier coefficients ofd and
set others to zeros, and the estimate off is computed as the
inverse Fourier transform of the manipulated Fourier coeffi-
cients ofd.

Clearly, the best strategy is to keep theK largest Fourier
coefficients if the goal is to minimize the estimation risk
R( f̂ (d), f ), and this strategy corresponds to a nonlinear esti-
mator since the decision of keeping or killing any coefficient
depends on the Fourier amplitude ofd. A linear estimator
prohibits the dependence of the estimator on the data, so the
correspondingK Fourier coefficients have to be prechosen.
Therefore, all linear estimators perform worse than the best
nonlinear estimator unless the prechosenK coefficients coin-
cide with theK largest coefficients.

Wiener filters are linear estimators while the NTEs are
nonlinear. In fact, the NTEs behave similarly as the best
nonlinear estimator mentioned in the last paragraph: the
NTEs tend to keep wavelet coefficients with large amplitudes
and kill those with small amplitudes.

C. Fourier versus wavelets

Which orthonormal basis should we choose, Fourier or
wavelets? A transient signalf is usually sparse in the wavelet
domain. However,f is usually not sparse under the Fourier
domain unlessf is periodic or stationary. Therefore, the
wavelet domain is usually a better platform for function es-
timation than the Fourier domain for transientf since in the
wavelet domain, it is easier to distinguish the patterns of the
signal f and the noisez ~z is never sparse under any ortho-
normal basis!. MS source functions are usually transient, i.e.,
nonperiodic and nonstationary, and so are not sparse in the
Fourier domain, but are sparse under the wavelet domain.
Time-invariant Wiener filters operate in the Fourier domain
while the NTEs operate in the wavelet domain.

VI. CASE STUDIES

A. Experimental setup and data processing

In order to demonstrate the utility of our proposed
method, several experiments are conducted on a 600
3600350 mm steel plate~see Fig. 1!. Artificial sources are
used to generate MS signals, which are recorded by wide-
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band, high-fidelity displacement sensors~Glaser et al.,
1998!. Using the sensor signals, our goal is to estimate the
time histories of the artificial MS source functions. Three
classical artificial vertical force sources~Breckenridgeet al.,
1990! are applied on the surface of the steel plate. They are
~1! the fracture of a glass capillary of 0.4-mm diameter
~called the capillary break!, ~2! the fracture of a pencil lead
of 0.3-mm diameter~called the pencil lead break!, and ~3!
the impact of a 3.16-mm-diam stainless steel ball dropped
vertically ~called the ball drop!. Figure 2 shows the highly
accurate source time functions of a 0.4-mm capillary break, a
0.3-mm pencil lead break and a 3.175-mm-diam steel ball
drop obtained by deconvolution from signals measured by
capacitive sensors~Breckenridgeet al., 1990!. All these
sources are well documented and can be reproduced easily
and consistently.

The capillary break is generated by loading a rod verti-
cally on a glass capillary placed flat on the plate until the
capillary shatters suddenly. Immediately before the capillary

breaks, the plate is displaced locally by the vertical force
exerted by the rod through the capillary. Once the capillary
breaks, the surface displacement recovers suddenly. This
sudden rebound generates a steplike function that has a short
rise time @Fig. 2~a!#. The pencil lead break is generated by
loading vertically the tip of a mechanical lead pencil that is
held at some angle relative to the plate until the lead tip
breaks. The mechanism of the pencil lead break is similar to
that of the capillary break except that when the lead tip
breaks, the fracture energy displaces the broken lead tip fur-
ther into the plate before the local displacement on the plate
rebounds. Therefore, the source function of the pencil lead
break has a distinct ‘‘dip’’ at the wavefront before the re-
bound occurs with a steplike function as shown in Fig. 2~b!.
The ball drop source is the most reproducible and has a bell-
shaped source function@Fig. 2~c!#.

Because of the wideband steplike source function, the
capillary break signal is used to derive the empirical Green’s
function from which the pencil lead break and the ball drop
sources are calculated. In the calculation, the rise time of the
capillary break is neglected and its source signal is treated as
a perfect step function. Therefore, the numerical derivative
~the central difference method! of the capillary break signal
is treated as a perfect impulse response and is used as the
empirical Green’s function. The technique has been per-
formed by Michaelset al. ~1981!, who have shown excellent
results.

A Glaser-type broadband piezoelectric sensor~Glaser
et al., 1998! ~bandwidth 12 kHz to 1 MHz! is placed at the
center of the upper side of the steel plate~see Fig. 1!. The
sources are applied at two different surface locations of the
steel plate~see Fig. 1!: location 1~epicentral through plate!,
on the bottom side of the plate directly below the sensor, and
location 2~off-epicentral through plate!, on the bottom side

FIG. 1. The geometry of the steel plate~in mm!. The location of the sensor
is indicated, and numbers 1 and 2 in the figure indicate the two locations
where the artificial sources were applied.

FIG. 2. ~a! The glass capillary break source function;
~b! The pencil lead break source function;~c! The ball
drop source function;~from Breckenridgeet al., 1990!.
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at a horizontal distance of 100 mm from the sensor. The
transient responses~MS signals! are digitally sampled at a
0.1-ms interval with 14-bit resolution.

Given the recorded MS signals and the Green’s func-
tions, i.e.,d andG in Eq. ~1!, we adapt four deconvolution
methods to estimate the unknown MS source functions—f in
Eq. ~1!. The four methods are~1! the nonlinear hard thresh-
olding estimator,~2! the maximum likelihood estimator, i.e.,
the direct deconvolution estimateG21d, which maximizes
the likelihood function, and two time-invariant Wiener fil-
ters, ~3! Eq. ~7! with uF(v)u25uD(v)u2/uG(v)u2, and ~4!
Eq. ~7! with uF(v)u25avg(uD(v)u2)/uG(v)u2, where
uD(v)u2 is the power spectrum of the data estimated by the
smoothed periodogram of the data~Marple and Lawrence,
1987!. Both Wiener filters are intuitive because one expects
the prior PDF of the unknown source function to be close to
that of the data. These two Wiener filters also coincide with
the deconvolution filters used by Chung and Liu~1998! and

Oldenburg~1981!, respectively. The nonlinear hard thresh-
olding estimator is implemented using the procedure pre-
sented in Sec. VIII with the Daubechies wavelet~Mallat,
1998! of order 12.

As discussed before, the numerical derivative of the cap-
illary break signal is used as the empirical Green’s function
at each source location~locations 1 and 2 in Fig. 1!, and the
pencil lead break and the ball drop source functions are es-
timated for each location. Artificial white Gaussian noise of
constant variance is added to the recorded pencil lead break
and ball drop signals to study the effects of noise~noise was
not added to the capillary break signals since they were used
as empirical Green’s functions!. The amplitude of the artifi-
cial Gaussian noise is much larger than usual experimental
noise, so the noise power spectrum, which is needed for the
two Wiener filters, can be computeda priori. Note that the
noise power spectrum is not necessary for the NTE and the
maximum likelihood estimator.

FIG. 3. Sensor signals for the three artificial sources
applied at location 1. The pencil lead break and ball
drop signals are added with white Gaussian noise of
constant amplitude.

FIG. 4. The estimated pencil lead source functions us-
ing the four deconvolution methods~location 1!.
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B. Analysis of results at location 1

The sensor signals for the three artificial sources applied
at location 1~epicentral! are shown in Fig. 3. Gaussian noise
of 5% signal power is added to the pencil lead break and ball
drop signals to simulate noisy experimental conditions. The
numerical derivative of the capillary break signal is taken as
the empirical Green’s function. Given the empirical Green’s
function, the pencil lead and ball drop source functions are
estimated using the four deconvolution methods.~The esti-
mated pencil lead and ball drop source functions are shown
in Figs. 9 and 10, respectively.! The four estimates are simi-
lar except that the direct deconvolution estimate is more
noisy. Note that the four estimators preserve the sharp down-
ward jump at the beginning of the pencil lead break source
function.

All the waveforms of our estimated source time func-
tions~Figs. 4 and 5! compare favorably to those estimated by
Breckenridgeet al. ~1990! shown in Figs. 2~b! and 2~c!.
Table I summarizes the rise times and peak forces of our
estimated source time functions and those of Breckenridge
et al. ~1990!. The values of the rise time and peak force of
the pencil lead break source time functions are very similar.
For the ball drop, the rise time and peak force for various
estimates~Table I! are different because the diameter of the
ball and the height of the drop are different among the esti-
mates. In general, the larger the diameter of the ball and the
higher the ball is dropped, the longer the rise time and the
larger the peak force. Nonetheless, the waveforms of the ball
drop estimates are very similar.

The sources applied at location 1 generate sensor signals
of large amplitudes, so the signal-to-noise ratios are high.
Therefore, the direct deconvolution estimates are not dra-
matically noisy, and the two Wiener filters and the NTE can
only improve the results with limited degrees by filtering out
the high-frequency noise from the direct deconvolution esti-
mates. It is also found that the two Wiener filters and the
NTE perform similarly in the location 1 cases.

Some measure of goodness of fit can be obtained by

convolving each of the four estimated source functions with
the empirical Green’s function. These fits should be close to
the actual recorded pencil lead or ball drop signals. The fits
by the four estimators together with the recorded signals are
shown in Figs. 6 and 7 for pencil lead and ball drop sources,
respectively. The direct deconvolution estimate always give
excellent fits since the estimate is simplyG21d and must
return d when convolved with the Green’s function. How-
ever, this perfect fit is not desirable since the direct decon-
volution estimate does not only fit the signal but also the
noise. The other three estimates all tend to fit the signals
instead of the noise. But notice that the fits of the second
Wiener filter estimates cannot adapt the sharp features of the
signals. The fits of the first Wiener filter estimates can adapt
those sharp features, but the estimates themselves are more
noisy. Compared to the other estimates, the nonlinear thresh-
olding estimates are noise-free while being able to adapt the
sharp features of the signals.

FIG. 5. The estimated ball drop source functions using
the four deconvolution methods~location 1!.

TABLE I. Summary of properties of source time functions.

Sources Rise time~ms! Peak force~N!

Pencil lead break 0.3 mm
~from Breckenridgeet al.,
1990!

2.50 2.05

Pencil lead break 0.3 mm
~at location 1 based on the
new method!

2.15 1.84

Pencil lead break 0.3 mm
~at location 2 based on the
new method!

2.31 2.22

Ball drop ~diameter 3.18 mm
and drop height 2.6 mm!
~from Breckenridgeet al., 1990!

9.50 5.72

Ball drop ~diameter 3.16 mm
and drop height 5.1 mm!
~at location 1 based on the new method!

10.30 10.05

Ball drop ~diameter 3.16 mm
and drop height 3.9 mm!
~at location 2 based on the new method!

9.00 8.68
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C. Analysis of results at location 2

The sensor signals for the three artificial sources applied
at location 2~off-epicentral! are shown in Fig. 8. Gaussian
noise of the same amplitude as the epicentral case is added to
the pencil lead break and ball drop signals to simulate noisy
experimental conditions. Since the off-epicentral signals are
weaker, the corresponding signal-to-noise ratios are lower
~the Gaussian noise is roughly 10% of the signal power!. The
numerical derivative of the capillary break signal is again
taken as the empirical Green’s function. The estimated pencil
lead and ball drop source functions using the four deconvo-
lution methods are shown in Figs. 9 and 10. Note that the
direct deconvolution estimator is quite noisy because of the
low signal-to-noise ratios, and the two Wiener filters and the
NTE significantly improve the results by removing the high-
frequency noise from the direct deconvolution estimates.
Also note that the estimated source functions are not as sharp

as those for location 1, and the Wiener filters and NTE tend
to suppress sharp features of their estimates as they eliminate
noise.

There is a clear difference between the two Wiener fil-
ters in Figs. 9 and 10: the first Wiener filter results in sharper
estimates than the second one does, also the amplitudes of
the first Wiener filter estimate are larger than those of the
second one. On the other hand, the estimated ball drop
source function of the first Wiener filter contains more high-
frequency oscillations than that of the second one. This phe-
nomenon is due to the bias-variance tradeoff: the first Wiener
filter is less biased while its variance is larger, but the con-
verse is true for the second one. Since the Wiener filters are
linear, the second Wiener filter reduces the noise level by
smoothing its estimates uniformly over time. However, this
time-invariant smoothing strategy tends to shrink the overall
amplitudes of the estimates as well, not just the noise ampli-

FIG. 6. The fits of the four estimates for the pencil lead
break data~location 1!. The recorded pencil lead break
signal added with Gaussian noise is plotted as heavy
lines.

FIG. 7. The fits of the four estimates for the ball drop
data ~location 1!. The recorded ball drop signal added
with Gaussian noise is plotted as heavy lines.
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tude. Moreover, if the unknown functionf is highly nonsta-
tionary, this linear time-invariant smoothing strategy can re-
sult in large bias. Both pencil lead break and ball drop source
functions can be considered highly nonstationary. Therefore,
large bias is found in the second Wiener filter for both the
pencil lead break and ball drop source functions. This bias-
variance tradeoff is not significant for the cases of location 1
since the signal-to-noise ratios are high.

On the other hand, the NTE simultaneously eliminates
noise and preserves the amplitudes and sharp changes of the
estimates. Note that the NTE also preserves the downward
jump at the beginning of the pencil lead break source func-
tion, while the jump is smoothed out by the second Wiener
filter. As discussed previously, this excellent performance is
due to the implementation of the minimax framework of the
NTE, the nonlinearity of the NTE, and sparse representations
of transient functions under wavelet bases.

Similar to those at location 1, the waveforms of our

estimated pencil lead break and ball drop source time func-
tions at location 2 compare favorably with those obtained by
Breckenridgeet al. ~1990! ~Fig. 2!. The rise times and peak
forces of the sources at location 2 are summarized in Table I
and are similar to those obtained at location 1. The fits by the
four estimators together with the recorded signals are shown
in Figs. 11 and 12 for pencil lead and ball drop sources,
respectively. They are all close to the recorded signals.

VII. DISCUSSION

Our results show that the NTE outperforms the two
time-invariant Wiener filters in the experimental case studies.
The success of the NTE is because wavelet bases provide
sparse representations for the transient MS source functions,
the estimator is nonlinear, and it is based on the minimax

FIG. 8. Sensor signals for the three artificial sources
applied at location 2. The pencil lead break and ball
drop signals are added with white Gaussian noise of
constant amplitude.

FIG. 9. The estimated pencil lead source functions us-
ing the four deconvolution methods~location 2!.
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framework. On the other hand, Wiener filters perform worse
probably because the assumed stationary properties are not
appropriate for MS source functions.

Some previous research has found that it is possible to
finely tune a time-invariant Wiener filter to get better estima-
tion results, e.g., Oldenburg~1981! developed a time-
invariant Wiener filter with a fine-tuning parameteru. The
second Wiener filter used in the case studies is actually a
special case of the Wiener filter havingu equals 45°. It is
possible to adjustu to get a better estimate than our second
Wiener filter estimate, but this leads to anad hocparameter
fitting procedure while it still excludes the use of a nonlinear
estimator. In contrast, the NTE does not have such a free
parameter.

VIII. CONCLUSIONS

Two types of estimators, Wiener filters and minimax es-
timators, for microseismic deconvolution problems are de-

scribed and discussed. Time-invariant Wiener filters are lin-
ear filters operating in the Fourier domain. These estimators
assume stationary properties for the unknown microseismic
source function. They are usually not optimal for deconvo-
lution problems due to the following reasons:~1! microseis-
mic source functions are usually transient and nonstationary,
hence the assumed stationary properties are not appropriate.
~2! Microseismic source functions do not necessarily have
sparse representations under the Fourier basis.~3! Linear es-
timators are usually not the best estimators to use.

A nonlinear thresholding estimator is presented in this
paper, which operates in the wavelet domain. This estimator
is usually more suitable than Wiener filters for deconvolution
problems because~1! wavelet bases provide sparse represen-
tations transient microseismic source functions,~2! the esti-
mator is nearly minimax over all Besov function classes;
therefore, in practice, prior information about the microseis-

FIG. 10. The estimated ball drop source functions using
the four deconvolution methods~location 2!.

FIG. 11. The fits of the four estimates for the pencil
lead break data~location 2!. The recorded pencil lead
break signal added with Gaussian noise is plotted as
heavy lines.
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mic source function is not needed, and~3! the estimator is
nonlinear.

Two time-invariant Wiener filters and the nonlinear
thresholding estimator are compared using several case stud-
ies of experimental microseismic data. From the results of
the case studies, we conclude that the nonlinear thresholding
estimator outperforms the Wiener filters. The nonlinear
thresholding estimator is able to achieve two goals simulta-
neously:~1! effectively remove estimation noise and~2! pre-
serve the sharp features in the source functions. The two
Wiener filters fail to achieve the two goals simultaneously in
some of the case studies.
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Zukas, J., Nicholas, T., Swift, H., Greszczuk, L., and Curran, D.~1982!.

Impact Dynamics~Wiley, New York!.

FIG. 12. The fits of the four estimates for the ball drop
data ~location 2!. The recorded ball drop signal added
with Gaussian noise is plotted as heavy lines.

3058 J. Acoust. Soc. Am., Vol. 115, No. 6, June 2004 Ching et al.: Microseismic source deconvolution



Viscoacoustic wave form inversion of transmission data
for velocity and attenuation

Toshiki Watanabea)

Department of Earth Resources Engineering, Kyoto University, Yoshida-hon-machi, Sakyo-ku,
Kyoto 606-8501, Japan

Kurt T. Nihei, Seiji Nakagawa, and Larry R. Myer
Earth Sciences Division, Lawrence Berkeley National Laboratory, 1 Cyclotron Road,
Berkeley, California 94720

~Received 13 February 2004; accepted for publication 20 February 2004!

This study investigates the performance of a frequency domain viscoacoustic full wave form
nonlinear inversion to obtain high resolution images of velocity and attenuation. An efficient
frequency domain implementation is applied that consists of performing a series of single frequency
inversions sweeping from low to high frequency. A cascaded inversion was adopted in which the
real part of the velocity is first imaged using the phase information, then the quality factor~Q! is
imaged using the amplitude information. Tests with synthetic data indicate that our approach yielded
better images than the simultaneous determination of the real and imaginary parts of the complex
velocity. The method is applied to laboratory data obtained in a water tank with suspended acrylic
bars. Broadband 200 kHz data are obtained for a crosshole configuration with a computer-controlled
scanning system and piezofilm source and detector. The velocity image produced by the full wave
form inversion is compared to a curved ray travel time tomography velocity image, and was
observed to possess higher resolution and more precise locations of the acrylic bars. TheQ image
shows a lower resolution than the velocity image, but recovers the correctQ for acrylic. This method
can be applied for geophysical applications targeted to soil, unconsolidated rocks, and marine
sediments and also nondestructive evaluation and medical applications. ©2004 Acoustical Society
of America. @DOI: 10.1121/1.1710878#
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I. INTRODUCTION

A number of studies1–5 have demonstrated that compres-
sional wave attenuation can be significant in porous materi-
als such as marine sediments, clay-rich rocks, and partially
saturated granular rocks. Because this attenuation is directly
related to the imaginary part of the bulk modulus, it provides
additional information about the material.

In geophysical applications, imaging viscoacoustic prop-
erties have proven to be useful for monitoring and evaluating
soil conditions and fluid flow for environmental use.6,7 Ray-
based travel time tomography is widely used for imaging
acoustic velocities of the subsurface.8 It is relatively robust
and provides an image within a modest computation time.
Attenuation tomography by use of amplitude,9 spectral
decay,10 frequency shift,11 and pulse broadening12 has also
been studied to obtain attenuation (Q21) images. However,
the resolution of ray-based tomography is limited to the
Fresnel zone scale.13 Furthermore, it does not utilize addi-
tional information that may be contained in scattered, re-
flected, and guided waves.

The quest for higher resolution imaging techniques has
resulted in a growing interest in wave form inversion. Acous-
tic wave form inversion14–17 is a process for obtaining the

acoustic properties of materials such as the bulk modulus,
density, and attenuation, from the recoded wave field using
nonlinear least-squares inversion. It can image acoustic prop-
erties with subwavelength resolution. Wave form inversion
can be implemented both in the time domain14,15 and in the
frequency domain.16,17 Although these two approaches are
mathematically equivalent, each has its own advantages and
disadvantages. The time domain method is straightforward
and easy to implement using an explicit time-domain acous-
tic finite-difference modeling code. The frequency domain
method typically uses an implicit acoustic modeling code
that requires the solution of a large sparse matrix. The pri-
mary benefit of performing wave form inversion in the fre-
quency domain is that once the matrix is inverted, it can be
used to compute the wave field for multiple sources. In ad-
dition, an efficient implementation can be achieved by per-
forming a series of single-frequency inversions.

In the frequency domain approach for viscoacoustic im-
aging, intrinsic attenuation can be easily incorporated using a
complex velocity or bulk modulus, allowing both the veloc-
ity and attenuation18–20 to be imaged. Although the
modeling-based approach is computationally intensive, it has
a capability for proper evaluation of the velocity and attenu-
ation in the presence of heterogeneities that may give rise to
scattering, focusing, and multipathing.

Songet al.18 first applied the full wave form inversion to
viscoacoustic problems. They employed the simultaneous re-
construction of the complex velocity in which the real and

a!Present address: Research Center for Seismology, Volcanology, and Disas-
ter Mitigation, Nagoya University, Furo-cho, Chikusa-ku Nagoya 464-
8602, Japan; electronic mail: watanabe@seis.nagoya-u.ac.jp
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imaginary parts of velocity are reconstructed simultaneously.
However, they stated that the reconstruction of the imaginary
part is of considerably worse quality than the real part. Keers
et al.21 used a different approach, expanding the asymptotic
ray theory to viscoacoustic problems and showed that the ray
paths are not affected by the attenuation (Q21) if Q is not
too small. Tests to separate the attenuation caused by veloc-
ity heterogeneities from the amplitude data for attenuation
tomography were conducted.12 Those achievements lead to
the idea of cascading the inversion into two consecutive in-
versions. The velocity structure~the real part of the complex
velocity! is imaged first, then, the attenuation structure~the
imaginary part of the complex velocity! is imaged.

This study investigates the performance of frequency
domain nonlinear wave form inversion for imaging the ve-
locity and attenuation. The method is applied to synthetic
and laboratory cross-hole data obtained in a water tank with
a two-axes computer-controlled scanning system and a pi-
ezofilm source and detector.

This study focuses on cross-hole measurement because
in geophysical imaging, sources and receivers can be posi-
tioned close to target structures, allowing higher frequencies
to be used. Furthermore, cross-hole measurements avoid the
effects of heterogeneous, attenuative surface layers that typi-
cally lower the bandwidth and signal to noise ratio of seismic
data. The proposed method, however, can be applied to any
source-receiver configuration including single-hole measure-
ment and surface reflection measurement. Although we pri-
marily focus our discussion on geophysical application, such
as shallow soil structures, unconsolidated rocks, and marine
sediments,5,6 the proposed method should also work for non-
destructive evaluation of soft and attenuative materials and
medical applications.

II. INVERSION THEORY

A. Forward modeling

Posing the monochromatic acoustic wave equation in
frequency domain with a finite-difference manner yields the
following matrix equation:

Fp52s, ~1!

whereF5(]2/]x2,]2/]z2,2v2/c2) denotes the differential
operator matrix which is dependent on the angular frequency
v and the velocityc only under the condition of constant
density.p is the pressure field ands is the source term.F is
a sparse symmetric banded matrix with sizenxnz3nxnz

wherenx and nz are the number of grid points inx and z
directions. We adopt a nine-point rotated difference
template22 because the template improves accuracy without
increasing the bandwidth, thereby keeping the total memory
comparable to the second-order finite difference template.
Using this differencing scheme, the elements ofF are stored
in a matrix of (2nx13)3nxnz . Equation~1! is solved using
LU decomposition.16,19SinceF is independent of the source,
once the matrix is decomposed, it can be used to solve Eq.
~1! for different source terms,s.

B. Introducing intrinsic attenuation

The intrinsic loss in a general viscoacoustic media can
be incorporated using a complex bulk modulus.23 The quality
factor Q is defined as;

Q5
Re~Mc!

Im~Mc!
, ~2!

where Mc is the complex bulk modulus, Re~ ! and Im~ !
represent the real and imaginary operators, respectively. In
general viscoacoustic media,Mc is frequency dependent.

In this study, we assumed a nondispersive, constantQ
model ~i.e., the quality factor~Q! is independent of the fre-
quency within the frequency range being considered!. Q is
defined as

Q5
cr

2ci
, ~3!

wherecr andci (ci.0) denote the real and imaginary parts
of the velocity, respectively. Equation~3! is valid for rela-
tively largeQ (Q.10). It also provides a good approxima-
tion for other constantQ and near-constantQ theories24,25

over a limited frequency range.

C. Inversion basics

Acoustic wave form inversion described here is a
modeling-based iterative least-squares inversion14 in the fre-
quency domain.16,17 Starting with an initial velocity model,
the velocity model is updated so that the differences between
the calculated complex spectraPcal(x,v) and the observed
complex spectraPobs(x,v) shown below are minimized in a
least squares (l 2) sense

S5
1

2 (
s

(
r
E dP~x,v!2dv, ~4!

where the two sums are over the source~s! and receiver~r!
locations.dP is the residual spectra defined as

dP~x,v!5Pobs~x,v!2Pcal~x,v!. ~5!

The velocity is updated using the steepest descent method
expressed as

ck11~x!5ck~x!2akgk~x!, ~6!

wherea is the step length,g(x) is the gradient vector, andk
denotes the iteration.g(x) is calculated from the correlation
of a forward-propagated wave fieldP(x,v) forward and a
backward-propagated residual wave fieldP8(x,v)backward

as26

g~x!5
1

c~x!3 (s
E v2P~x,v! forwardP8~x,v!backwarddv,

~7!

P8~x,v!backward5(
r

G~x,v;xr !dP* ~x,v!, ~8!

whereG(x,v;xr) is the Green’s function describing propa-
gation from the receiver locationxr to a locationx in the
medium,* denotes the complex conjugate which is equiva-
lent to time-reversal in the time domain.
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The calculation time for the inversion is proportional to
the number of discrete frequency components used in the
inversion sinceg(x) is an integral over frequency. For an
efficient calculation, we used a single frequency in each it-
eration step.

A basic problem of the frequency domain method is the
‘‘cycle skip’’ or ‘‘phase wrapping’’ that results from the 2p
uncertainty in determining the phase. The phase error be-
tween the observed wave forms and the calculated wave
forms from the current velocity model should be smaller than
p to avoid this effect. This requires that the starting velocity
model should be close enough to the true velocity model
with respect to the frequency~wavelength! of the wave being
used for the inversion. A robust implementation can be
achieved by performing a series of single-frequency inver-
sions sweeping from low to high frequencies.27 It should be
noted that the single frequency inversion acts as a spatial
wave number filter for the structure. Therefore, by starting
from low frequencies, the low wave number~rough! struc-
tures are first reconstructed. This allows us to use higher
frequencies. Finally, the detailed structures are reconstructed
using high frequencies.

D. Cascaded inversion

Theoretically, the velocity andQ can be imaged either
simultaneously or consecutively. Previous experience with
simultaneous inversion,18,19 however, has indicated that it
can be an unstable process that tends to yield inaccurate im-
ages, especiallyQ images, as stated in Songet al.18 Liao and
McMechan19 successfully imaged theQ structure using the
simultaneous approach. Their paper, however, does not ad-
dresses this question in detail. The problem of the simulta-
neous approach is that the velocity andQ are coupled since

Q5
Im~Mc!

Re~Mc!
, c5@~Re~Mc!1 i Im~Mc!!/r#1/2. ~9!

Some numerical studies indicate that the normalized sensi-
tivities obey

cr

]P

]cr
.ci

]P

]ci
~10!

for typical ranges of the complexc contrasts. This establishes
that the velocity~the real part of the velocity! is the control-
ling parameter, therefore the velocitycr needs to be obtained
accurately before the less sensitive parameterQ can be in-
verted for.

We have found through synthetic tests that a reliableQ
image can be obtained with the following ‘‘cascaded’’ inver-
sion scheme.

~1! The real part of the complex velocity is calculated
from the phase information of the wave form data~stage I!.
The following normalized residual is used instead of Eq.~5!
in order to suppress the amplitude information.

dpnorm5Pobs~x,v!2
uPobs~x,v!u
uPcal~x,v!u

Pcal~x,v!. ~11!

This may result in some loss of accuracy in the velocity
because the viscous effect on the phase is ignored. Although

the effect is usually small, we can employ an approximateQ
model to compensate it.

~2! Next, the imaginary part of the velocity is inverted
from the wave form data by fixing the real-valued velocities
computed in the first step~stage II!. The real velocities can
be updated to compensate the viscous effect on the phase that
is ignored in the stage-I inversion.

~3! Finally, the quality factor~Q! is derived from the
real and imaginary parts of the velocity using Eq.~3!.

The inversion approach can decouple the effect of the
real and imaginary parts of the velocity on the gradient vec-
tor. In addition, providing an accurate velocity structure
when starting theQ inversion leads theQ inversion to a
successful convergence with stability because the amplitude
is a function of the velocity structure~scattering, focusing,
and multipathing! as well as theQ distribution. A similar
approach was conducted by Hicks and Pratt.20 They started a
high wave number velocity andQ inversion in a simulta-
neous manner after obtaining the low wave number velocity
structure using the low wave number velocity inversion.

This approach improves the accuracy of the imaginary
part of the velocity, resulting in a stable inversion process for
the viscoacoustic properties~Q!.

III. LABORATORY EXPERIMENT

A water tank experiment was conducted with a
computer-controlled scanning system and piezofilm source
and detector. Ultrasonic 200 kHz data were obtained for a
cross-hole configuration with suspended acrylic bars as the
target.

Figure 1 illustrates a schematic diagram of the labora-
tory experiment composed of a scanning system and the
acoustic measuring system. The PC controls the motion con-
trol and data acquisition instruments for the experiments as
follows:

~1! Initializes the motion controller, GPIB~general purpose
interface bus! device, and the digital oscilloscope.

~2! Obtains parameters needed for the experimental setups
via GUI ~graphical user interface!.

~3! Drives the stepping motors and moves the stages to an
expected position.

~4! Communicates with the oscilloscope via GPIB, triggers
data acquisition and obtains digitized wave data after
averaging.

~5! Displays the wave form and stores the data to a file.

FIG. 1. Schematic of the experimental acoustic imaging system composed
of the scanning system and the acoustic equipment.
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Figure 2 shows the two-axes computer-controlled scan-
ning system. The frame is made of high-stiffness aluminum.
The size of the frame is 1.5 m (W)31.5 m (D)31.0 m (H).
The scanning length along thez axes is approximately 0.9 m.
The scanning stage is driven by vertical screws with submil-
limeter positioning accuracy and can be used for repeated
measurements such as time-lapse experiments.

Figure 3 shows the cylindrical piezofilm elements
@f~diameter!511 mm,L ~length!525 mm,d ~thickness!51
mm# used as the source and the receiver for the laboratory
experiment. The elements were bonded to fiberglass rods and
placed so that their axes are perpendicular to a common ver-
tical plane. The source piezofilm element is excited below its
natural resonance by an amplified pulse that is generated by
an arbitrary wave form generator. A Ricker wavelet with a
center frequency of 100 kHz was used for the experiment. A
miniature junction field effect transistor impedance matching
circuit was installed in the receiver piezofilm cylinder to
minimize signal losses between the piezofilm element and
the shielded cable.

The radiation pattern of the source and the directional
sensitivity of the receiver were measured by moving the re-
ceiver around the source with fixed distance. Figure 4~a!
shows the radiation pattern~directional sensitivity! of the
source~receiver! in a vertical section that is perpendicular to
the sensor axis. As this section coincides with the measure-
ment plane, this plot shows that the source acts as a nondi-
rectional point source. The narrow focused azimuthal sensi-
tivity shown in Fig. 4~b! indicates that most of the energy
propagates along the plane of measurement.

Figure 5 illustrates the experimental model and the
source-receiver configuration. Sixteen sources were used
with a spacing of 17.2 mm. Thirty-one receivers were used
with a spacing of 8.6 mm. Three acrylic bars were suspended
in a water tank as high-velocity, attenuative anomalies. The

density,r51.183103 kg/m3, the acoustic wave velocity,c
52300 m/s, and theQ value,Q530, were measured in sepa-
rate experiments. The diameter of the top, center, and bottom
bars are 12.7, 50.8, and 25.4 mm~1/2, 2, and 1 in.!, respec-
tively. The diameter of each of the three bars was chosen so
that they are smaller than, larger than and comparable to the
wavelength of the waves.

Figure 6 shows a wave form obtained by the experiment
for the fifth source from the bottom, indicated by an arrow in
Fig. 5. Effects of the bars, such as time shifts in the wave
arrivals, amplitude variations, and scattered waves, are
clearly visible in the wave forms. The downward propagat-
ing, large amplitude waves arriving after 0.3 ms are the re-
flections from the water surface. Figure 7 shows synthetic

FIG. 3. Cylindrical piezofilm source and receiver used in the laboratory
experiment. The sensors are attached to fiberglass rods.

FIG. 2. Two-axes computer-controlled scanning system.

FIG. 4. Radiation pattern~directional sensitivity! of the piezofilm source
~receiver!: ~a! in the x–z vertical plane,~b! in the x–y horizontal plane.
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wave forms generated using a numerical model of the water
tank experiment. The physical properties are given in Table I.
The overall features of these wave forms are quite similar,
except that the synthetic data lack reflections from the bot-
tom of the tank. It should be noted thatP–S–Pconverted
waves transmitted through the bars are not contained in the
acoustic synthetic wave forms.

IV. INVERSION ANALYSIS

A. Travel time tomography

Travel time were obtained from the first arrival of wave
forms picked manually. Figure 8 shows the velocity image
obtained by travel time tomography using SIRT~simulta-
neous iterative reconstruction technique! with curved ray-
tracing after 19 iterations. Here, the area was divided into

233315713 cells of sizeDx5Dz58.6 mm. The open
circles in the figure show the locations and dimensions of the
three acrylic bars. Two high-velocity anomalies were de-
tected. However, neither the locations nor the dimensions are
correct, and the smallest anomaly is not imaged. The velocity
image shows an artifact pattern typical for a cross-hole con-
figuration, including low-velocity artifacts at the upper and
lower areas of the high-velocity target and smearing in the
horizontal direction.

The resolution of the travel time tomography13 is ap-
proximated by the Fresnel zone given byAlL, wherel is
the wavelength andL is the propagation distance. In our
experiment, AlL is approximately 5 cm ~using c
51500 m/s, f 5100 kHz, andL50.2 m), which is compa-
rable to the size of the largest anomaly. This theoretical reso-
lution limit is supported by the low resolution velocity image
obtained from the travel time tomography.

B. Wave form inversion

The analysis area was divided into 1123183520496
grid cells whose spacingDx5Dz is 2.15 mm. The same cells
are used for both the forward modeling and the inversion.
The model parameters were updated only within a 993119
region encompassed with the sources and the receivers. The
model parameters outside the area were fixed during the in-
version.

The initial velocity model is the velocity distribution
obtained from the travel time tomography shown in Fig. 8.
The initial Q model had a homogeneous high-Q distribution
(Q5200).

Figure 9 shows the frequency component used at each
iteration step. For efficiency, a single frequency was used at
each iteration step. The inversion was made robust by per-
forming a series of single frequency inversions sweeping
from low to high frequencies.27 The same frequency sweep-

FIG. 5. Experimental model and the source-receiver configuration. The
open circles indicate the location and the size of the acrylic bars. The closed
circles indicate the location of the sources and the receivers.

FIG. 6. Observed wave forms for the source location indicated by the arrow
in Fig. 5.

FIG. 7. Synthetic wave forms for the source location indicated by the arrow
in Fig. 5. The waves preceding the direct wave arrivals are the wraparounds
generated by frequency-domain finite-difference method.

TABLE I. Physical properties of materials used to generate synthetic data.

Velocity ~m/s! Q value

Acrylic resin 2300 30
Water 1500 `
Air 350 `

3063J. Acoust. Soc. Am., Vol. 115, No. 6, June 2004 Watanabe et al.: Visco elastic wave form inversion



ing schedule is used for both the real-velocity inversion
~stage-I inversion! and the imaginary velocity inversion
~stage-II inversion! in the cascaded inversion.

To stabilize the inversion, smoothing and restriction
were implemented. Since the inversion of the real part of
velocity is stable, we applied a weak smoothing to the up-
dated velocity image using a weighted moving average with
333 templates in each iteration. Strong smoothing and regu-
larization were required to stabilize the inversion of the
imaginary velocity. At each iteration, a variable sized, cosine
shaped moving average filter, cos(2p/lr) was applied to the
updates of the imaginary velocity. Here,l is a wavelength
corresponding to the frequency being used for the current
iteration, andr is the distance from the cell being smoothed.
The maximum imaginary velocity update is restricted to 10%
of the current velocity image, and is restricted so that theQ
derived from the updated imaginary velocity is limited to lie
between 20 and 200.

C. Inversion of synthetic data

Figure 10 shows the result of the cascaded inversion for
the synthetic data. In the real component velocity image, all
three anomalies are imaged clearly at their correct locations
with almost their correct sizes. The velocities of the anoma-
lies, however, are lower than those given in the model. In the
Q image, the anomalies are detected clearly as low-Q anoma-
lies. TheQ image is slightly less accurate than the velocity
image. Figure 11 compares the synthetic wave forms gener-
ated for the true model~the data!, the initial velocity model,
and the model obtained from the inversion. The source posi-
tion is the same as that of the wave forms shown in Fig. 7.
As previously mentioned, the cycle skip, the 2p uncertainty
in determining the phase, is a major problem of the fre-
quency domain method. Comparison of the wave forms in
the time domain demonstrates that no cycle skip between the
arrivals of these wave forms of~a! and~d! is observed. That
indicates that our approach in selecting frequencies in the
inversion~sweeping from low to high frequency! is suitable
for inverting the phase information to obtain the real compo-
nent velocity image. The amplitude of the residual wave
forms significantly decreases after the inversion.

Figure 12 shows the result of the simultaneous inversion

FIG. 8. The velocity image obtained using travel time tomography after 19
iterations of SIRT with curved ray-tracing.

FIG. 9. The frequency used for each iteration. A series of single-frequency
inversions is iterated while sweeping from low to high frequencies. Higher
frequencies were used in the laboratory data because of noise contamination
in the lower frequency range~,50 kHz!.

FIG. 10. The result of inversion of the synthetic data
using cascaded approach.~a! Real part of the velocity
and ~b! Q value.
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for the same synthetic data after 34 iterations. Although we
kept all parameters~choice of frequency, smoothing and re-
strictions! the same except the inversion procedure, the itera-
tive inversion diverged and generated erroneous images after
35th iterations. As the inversion stopped before the high fre-
quencies are used, the velocity image has lower resolution
compared to the velocity image shown in Fig. 10. Although
some attenuative areas imaged correspond to the low-Q
anomalies, theQ image contains many artifacts in the back-
ground. The comparison clearly demonstrates that the cas-
caded inversion generates much betterQ image than the si-
multaneous inversion.

D. Inversion of laboratory data

Preprocessing of laboratory data consisted of a 10–200
kHz bandpass filter, and muting of the water surface reflec-
tions. A 100 ms time window was applied starting at the first
arrivals. The mute and windowing did not affect the result of
the real component velocity image much. However, the
imaginary component velocity result was improved, leading
to an improved finalQ image.

The source wave form was measured using a reference
model with no velocity or attenuation anomalies. Therefore
this includes the source and receiver characteristics and en-
ergy loss during propagation in the water tank. Even though
careful compensation and estimation for the initial amplitude
were taken, some ambiguity in the source amplitude still
remains. Therefore, by providing different initial amplitudes,
the result that provides the best fit at the dominant frequency
was chosen. The initial models for the velocity andQ are the
same as those of the synthetic data analysis. In the laboratory
data analysis, frequencies below 50 kHz were omitted be-
cause of noise contamination which typically degraded the
quality of the image of the imaginary velocity.

Figure 13 shows the result of the cascaded inversion of
the laboratory data. In the real velocity image, all three bars
are imaged clearly with a slightly larger size than the actual
size of the bars. Note that the smallest bar, which is smaller
than the wavelength, is imaged. TheQ image has lower reso-
lution and includes artifacts, although it shows the presence
of attenuative anomalies.

FIG. 11. Wave forms with respect to~a! the synthetic data,~b! the initial
model, ~c! the initial residual,~d! the final model obtained from the inver-
sion, and~e! the final residual for the source location indicated by the arrow
in Fig. 5.

FIG. 12. The result of inversion of the synthetic data
using simultaneous approach.~a! Real part of the veloc-
ity and ~b! Q value.

3065J. Acoust. Soc. Am., Vol. 115, No. 6, June 2004 Watanabe et al.: Visco elastic wave form inversion



Figure 14 compares the wave forms of the observed data
and the synthetic wave forms generated from the final inver-
sion model. No cycle skip between the arrivals of these wave
forms is observed. The primary difference between these
wave forms are the decrease in amplitude at the upper re-
ceivers of the final wave form. This is caused by the attenu-
ative artifacts in the middle part of theQ image shown in

Fig. 13~b!. The density contrast between the water and the
solid material and S-wave conversion in the solid material
cause an energy loss. Ignoring these effects in the inversion
results in generating the attenuative artifact.

V. CONCLUSIONS

The performance of viscoacoustic full wave form inver-
sion of laboratory data was examined for a cross-hole con-
figuration using a two-axes computer-controlled scanning
system. The result of this study indicates that the wave form
inversion technique yields a higher resolution velocity image
compared to travel time tomography. The result also indi-
cates that both the velocity andQ can be imaged using the
viscoacoustic wave form inversion technique. We found that
the ‘‘cascaded’’ inversion scheme yielded a reliableQ image.
Also, we found that regularization improved the stability of
the inversion process. TheQ image, however, has lower
resolution than the velocity image. The proposed method can
be applied to delineate the physical properties of saturated
and unsaturated soil and unconsolidated rocks. And it should
also work for nondestructive evaluation of soft and attenua-
tive materials and medical application.
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Presented here is a characterization of aberration in medical ultrasound imaging. The
characterization is optimal in the sense of maximizing the expected energy in a modified
beamformer output of the received acoustic backscatter. Aberration correction based on this
characterization takes the form of an aberration correction filter. The situation considered is
frequently found in applications when imaging organs through a body wall: aberration is introduced
in a layer close to the transducer, and acoustic backscatter from a scattering region behind the body
wall is measured at the transducer surface. The scattering region consists of scatterers randomly
distributed with very short correlation length compared to the acoustic wavelength of the transmit
pulse. The scatterer distribution is therefore assumed to bed correlated. This paper shows how
maximizing the expected energy in a modified beamformer output signal naturally leads to
eigenfunctions of a Fredholm integral operator, where the associated kernel function is a spatial
correlation function of the received stochastic signal. Aberration characterization and aberration
correction are presented for simulated data constructed to mimic aberration introduced by the
abdominal wall. The results compare well with what is obtainable using data from a simulated point
source. ©2004 Acoustical Society of America.@DOI: 10.1121/1.1736274#

PACS numbers: 43.60.Tj, 43.60.Cg, 43.20.Bi@JJM# Pages: 3068–3076

I. INTRODUCTION

An ultrasound image is formed as a map of the intensity
of the reflected sound pulse from different spatial locations.
By focusing the transmitted sound pulse at a specific loca-
tion, the intensity of the transmitted field is highest around
the focal point. The reflected signal then largely originates
from this region. A limitation is therefore imposed on the
image resolution by the size of the focal zone. The smallest
obtainable size is limited by diffraction.

In medical ultrasound imaging, the transmitted pulse
typically travels through the body wall before arriving at the
intended focal point. The body wall consists of a heteroge-
neous configuration of muscular, fatty, and connective tissue.
The result of propagation through a medium with variable
speed of sound is degradation of the initial geometric focus
beam by a widening of the focal zone. The transmitted pulse
is then said to beaberrated. Experimental studies1–5 and
simulations6,7 show that this aberration can significantly re-
duce the image resolution.

Several different approaches have been suggested to re-
duce the effect of the aberration. These are mostly based on
either a time-reversal mirror8 or a time delay filter.9 To use
the time-reversal mirror, a well-defined point scatterer is
needed in order to focus the signal at a point. This limits its
applicability in clinical situations. Time delay~and ampli-

tude! filters rely on the ability to estimate filter coefficients.
When the received signal is from a single, known point re-
flector, this is mostly a trivial task; time delay and amplitude
fluctuations may be observed directly in the signal.10 For
scattering from a stochastic medium, the filter must be esti-
mated from the stochastic properties of the received signal. If
the scattering medium isd correlated, the resulting received
signal is approximately a Gaussian process.11 By considering
scattering from a limited depth interval, the process may be
assumed to be stationary and have zero mean. Since all in-
formation about a Gaussian process may be expressed in
terms of its mean and its covariance function, it is reasonable
to base a characterization of the aberration on the covariance
function. Various algorithms for doing this are available.12

This paper considers the characterization of aberration
based on measurements of acoustic backscatter from a sto-
chastic distribution of scatterers, as depicted in Fig. 1. The
aberration is introduced in a layer close to the transducer and
is, therefore, modeled using an infinitesimal aberrating layer
on the transducer surface. This layer is called ageneralized
frequency dependent screen10,11 or simply a generalized
screen. The received signal is scattering from a region with
d correlated scatterers around the focal point. This situation
is found in medical imaging applications, e.g., when imaging
organs like liver and spleen.

It has been shown that transmitting an eigenfunction of
the scattering operator will result in focusing the energya!Electronic mail: varslot@math.ntnu.no
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within the support of a deterministic scattering object.13 The
eigenfunctions associated with high eigenvalues will focus
on regions with high scattering intensity. In the case of de-
terministic, well-separated point scatterers, each with a
unique scattering intensity, an eigenfunction of the scattering
operator corresponds to a diffraction-limited focusing on one
of the scatterers.13 The corresponding eigenvalue will, in this
case, reflect the intensity of the respective point scatterer.
Furthermore, it has been shown that under these circum-
stances, an iterative application of the time-reversal mirror
will converge to a diffraction limited focusing on the point
scatterer with strongest intensity.14

This paper shows how a similar analysis may be per-
formed on stochastic backscatter signals. The main differ-
ence from previous work done in Refs. 13 and 14 is that the
focal region does not contain any distinguished scatterers.
However, the initially transmitted aberrated pulse will have
higher amplitude in certain regions, partly due to the geomet-
ric focusing and partly due to the aberration. The aberration
correction method presented is shown to focus on regions
where the initially transmitted pulse has high amplitude. The
location of the focal point is, therefore, determined by the
aberration. The size of the focal region, however, will be
close to that of an unaberrated, diffraction limited transmit
beam.

The starting point for the aberration characterization is
the intuitive notion of adjusting the receive signal so that, on
average, it is as coherent as possible. This leads to a charac-
terization of the aberration consistent with the generalized
screen model.

The paper is organized in the following way. A short
review of first-order scattering is given in Sec. II A. Then a
model for the stochastic signal received at the transducer is
discussed in Sec. II B. A formulation for maximizing the en-
ergy in the received signal is developed in Sec. II B 1. The
connection between this energy formulation and aberration
characterization is discussed in Sec. II B 2. The simulated
data are described in Sec. III. Results are presented in Sec.
IV. Discussion and concluding remarks are given in Secs. V
and VI, respectively.

II. THEORY

A. First-order scattering

The theory of first-order scattering is thoroughly covered
in the literature,11,15 and is briefly included here for com-
pleteness and to set the notation.

Lagrangian coordinates are particularly well suited for a
description of the propagation of an ultrasonic pulse as seen
in medical ultrasound imaging.16 For simplicity, both nonlin-
ear and dissipative terms have been neglected. Conservation
of mass, conservation of inertia, and a compressibility rela-
tion produce a linear wave equation for the Lagrangian
pressure,17

div S 1

r
¹pD 2k

]2p

]t2
50.

Here,r(r ) andk(r ) are the material density and compress-
ibility at equilibrium, i.e., they are not time dependent. Fol-
lowing Ref. 18, introduction of an adjusted pressurep̃
5p/Ar simplifies the following:

¹2p̃2
1

c2

]2p̃

]t2
5F p̃, ~1!

whereF5Ar¹2(1/Ar). In the following, the adjusted pres-
sure will be denotedp.

In soft tissue, e.g., muscle, fat, and blood, the density
and compressibility ranges from 950 to 1070 kg/m3 and 350
to 500310212Pa21 respectively.16 It is therefore appropriate
to express the material parametersr andk as

r~r !5r01gr1~r !,

k~r !5k01gk1~r !,

wherer0 andk0 are constant background values, andr1 and
k1 represent deviation from these background values with a
small nondimensional factorg. A reasonable value forg in
this case is 0.1. This suggests looking for a perturbation
solution19 of Eq. ~1! of the form

p~r ,t !5p0~r ,t !1gp1~r ,t !1O~g2!.

Let c1(r ) be given from

1

c2
5

1

c0
2
2g

2c1

c0
3

,

where 1/c0
25r0k0 . Using this definitionc(r )5c01gc1(r )

1O(g2). Note also thatF will be O(g). Let therefore
F(r )5gF1(r ). Using these definitions, Eq.~1! may be
written as

¹2p2
1

c0
2

]2p

]t2
5gS 22

c1

c0
3

]2p

]t2
1F1pD ~2!

to first order ing. A perturbation solution is found from

¹2p02
1

c0
2

]2p0

]t2
50,

¹2p12
1

c0
2

]2p1

]t2
522

c1

c0
3

]2p0

]t2
1F1p0 .

Now p0 is the solution of the wave equation in a homoge-
neous medium, andp1 represents a first-order correction
term introduced by the inhomogeneities, i.e., first-order scat-
tering. When transmitting an initial pulse from the trans-
ducer, and receiving the acoustic backscatter from an inho-

FIG. 1. Situation of interest. The presented simulation results use a focal
depth F of 6 cm, body wall thicknessw of 2 cm, and scattering region
extending 1.5 cm to either side of the focal point (d53 cm).
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mogeneous medium, the backscatter will be approximately
p1 . This is known as theBorn approximationof the scattered
signal.

In the frequency domain, the problem will be formulated
as

¹2p̂01S v

c0
D 2

p̂050,

¹2p̂11S v

c0
D 2

p̂15C p̂0 .

Here

C~r ,v!52
c1~r !

c0
S v

c0
D 2

1F1~r !. ~3!

Thus,p1 on the transducer is found fromp0 by means of the
appropriate Green’s function20 g,

p̂1~j,v!5E g~j2r ,v!C~r ,v! p̂0~r ,v!dr. ~4!

Calculations presented in this paper are obtained using the
Green’s function for the Helmholtz equation inR3,

g~r ,v!5
e2 ivur u/c0

4pur u
.

Throughout this paper,r denotes a coordinate in the
scattering region, andj is a coordinate on the transducer
surface.

B. Modeling of the received scattered signal

The situation studied here is one where all aberration
takes place in a region close to the transducer, while all mea-
sured scattering emerges from a region close to the focal
point. This is a situation typical for medical ultrasound im-
aging. The body wall, consisting of a heterogeneous mixture
of fat, muscle, and connective tissue, produces considerable
distortion of the propagating pulse, while the organs inside
the body have very little impact to this effect.11

Instead of dealing withr1 , k1 , andc1 directly, letC be
an appropriate scattering distribution. For simplicity,
C(r ,v) is assumed to be a spatial point process for each
frequencyv, such that the ‘‘covariance function’’RC is pro-
portional to the Diracd function,

RC~r 22r 1 ,v!5E@C~r 1 ,v!C~r 2 ,v!#

5H sv
2 d~ ur 22r 1u!, r 1 ,r 2PV

0 otherwise
.

Here E@•# is the expectation operator,sv
2 is the intensity of

the point process21 at frequencyv, and V is the scattering
region.

A common assumption is that the aberration introduced
by the body wall is the same for all locations within the focal
zone. This is valid as long as the focal zone is narrow
enough, i.e., located within what is referred to as the
isoplanatic patch or region.11 Using this assumption, propa-
gation through the body wall may be modeled by propagat-

ing through a homogeneous medium and then applying a
filter. The received signalp̂r is thus obtained from the scat-
tered signalp̂1 as

p̂r~j,v!5s~j,v! p̂1~j,v!.

The functions, which accounts for the aberration, is denoted
generalized screen. The time-reversal argument implies that
transmitting a pulsep̂(j,v) through the aberrating layer, the
beam pattern in the focal zone will be as if the pulse
s(j,v) p̂(j,v) was transmitted through a homogeneous me-
dium.

As the aberration is mainly introduced by tissue struc-
tures in the body wall, it does not change over the time scale
of the imaging process. Therefore, keeping the body wall
fixed relative to the transducer, scattering from within a
given isoplanatic region will have undergone the same aber-
ration. The functions(j) is therefore the same for all real-
izations.

In the rest of this paper, all computations will be per-
formed in the temporal frequency domain, unless otherwise
stated. Explicit dependence ofv in quantities like pressure
pulses, screens, and scatterer distributions is therefore omit-
ted. Hence, the fieldp̂0(r ), for a transmitted pulsep̂, geo-
metrically focused atr f , is given as

p̂0~r !5 p̂E
T
L~j!

e2 i ~v/c0!~ ur 2ju1ur f2ju2ur f u!

4pur 2ju
dj,

whereL(j)5s(j) l (j), and l (j) is the apodization function
used on transmit. HereT indicates that integration is done
over the transducer surface.

Applying the Fraunhofer approximation, valid for largef
numbers, the transmitted field is given by

p̂0~r !5 p̂
e2 ivur u/c0

4pur u
L̂S v

c0
er D , ~5!

whereer5r /ur u and L̂ denotes the spatial Fourier transform
of L obtained whenL is extended by zero outside the trans-
ducer aperture. The pressure in the far field is, therefore,
approximately a spherical wave modified by the Fourier
transform of the product of the screen and the transducer
apodization.

The scattered pressure fieldp1 at a coordinatej on the
transducer is now calculated using Eq.~4! as

p̂1~j!5E
V

eivuj2r u/c0

4puj2r u
C~r !p̂0~r !dr. ~6!

The Fraunhofer approximation then gives the received signal
at the transducer surface as

p̂r~j!5s~j!
eivuj2r f u/c0

4pur f u

3E
V

expS i
v

c0

j•r

ur f u
DC~r ! p̂0~r !dr.

The term expivuj2r fu/c0/4pur f u represents geometric curva-
ture of this signal, and is customarily removed before further
processing. The measured signal is thus defined as
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p̂m~j!5s~j!E
V

expS i
v

c0

j•r

ur f u
DC~r ! p̂0~r !dr.

The corresponding~spatial! covariance function for a fre-
quencyv is given as

Rp̂m
~j1 ,j2!5E@ p̂m~j1!p̂m~j2!#

5s~j1!s~j2!s2E
V

expS i
v

c0

~j12j2!•r

ur f u
D

3u p̂0~r !u2dr. ~7!

Here use has been made of the fact that the scatterer distri-
bution is d correlated. Strictly speaking, it is the time-
dependent received signal at each transducer element which
is a zero-mean Gaussian stochastic process. Thus, Eq.~7! is
really the cross spectrum between the received signal at co-
ordinatesj1 and j2 as a function ofv. However, for the
purpose of this paper, it is more convenient to consider the
cross spectrum as a function ofj1 and j2 for a fixed fre-
quencyv. This is therefore denoted the covariance function
for the received signal at frequencyv.

1. Eigenfunction formulation for random signals

Let p̂m(j) be the measured signal at locationj on the
transducer surface. This is now assumed to be a second-order
random field~as a function of space for each frequency!. Let
x be a complexL2 function with norm 1, and define the
stochastic linear functionalLx as

Lxp̂m5^ p̂m ,x&5E
T
p̂m~j!x~j!dj,

where T indicates integration over the transducer aperture.
Then

iLxp̂mi2[E@Lxp̂mLxp̂m#

5E
T2

x~j1!x~j2!E@ p̂m~j1!p̂m~j2!#dj1 dj2

5E
T2

x~j1!x~j2!Rp̂m
~j1 ,j2!dj1 dj2 .

Physically, Lxp̂m may be interpreted as amodified beam-
former output signal. The quantityiLxp̂mi2 is the variance of
the signal, i.e., the expected energy of the modified beam-
former output.

Define the positive semidefinite linear operatorA as

Ax~j!5E
T
Rp̂m

~j,j2!x~j2!dj2 . ~8!

Now

iLxp̂mi25E@ uLxp̂mu2#5^Ax,x&.

The operatorA is Hermitian and compact with kernel func-
tion Rp̂m

. Therefore, all eigenvalues are real and non-
negative, eigenfunctions belonging to distinct eigenvalues
are orthogonal and there exists a largest eigenvalue.22 It fol-
lows that the expected energy of the modified beamformer
output signal is maximized whenx is an eigenfunction ofA
associated with the largest eigenvalue.

The eigenvalues and their corresponding eigenfunctions
may be ordered according to the magnitude of the eigenval-
ues. The eigenfunction associated with the largest eigen-
value, denotedl1 , is then referred to asx1 and so on.

2. Focusing properties

In order to investigate further the properties of the eigen-
functions of the operatorA defined in Eq.~8!, consider

^Ax,x&5E
T2

Rp̂m
~j1 ,j2!x~j2!x~j1!dj2 dj1 .

Using Rp̂m
from Eq. ~7! and defininga(r ) to be

a~r !5E
T
s~j!x~j! expS i

v

c0

j•r

ur f u
Ddj, ~9!

this may be expressed as

^Ax,x&5s2E
V

u p̂0~r !u2ua~r !u2dr. ~10!

Furthermore, transmitting the pulsex(j) p̂, geometrically fo-
cused atr f , will have the far-field approximation

p̂cor~r !5 p̂
e2 ivur u/c0

4pur u
a~r !. ~11!

This expression assumes that no apodization is used on trans-
mit for the corrected pulse, i.e.,l (j)51 when compared to
Eq. ~5!. Thus, correcting the transmitted pulse using the
eigenfunctionx1 as an aberration correction filter, will focus
the transmitted energy according to the initially transmitted
field p̂0 , in order to maximize Eq.~10!. Note that there is a
separate eigenvalue problem to be solved for each frequency.

Consider first the extreme case whenu p̂0(r )u51, i.e., the
transmitted field insonifies the whole scattering region with
equal intensity. Assume also that the scattering region is cy-
lindrical with heightd and radiusR ~see Fig. 1!. Noting that
a(r ) is independent of the distance from the transducer
along the focal axis, then

^Ax,x&5s2E
V

ua~r !u2 dr

5s2E
T2

s~j1!s~j2!x~j2!x~j2!L dj1 dj2 ,

where

L5dR
J1~Rvuj12j2u/c0ur f u!

vuj12j2u/c0ur f u
,

and J1 is the Bessel function of first kind. In the current
situation v/c0ur f u;105. As a consequence of this,L
;d(uj12j2u). The largest possible value^Ax,x& is therefore
obtained ifuxu2 is proportional tousu2. The amplitude of the
eigenfunctionx1 thus matches that ofs. A shift of the cor-
rected focus will not influence the eigenvalue, as long as the
focus is kept within the scattering region. The phase is there-
fore not determined.
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In the other extreme case, whenp0(r )5d(ur 2r f u) is the
Dirac d function, then

^Ax,x&5s2ua~r f !u25s2U E
T
s~j!x~j!djU2

.

The maximum for this expression is obtained ifx is propor-
tional tos. Thus, the eigenfunctionx1 will be proportional to
the screen.

In the general case, which lies somewhere between these
two extremes, it is difficult to find a direct relationship be-
tween the screenx1 and s. Let 1/ur u be approximated by
1/ur f u in the region wherep̂0(r ) is significantly different
from zero, i.e., the region which contributes to the integral in
Eq. ~10!. Combining Eqs.~10! and ~11! yields

^Ax,x&S u p̂u
4pur f u

D 2

5s2E
V

u p̂0~r !u2u p̂cor~r !u2 dr.

The intensity of the transmit signal usingx1 as a correction
filter will, therefore, be focused into areas where the intensity
of p0(r ) was high.

It is worth noting that there is an upper bound for the
largest eigenvalue since

S u p̂u
4pur f u

D 2

^Ax,x&<s2i p̂0i4
2i p̂cori4

2. ~12!

Furthermore,

i p̂cori4
4;E

T4
b~j1!b~j2!b~j3!b~j4!L

3dj1 dj2 dj3 dj4 , ~13!

where

b~j!5s~j!x~j!,

L5dR
J1~Rvuj12j21j32j4u/c0ur f u!

~vuj12j22j31j4u/c0ur f u!
.

Again, sinceL;d(uj12j21j32j4u),

i p̂cori4
4;E

T3
b~j1!b~j2!b~j3!b~j12j21j3!

3dj1 dj2 dj3 .

Maximum for i p̂cori4
2 is attained when the phase ofb is zero,

i.e., the phase ofx is equal to that ofs. Inequality ~12! is,
however, an equality ifu p̂cor(r )u is proportional tou p̂0(r )u.
An iterative correction process is therefore suggested, where
the eigenfunction associated with the largest eigenvalue is
used to transmit a corrected pulse. The scattering of this
corrected transmit pulse has a correlation function which
then is used to find a new eigenfunction. By repeating this
process, no further improvement is possible only if inequal-
ity ~12! is satisfied as an equality, andi p̂cori4

2 attains its
maximum.

A net prism effect of the body wall manifests itself as a
shift of the actual focal point from the intended location ofr f

to the locationr 0 ~see Fig. 2!. However, due to reciprocity,
scattering fromr 0 will appear as if emerging fromr f , when
observed at the transducer.11 Therefore, scattering from a

uniform distribution of scattering will always appear to
emerge from a location aroundr f . A consequence of this is
that observations of the screens based on such random scat-
tering data do not contain information about the shift fromr f

to r 0 , i.e., what is observed is nots(j) but a different screen
s̃(j). The phase ofs̃(j) does not contain a linear component
as a function ofj,

E
T

arg$s̃~j!%j dj5E
T

argH s~j!expS 2 i
v

c0

r 0•j

ur f u
D J j dj50.

Now, usings̃(j) as a correction filter, but adding a steering
angle to the transmit beam in order to move the focus from
r f to r f8 , will in fact move the focus of the transmit beam
from r 0 to r 08 , wherer f82r f5r 082r 0 ,

s̃~j!expS i
v

c0

~r f82r f !•j

ur f u
D 5s~j!expS i

v

c0

~r f82r f2r 0!•j

ur f u
D .

Therefore, a linear term~as a function ofj! in the phase of
the correction filter is related to a shift of the focal point
away fromr 0 . As there is no way to identify a shift fromr 0

to r f based on the available random scattering data, no dis-
tinction will be made here betweens and s̃.

Thus far, most of the calculations have been performed
assuming everything is within an isoplanatic region. The idea
of maximizing the expected energy of the received signal
makes physical sense without this assumption. Intuitively,
maximizing the energy will align the aberrated wave front,
thus countering the aberration experienced in the receive sig-
nal. Furthermore, studies have concluded that the isoplanatic
assumption is justified in practical situations of interest.23

III. METHOD

The simulated ultrasound measurements were created
usingABERSIM, a simulation package with routines for simu-
lating forward propagation of an acoustic wave field24 and
aberration of the ultrasonic pulse.10 In this study, only linear
effects without absorption were studied. All simulations were
conducted in two dimensions~2D!. This does not alter the
fundamental results, as a similar theory may be developed

FIG. 2. The actual focal point is shifted from the intended locationr f to r 0

by a net prism effect in the body wall. Thus, steering the beam towardr f8
will in reality steer the beam towardr 08 .
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using the 2D Green’s function for the Helmholtz equation
instead of the three-dimensional Green’s function as done
here.

A transmit pulse with center frequency of 2.5 MHz and
a geometric focal point at a depth of 6.0 cm was transmitted
from a 2.0-cm-wide transducer. Thef number of the simula-
tions is therefore approximately 3.0. Aberration was intro-
duced in a 2.0-cm-thick aberrating layer close to the trans-
ducer. The acoustic scattering was produced by ad
53.0-cm-thick scattering region. The scattering region ex-
tended symmetrically about the focal plane; between ranges
4.5 and 7.5 cm from the transducer. The width of the scat-
tering region wasR55 cm to either side ofr f ~see Fig. 1!. It
consisted of a spatially uniform distribution of point scatter-
ers, approximately 1600 scatterers per square centimeter.
Each point scatterer was independently assigned a scattering
intensity from a Gaussian distribution. In accordance with
Eq. ~3!, the scattering was simulated as proportional tov2.

Uncorrelated realizations of the backscatter signal were
obtained by replacing the set of point scatterers from one
simulation to the next. In order to estimate the required spa-
tial correlation functions, 20 uncorrelated realizations of the
acoustic backscatter were used.

Two different aberrators were utilized in this study; a
weak aberrator, and a strong aberrator. A detailed description
of them is given by Ma˚søyet al.,10 where they are referred to
as w6 and s6, respectively. The weak aberrator produced
arrival time fluctuations with a rms value of 49.8 ns and a
correlation length of 6.4 mm. The corresponding energy
level fluctuations had a rms value of 3.1 dB with a 3.6 mm
correlation length. The strong aberrator produced arrival time
fluctuations with a rms value of 53.7 ns and a correlation
length of 5.8 mm. The corresponding energy level fluctua-
tions had a rms value of 4.1 dB with 1.4 mm correlation
length. These aberrators were created to produce aberration
exhibiting similar characteristics to that of published mea-
surements. Ma˚søy showed that almost ideal aberration cor-
rection was obtained for both aberrators using a time delay
and amplitude correction filter. This filter was obtained by
identifying the wave front from a known point source, and is
an approximation of the screens by making the phase a
linear function of frequency.

The fact that a point source correction filter was found to
work well, motivates the use of this as a reference in the
current study. However, in order for this to be comparable to
a correction filter based random scattering, the point source
was placed in the real focal point of the transmit beamr 0 ,
and not in the intended focal pointr f ~see the discussion at
the end of Sec. II B 2!. It further motivates looking for a time
delay and amplitude correction filter only, instead of solving
the eigenvalue problems for each frequency and performing
aberration correction using a general filter.

IV. RESULTS

In the following, eigenvalues and their corresponding
eigenfunctions are ordered according to the magnitude of the
eigenvalues. The eigenfunction associated with the largest
eigenvalue is then referred to as the first eigenfunction, and
so on.

A transmit pulse was created being the sum of three
pulsesu1 , u2 , andu3 . These pulses had focal pointsr f , 0.4
mm to the left ofr f , and 0.4 mm to the right ofr f , respec-
tively. No aberration was used for the transmitted beam, thus
p0 consisted of three diffraction-limited lobes with different
peak values. Aberration was introduced using the weak ab-
errator for the scattered signal. The three first eigenfunctions
were then used to compute time delay and amplitude char-
acterizations of the aberration. The time delay and amplitude
screens were used to correct the transmit signal. Figure 3
shows the result with relative transmit amplitudes 1.0, 0.75,
and 0.5 foru1 , u2 , and u3 , respectively. Time delay and
amplitude estimates from the first eigenfunction are very
similar to the reference, although an additional apodization is
included in the estimate. The corresponding corrected beam
profiles are shown in Fig. 4. It is evident that each eigenfunc-
tion focuses on a location with high initial transmit ampli-
tude. The strength of these maxima is associated with the
respective eigenvalue.

A transmit pulse with a single focal pointr f was then
transmitted through the weak aberrator, producing an aber-
rated beam profile. Figure 5 displays the results using the
first eigenfunction for correction. Again, in agreement with
Eq. ~10!, using the first eigenfunction focuses the transmit
signal onto maxima for the amplitude of the initial transmit
signal.

Figures 6 and 7 display the estimation and correction
results using a transmit pulse with a single focal point and
the strong aberrator on both transmit and receive. In this
case, the first eigenfunction does a good job of gathering the
beam in a narrow focus, but causes a shifted focal point.
However, using the second eigenfunction recovers the cor-
rect focal point. Note that the linear term in the phase is

FIG. 3. Characterizations of the aberration. The transmit pulse had three
distinct, diffraction limited focal points~not aberrated!. The acoustic back-
scatter was aberrated by the weak aberrator. Time delay and amplitude char-
acterization was obtained from the covariance function estimated at the
center frequency~solid line! and compared to a reference obtained from
point source simulations~dash-dot line!. Top: time delays estimated from
the first, second, and third eigenfunctions~left to right!. Bottom: amplitude
fluctuations estimated from the first, second, and third eigenfunctions~left to
right!. Relative magnitude of the eigenvalues were: 1, 0.8, and 0.5. A linear
term corresponding to a steering of21.4°, 216.5°, and 4.9°~left to right!
was removed from the time delays before presentation.
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larger for the first eigenfunction than for the second eigen-
function.

In accordance with the theory, these simulations show
that eigenfunctions associated with a reasonably large eigen-
value have focusing properties. Furthermore, the linear con-
tribution to the eigenfunction phase is related to a shift of the
focal point relative to the focal point of a transmit beam with
ideal correction.

In order to improve the tightness of the focus while
minimizing the shift of the focal point caused by the aberra-
tion correction, a modification of the iterative approach
would be to choose among the eigenfunctions associated
with reasonably large eigenvalues, the one with the smallest

linear contribution to the phase. Iteration should be repeated
until one eigenvalue is dominant.

Figure 8 shows how consistently choosing the eigen-
function associated with a large eigenvalue but with the
smallest linear term in the screen phase will result in im-
proved focusing.

V. DISCUSSION

The beam profiles obtained from corrected transmit
pulses in Fig. 4 show that the first two eigenfunctions will
focus the transmit pulse at maxima for the initial transmit
pulse. The corresponding eigenvalues are 1.0 and 0.8, re-
spectively. Therefore they will both result in a reasonable
focusing, but at different locations. The third eigenfunction is
associated with a smaller eigenvalue~0.5!, and hence does
not produce the same degree of focusing when used as an
aberration correction filter. The same trend is also apparent in
Fig. 7 for the strong aberration. However, the corrected pulse
here shows a more marked split into two relatively large
lobes. This is due to the severe aberration also having two
more or less equal lobes.

When comparing the estimated time delays and ampli-
tudes to their respective references, there is relatively good
agreement for the first eigenfunction in the simulations using
the weak aberrator and for the second eigenfunction in the
simulations using the strong aberrator. The amplitude of the
eigenfunction does, however, include an additional apodiza-
tion compared to the reference. Apodization is commonly
used to reduce the sidelobe levels at the expense of broaden-
ing the main lobe. In the presence of aberration, however,
apodization may well produce increased aberration instead of
reduced sidelobe levels. As the eigenfunction will produce a
corrected transmit pulse which focuses the energy according
to Eq. ~10!, the appropriate apodization will be part of the
eigenfunction itself. No additional apodization is therefore
necessary, and may indeed alter the transmit pulse suffi-
ciently for the eigenfunction not to be a good correction
filter.

FIG. 4. Corrected beam profiles. The amplitude and delay screen character-
ization of the weak aberrator, presented in Fig. 3, was used to transmit a
corrected signal through the aberrator. Top: beam profiles in the focal plane.
Bottom: corrected beam profiles as a function of depth. The corrected profile
~solid line! is plotted with the initial transmit pulse beam profile~dotted
line!, and the ideally corrected transmit pulse~dash-dot line!.

FIG. 5. Aberration correction for the weak aberrator. An aberrated transmit
pulse with a single focal point was scattered, and again aberrated. Results
are shown for aberration characterization from the first eigenfunction. Top
left: estimated time delay~solid line!, reference~dash-dot line!. Top right:
estimated amplitude~solid line!, reference~dash-dot line!. Bottom left:
beam profiles in the focal plane, corrected using estimate~solid line!, aber-
rated~dotted line!, corrected using reference~dash-dot line!.

FIG. 6. Characterizations of the aberration. The transmit pulse with a single
focal point was aberrated both on transmit and receive using the strong
aberrator. The panel layout is the same as in Fig. 3. Relative magnitude of
the eigenvalues were: 1, 0.7, and 0.4. A linear slope of 7.9°, 5.8°, and 5.9°
~left to right! was removed from the time delays before presentation.
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For the strong aberrator, the first eigenfunction produces
a corrected beam profile with a maximum which does not
coincide with the maximum of the reference. The second
eigenfunction does recover the correct maximum. The eigen-
function which produces a shifted focus also has a linear
term in the phase, corresponding to a larger steering angle.
However, even the second eigenfunction has a significant
linear term, although it is smaller than for the first eigenfunc-
tion. This is due to the fact that asymmetric sidelobes will
contribute to an effective shift of the center of mass for the
beam profile. It is tempting, although not necessarily correct
to assume that removing the linear slope observed in the

phase estimate will recover the correct focal point. Again this
is because the filter has been constructed to focus transmit
energy according to a specific criterion. Altering the filter
may invalidate these properties. That being said, when the
steering angle is small, the isoplanatic assumption justifies
removing the slope.

Subsequent eigenfunctions will have corresponding ei-
genvalues which are smaller, and do not concentrate the
beam to the same extent when used for aberration correction.
They are, therefore, not as compelling for focusing purposes.
In addition, the linear phase will be highly influenced by
asymmetric sidelobes, making it difficult to predict their ac-
tual focal point.

Using the argument about the linear component of the
eigenfunction phase, an eigenfunction with minimal linear
term of the phase will concentrate the corrected pulse around
the same location as the initial pulse. It will, therefore, not
add significantly to the translation of the focal point. How-
ever, the focusing will be weaker for smaller eigenvalues. As
a result a trade-off will have to be made, depending on if a
narrow focus is desired or if a correctly located focus is more
important. An iterative procedure will improve the focus.
This is demonstrated in Fig. 8.

The aberration correction technique presented here is
based on an energy maximization, and hence will focus the
signal according to Eq.~10!. The focusing properties are
therefore preserved even for strong aberration.

The focus of this paper has been to show how eigen-
functions may be applied as aberration correction filters in
order to improve the transmit focus for ultrasound imaging.
It is obvious, however, that aberration correction also needs
to be applied on the receive signal in order to form a good
image. By construction, using the eigenfunction associated
with the largest eigenvalue will produce the highest expected
energy in the beamformer output of any aberration correction
filters for the given receive signal. As the image is formed

FIG. 7. Corrected beam profiles. The
characterization of the strong aberra-
tor, presented in Fig. 6, was used to
transmit a corrected transmit signal
through the aberrator. Panel layout is
the same as in Fig. 4.

FIG. 8. Iterative characterization of aberration from the strong aberrator.
Top: initial delay estimate~solid light gray line!, iterated delay estimate
~solid black line! compared to reference~dash-dot line!. Middle: initial am-
plitude estimate~solid light gray line!, iterated amplitude estimate~solid
black line! compared to reference~dash-dot line!. Bottom: aberrated beam
profile ~dotted line!, beam profile from first correction~solid light gray line!,
beam profile for second correction~solid black line!, beam profile for cor-
rection with reference.
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from the envelope of this beamformer output, the filter there-
fore maximizes what has been referred to asspeckle
brightness.25 Zhao and Trahey26 have suggested using
speckle brightness as an image quality factor. Using this
measure, the eigenfunction will not only produce an im-
proved transmit focus, but also result in an optimal ultra-
sound image, when applied for aberration correction on the
received signal.

VI. CONCLUSION

Theoretical considerations of the far-field scattering pat-
tern suggest that eigenfunctions associated with large eigen-
values of a Fredholm integral operator possess the desired
focusing properties when used as an aberration correction
filter. The kernel function of this operator is the covariance
function of the received stochastic backscatter. In the limit-
ing case, where the transmitted pulse is reflected from only
the focal point, the operator will have only one nonzero ei-
genvalue, and the corresponding eigenfunction will coincide
with the generalized screen model for the aberration. This is
analogous to the focusing properties of eigenfunctions inves-
tigated in Refs. 13 and 14.

Scattering simulations have been presented to illustrate
this property. The degree of aberration correction obtained
depends on the size of the corresponding eigenvalue relative
to the others.

A linear term in the phase of the eigenfunction indicates
that the focal point of the corrected pulse will be shifted
relative to the initially transmitted pulse. This will therefore
contribute to a shift of the corrected focal point away from
the intended focal point. Allowing the use of eigenfunctions
with a lower eigenvalue makes it possible to reduce this
movement by selecting an eigenfunction with a small linear
term. This comes at the expense of the focus quality of the
corrected transmit pulse. An iterative approach where the
eigenfunction with smallest linear term is used in each step,
will recover the lost degree of focusing, and thus give an
optimal focus recovery.
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10S. E. Måsøy, T. F. Johansen, and B. Angelsen, ‘‘Correction of ultrasonic
wave aberration with a time delay and amplitude filter,’’ J. Acoust. Soc.
Am. 113, 2009–2020~2003!.

11B. A. Angelsen,Ultrasound Imaging. Waves, Signals and Signal Process-
ing ~Trondheim, Norway, Emantec, 2000!, Vol. 2, http://
www.ultrasoundbook.com

12G. C. Ng, S. S. Worrell, P. D. Freiburger, and G. E. Trahey, ‘‘A compara-
tive evaluation of several algorithms for phase aberration correction,’’
IEEE Trans. Ultrason. Ferroelectr. Freq. Control41, 631–643~1994!.

13T. D. Mast, A. I. Nachman, and R. C. Waag, ‘‘Focusing and imaging using
eigenfunctions of the scattering operator,’’ J. Acoust. Soc. Am.102, 715–
725 ~1997!.

14C. Prada, J. L. Thomas, and M. Fink, ‘‘The iterative time reversal pro-
cess,’’ J. Acoust. Soc. Am.97, 62–71~1995!.

15M. F. Hamilton and D. T. Blackstock,Nonlinear Acoustics~Academic,
San Diego, 1997!.

16B. A. Angelsen, in Ref. 11, Vol. 1.
17G. Taraldsen, ‘‘Derivation of a generalized westervelt equation for nonlin-

ear medical ultrasound,’’ J. Acoust. Soc. Am.109, 1329–1333~2001!.
18T. D. Mast, L. Sourian, D.-L. Liu, M. Tabei, A. Nachman, and R. C. Waag,

‘‘A k-space method for large-scale models of wave propagation in tissue,’’
IEEE Trans. Ultrason. Ferroelectr. Freq. Control48, 341–354~2001!.

19L. A. Segel,Mathematics Applied to Continuum Mechanics~Dover, New
York, 1987!.

20R. McOwen,Partial Differential Equations~Prentice–Hall, Englewood
Cliffs, NJ, 1996!.

21D. L. Snyder,Random Point Processes~New York, Wiley, 1975!.
22E. Kreyszig,Introductory Functional Analysis~Wiley, New York, 1989!.
23D. L. Liu and R. C. Waag, ‘‘Estimation and correction of ultrasonic wave-

front distortion using pulse-echo data received in a two-dimensional aper-
ture,’’ IEEE Trans. Ultrason. Ferroelectr. Freq. Control45, 473–489
~1988!.

24T. Varslot, G. Taraldsen, T. Johansen, and B. Angelsen, ‘‘Computer simu-
lation of forward wave propagation in non-linear, heterogeneous, absorb-
ing tissue,’’ in2001 IEEE Ultrasonics Symposium Proceedings, 2001~un-
published!, pp. 1193–1196.

25G. E. Trahey and S. W. Smith, ‘‘Properties of acoustical speckle patterns
in the presence of phase aberration. I. First order statistics,’’ Ultrason.
Imaging6, 12–28~1988!.

26D. Zhao and G. E. Trahey, ‘‘A statistical analysis of phase aberration
correction using image quality facros in coherent imaging systems,’’ IEEE
Trans. Med. Imaging11, 446–452~1992!.

3076 J. Acoust. Soc. Am., Vol. 115, No. 6, June 2004 Varslot et al.: Eigenfunction analysis of acoustic aberration correction



Siamang gibbons exceed the saccular threshold: Intensity
of the song of Hylobates syndactylus
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Measurements are reported of the intensity of the siamang gibbon loud call obtained from the vocal
bouts of three family groups at Twycross Zoo, UK. Across 25 samples the maximum intensity
ranged from 95 to 113 dB SPL~linear frequency-weighting and fast time-weighting! and exhibited
three frequency modes of 250–315 Hz, 630–800 Hz and 1.2–1.6 kHz. The lowest frequency mode,
which may correspond to the ‘‘boom’’ sound produced by resonance of the siamang inflated vocal
sac, had a mean maximum intensity of 99 dB SPL. These values, which are in excess of the saccular
acoustic threshold of about 90 dB at 300 Hz for air conducted sound, suggest that primate loud calls
recruit a primitive mode of acoustic sensitivity furnished by the sacculus. Thus reproductive vocal
behavior of primates may be influenced by a primitive acoustical reward pathway inherited from a
common ancestor with anamniotes. In humans such a pathway could explain the compulsion for
exposure to loud music. ©2004 Acoustical Society of America.@DOI: 10.1121/1.1736273#

PACS numbers: 43.64.Bt, 43.64.Tk, 43.80.Ka@WA# Pages: 3077–3080

I. INTRODUCTION

In anamniotes the otoliths, and sacculus in particular, are
important auditory structures, but in reptiles, birds and mam-
mals their role has been assumed to be purely vestibular
~Lewis et al., 1985!. An accumulating body of evidence sug-
gests, however, that the sacculus of the inner ear has con-
served an acoustic sensitivity throughout vertebrate phylog-
eny. For example, auditory sensitivity has been demonstrated
in fish ~Popperet al., 1982!, amphibians~Moffat and Cap-
ranica, 1976!, reptiles~Lewis et al., 1985!, birds ~Wit et al.,
1984! and, among mammals, in guinea-pigs~Murofushi and
Curthoys, 1997!, cats~McCue and Guinnan, 1995! and squir-
rel monkeys~Young et al., 1977!. The acoustically respon-
sive fibers have irregular spontaneous discharge rates, asso-
ciated with type I hair-cells, a best stimulus frequency
between about 200 and 1000 Hz, and a rate threshold of
about 90 dB SPL.

In humans evidence for otolithic acoustic sensitivity has
been largely based on vestibular evoked myogenic potentials
~VEMPs!. VEMPs are produced by tonic modulation of
muscles of the vestibulocollic reflex system, and may be
readily evoked by acoustic stimulation~Colebatchet al.,
1994!. In response to air-conducted~AC! clicks or tone-
bursts the VEMP threshold is about 90 dBA and for tone-
bursts the VEMP exhibits a tuning property with a maximum
at about 300 Hz~Todd et al., 2000!. VEMPs also show evi-
dence of adaptation characteristic of normal sensory process-
ing ~Todd and Cody, 2002!. Recently it has been shown that
for bone conducted~BC! sound the VEMP threshold, at
about 30 dB above the acoustical sensation level, is consid-
erably lower than for AC sound~Welgamolaet al., 2003;
Todd et al., 2003! with a tuning somewhat below that of the

AC tuning, i.e., less than 300 Hz. The vestibulocollic basis of
the VEMP has been supported by extensive single unit re-
cordings from the vestibulo-spinal tract of various mammals,
including cats and primates~Uchino et al., 1997!.

A question remains, however, regarding the function that
might be served by a retained acoustic sensitivity of the
otoliths in amniotes. One possibility is that the sacculus me-
diates positive affective responses to loud, low-frequency
sounds via a central pathway to reward centers in the brain
~Todd, 2001!. Such a positive affect or reward response
would be essential for vocal courtship displays to be effec-
tive. In the case of anamniotes reproductive vocal behavior
involves neural pathways proceeding via a relay in the sec-
ond isthmal nucleus, also associated with the secondary vis-
ceral and gustatory nuclei, to the hypothalamus and limbic
structures~McCormick, 1992!. In amniotes the homologue
of the second isthmal nucleus is thought to be the parabra-
chial nucleus~Dubbeldam, 1998; ten Donkelar, 1998a, b!,
which also acts as a sensory relay to diencephalic structures
mediating affective responses, including responses to vis-
ceral and gustatory inputs via the solitary tract. Recent physi-
ological work has shown that there are strong vestibular pro-
jections to the parabrachial region~Balabanet al., 2002!,
which means that in principle an acoustic saccular-
parabrachial pathway is available as a candidate mechanism
for mediating acoustic reward in mammals including pri-
mates. The existence of a specific saccular-parabrachial pro-
jection in humans is also supported by recent data on otolith-
ocular projections which suggest that the sacculus shares a
projection with the anterior canal to the contra-lateral oculo-
motor nucleus via the Y group nucleus and brachium con-
junctivum ~Todd et al., 2004!.

In order to further substantiate the acoustic reward hy-
pothesis it is necessary to show that the physical parameters
of mammalian reproductive vocal behavior meet the thresh-

a!Correspondence address: MARCS Auditory Laboratories, Building 24,
Bankstown Campus, University of Western Sydney, NSW 1797,
Australia.
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old and sensitivity conditions for saccular activation. The
gibbons, as highly vocal primates whose loud calls play a
role in territorial ~Marshall and Marshall, 1976; Mitani,
1985! and reproductive behavior~Geissmann, 1999; see also
Cowlishaw, 1992!, are ideal subjects for this purpose. The
siamang,Hylobates syndactylus, is the largest of the gibbon
species. Its inflatable throat sac is an anatomical specializa-
tion exclusively used for song, during which the inflated sac
balloons to proportions that match or exceed those of the
animal’s head. Its possible functions presumably include that
of serving as a resonator for low-frequency components of
its ‘‘boom’’ phrases during song~Tembrock, 1974; Haimoff,
1984; Hewittet al., 2002!. Though the loudness of the song
bouts of siamangs and other gibbons has often been re-
marked upon, no empirical documentation of the loudness
level achieved by any gibbon species is available in the lit-
erature. In view of the relevance of this issue to the question
of saccular acoustic function in mammals, the aim of the
present study was to measure the physical intensity of sia-
mang loud calls.

II. METHOD

Intensity measurements were made of vocal bouts from
three siamang family groups at Twycross Zoo consisting of
two bonded pairs and a larger family group of five. The
animals were housed in a central ‘‘walk-through’’ one story
indoor facility, from both sides of which six adjacent large
wire-mesh outdoor cages, measuring 12.8 m in depth by 5.0
m in height, extended on each side. All recorded singing took
place in the outdoor cages, with only wire mesh between
animals and recording equipment. Since no major sound-
reflective structures surrounded the recording site, the re-
cordings were essentially free-field.

Three intensity parameters and a measure of spectral
distribution were assessed by means of a B&K 2260 Inves-
tigator using a B&K 4189 free-field microphone. All mea-
surements were taken from the cage perimeter fence 1.8 m
directly in front of the cages. An animal clinging to the wire
mesh directly in front of the microphone was thus at 1.8 m
from the microphone, as happened in the case of the loudest
recorded sound level. Typically, however, animals were at a
greater and variable distance from the microphone during
call bouts, which invariably are accompanied by locomotor
activity in which calling animals constantly change position
and orientation. Since only lower bounds on sound intensity
are needed for the comparison with saccular thresholds, the
obtained estimates were deemed adequate to the purpose.
Eight or nine samples were taken from each of the three
groups, resulting in 25 samples in total. The time duration of

each sample varied considerably, depending on the specific
vocal activity within a bout. The bouts lasted between 11 and
16 min.

III. RESULTS

The results of the measurements are shown in Table I.
Three intensity parameters are indicated, all of which use a
linear frequency-weighting:~a! LLFMax the maximum value
of fast time-weighted sound pressure level~SPL!, a standard
measure for decibel meters,~b! LLpkMax the maximum value
of peak intensity level and~c! LLeq the equivalent continuous
level. Also indicated is theLLFMax value for the 1

3 octave
band containing the first mode~250–315 Hz! in the spectral
distribution which corresponds to the boom sound, which
includes resonance of the inflated siamang vocal throat sac
~Haimoff, 1984!. The other two modes~not indicated! corre-
spond to the fundamental and second harmonic of the bark
and female great call components of siamang song bouts.
Booms and barks were the most frequent call elements in the
bouts. They were performed in all parts of the song cycle,
and were produced by both males and females, while so
called great call elements were produced by females alone, in
good agreement with previous descriptions~Haimoff, 1984;
Geissmann, 1999, 2000!.

IV. DISCUSSION

Ideally, a determination of the acoustic power of the
gibbon or any animal would require an accurate and continu-
ous estimate of the distance between the microphone and the
vocal apparatus. Since the conditions under which gibbons
emit their loud calls include obligatory locomotor displays,
this would be difficult to obtain. However, given that for our
purposes only lower bound estimates are required for com-
parison with saccular thresholds, the considerable variability
in the intensity measures, contingent on variations in the dis-
tance and orientation of individual animals, can safely be
disregarded, since theLLF measure indicates that the entire
range of 95–113 dB over all samples was above the saccular
threshold. The highest value in the range was obtained from
the male of group II vocalizing directly in front of the mi-
crophone at 1.8 m. During the duet the members of a pair
may be in very close proximity to one another, often less
than 1 m~Haimoff, 1981!, and so it is reasonable to infer that
the intensity experienced by an individual animal may easily
equal or exceed that of our measured values and therefore
exceed the saccular acoustic threshold.

The energy was concentrated in three frequency bands
with modes at 250–315 Hz, 630–800 Hz and 1.2–1.6 kHz.

TABLE I. Intensity measures of siamang loud call.

LLFMax ~dB! LLpkMax ~dB! LLeq ~dB! Mode1 ~dB! Duration ~s! Group

Mean SD Mean SD Mean SD Mean SD Mean SD

99.9 3.8 111.2 5.1 89.6 3.2 95.2 4.6 64 18.0 I (n58)
108.3 3.9 120.3 2.8 94.0 2.5 105.3 6.6 111 69 II (n58)
102.8 3.2 113.6 3.4 93.8 3.2 97.8 2.2 54 38 III (n59)
103.6 4.9 115.0 5.3 92.4 3.5 99.4 6.2 75 51 all (n525)
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The lowest of these, which may correspond to the vocal sac
resonance, was generally the dominant of the three with a
mean intensity of 9966.2 dB. It is also very close to the
region of maximum sensitivity of the sacculus for humans,
but the other two modes also fall within the range of sensi-
tivity exhibited by a range of animals. This frequency distri-
bution taken together with the intensity measures indicates
that it is very likely that saccular receptors are being acous-
tically activated during siamang song bouts. Further, given
the proximity of the vocal sac to the skull, it is highly likely
that otolithic receptors are being additionally activated via
BC transmission, particularly since there may be a close
matching of resonance properties of the vocal sac and the
sacculus itself.

Gibbon loud calls are generally assumed to serve a dual
function: as territorial advertisement to neighboring families
and to maintain the pair bond. It is clear that high intensity
calls are needed for the first function, to effectively broadcast
over typical rainforest distances separating family groups,
but it is by no means obvious why they should be required
for the pair-bonding function. Partners tend to maintain
physical proximity, and this is particularly true of the song
bout, which is a joint vocal and behavioral display which
repeatedly brings male and female into close physical prox-
imity during the cyclical unfolding of the duet~Haimoff,
1981!. It has been suggested that the loud dueting bout
serves to broadcast specifically the presence of apair on a
territory to its extraterritorial conspecifics~Cowlishaw,
1992!, but our intensity measurements allow us to add an
additional basic function. As we have shown, siamang loud
calls, within the interindividual distances obtaining during a
pair duet, easily exceed the saccular thresholds of the dueting
partners. This means that the ancient reward pathways driven
by otolithic acoustic sensitivity should be activated by the
vocal intensity of a siamang duet.

In anamniotes the acoustic reward pathway is specifi-
cally engaged in the vocal courtship displays of reproductive
behavior ~Pitcher, 1986; McCormick, 1992!. It would ac-
cordingly appear to supply an ideal mechanism for introduc-
ing hedonic reward into vocal courtship of other classes of
vertebrate, including primates and specifically the pair duet
of siamangs and other gibbons. We therefore propose this as
a basic and hitherto overlooked function of the loud calls of
dueting primates, namely the stimulation of central motive
states driven by an ancient system of acoustic reward con-
served from a common ancestor with anamniotes. While ex-
tant species of vocal anamniotes, particularly teleost fish and
anuran amphibians, are highly derived from the common an-
cestor with primates and have evolved radically different
mechanisms for sound production, the otolithic mechanism
of sound detection and the neuroanatomy of the central re-
ward pathway have remained remarkably constant.

The essential neuroanatomical homologies of primitive
acoustical reward pathways, i.e., not including input from the
cochlea, were reviewed in the Introduction and extend to a
system of central projections that includes the hypothalamus,
prepotic and ventral tegmental areas and amygdala~Neary,
1988; McCormick, 1992!. In the case of mammals the
parabrachial area also projects to several cortical targets as-

sociated with reward and affective behavior including orbito-
frontal, retro-olfactory and infralimbic cortex~Voogd et al.,
1998!. A primitive acoustical reward pathway is almost cer-
tainly present in primates, as there are proven vestibular pro-
jections to the parabrachial area~Balabanet al., 2002! and
saccular projections through the brachium conjuctivum via
the Y nucleus. Our results would suggest that it is acousti-
cally functional in animals with vocal resources comparable
to those of the siamang.

For humans a primitive acoustic reward pathway may
account for the conspicuous use of loud percussive music to
accompany human dancing~Todd and Cody, 2000!, arguably
an important part of human reproductive behavior~Todd,
2001!. In this respect the gibbon is an interesting model as it
is the nearest hominoid relative which shares features of a
monogomous mating system with humans~Geissmann,
2000!, and there is an association between loud dueting and
monogamy in primates~Haimoff, 1986!. While evolution has
produced in all classes of vertebrate a great diversity of vocal
courtship displays, loud synchronous chorusing employing
amplitude summation of multiple voices may have played a
special role in human evolution~Merker, 2000!. With subse-
quent brain expansion and culture, humans would have
supplemented such behavior by instruments for the genera-
tion of loud music, such as drums, which are cross-culturally
ubiquitous. An apparently paradoxical aspect of the human
use of loud music is why such intense sounds, which may
reach harmful levels~Dibble, 1995!, are not found to be
aversive. The answer to this, we suggest, is to be found in the
existence of a specific reward mechanism of the kind we
propose, as this mechanism is also consistent with the con-
siderable individual differences in affective responsivity to
loud music~Todd, 2001; Gerraet al., 1998! whereby some
individuals do in fact find such sounds aversive. These indi-
vidual differences can be explained in terms of inherited
variations in brain dopamine activity, which is thought to be
the neural substrate for variation in the trait of impulsive
sensation seeking~Depue and Collins, 1999!. However, more
direct evidence is required to demonstrate its existence be-
yond doubt. One source of such evidence would be psycho-
neuropharmacological~Gerra et al., 1998! as the above
parabrachial projections involve all monaminergic transmit-
ters, but most strongly adrenergic, noradrenergic and dom-
paminergic systems~Voogd et al., 1998!. Such an approach
brings within reach noninvasive techniques for investigating
responsivity of human saccular-reward pathways to acoustic
stimulation.
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Similarity in loudness and distortion product otoacoustic
emission inputÕoutput functions: Implications for an objective
hearing aid adjustment
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The aim of the present study was to compare distortion product otoacoustic emissions~DPOAEs! to
loudness with regard to the potentiality of DPOAEs to determine characteristic quantities of the
cochlear-impaired ear and to derive objective hearing aid parameters. Recently, Neelyet al. @J.
Acoust. Soc. Am.114, 1499–1507~2003!# compared DPOAE input/output functions to the Fletcher
and Munson@J. Acoust. Soc. Am.5, 82–108~1933!# loudness function finding a close resemblance
in the slope characteristics of both measures. The present study extended their work by performing
both loudness and DPOAE measurements in the same subject sample, and by developing a method
for the estimation of gain needed to compensate for loss of cochlear sensitivity and compression.
DPOAEs and loudness exhibited similar behavior when plotted on a logarithmic scale and slope
increased with increasing hearing loss, confirming the findings of Neelyet al. To compensate for
undesired nonpathological impacts on the magnitude of DPOAE level, normalization of DPOAE
data was implemented. A close resemblance between gain functions based on loudness and
normalized DPOAE data was achieved. These findings suggest that DPOAEs are able to quantify
the loss of cochlear sensitivity and compression and thus might provide parameters for a
noncooperative hearing aid adjustment. ©2004 Acoustical Society of America.
@DOI: 10.1121/1.1736292#

PACS numbers: 43.64.Jb, 43.64.Yp, 43.66.Cb@BLM # Pages: 3081–3091

I. INTRODUCTION

In normal-hearing ears, the auditory system behaves
nonlinearly. From animal data it is known that the mechani-
cal response of the basilar-membrane~BM! is compressive in
order to extend the dynamic range of sound~Rhode, 1971;
Johnstoneet al., 1986; Ruggeroet al., 1997!. At low stimu-
lus levels close to threshold, the response grows approxi-
mately linearly and becomes compressive at moderate to
high levels. The compressive sound processing is basically
due to the nonlinear level-dependent amplification of BM
displacement executed by the outer hair cell~OHC! system
~Dallos, 1992!. The OHC system is known to be vulnerable
to different influences, such as intense sound exposure
~Zhang and Zwislocki, 1995! or salicylate overdose~Russell
and Schauz, 1995!. OHC dysfunction is accompanied by
threshold elevation and loss of compression. There is also
evidence that the human auditory system behaves compara-
bly. Nonlinear behavior of the human cochlea can be ob-
served in both objective and subjective measurements.

An objective and noninvasive measurement procedure
giving evidence of the nonlinear cochlear function in humans
is the recording of distortion product otoacoustic emission
~DPOAE! input/output~I/O! functions. DPOAEs are sound
emissions apparently produced by the OHC system
~Brownell, 1990! in response to a two-tone stimulation.
DPOAE I/O functions show compressive behavior for
normal-hearing subjects and gradually increasing linear be-

havior as hearing loss increases~Janssenet al., 1998; Kum-
meret al., 1998; Neelyet al., 2003!. These observations sug-
gest that DPOAEs could be a reliable measure to diagnose
dysfunctions of sound processing on the OHC level and to
quantify the resulting loss of sensitivity and compression.

Psychoacoustic experiments, including measurements
based on behavioral masking data~Oxenham and Plack,
1997!, loudness matching procedures~Steinberg and Gard-
ner, 1937; Schlauchet al., 1998; Mooreet al., 1999!, and
absolute loudness measurements~Hellman and Meiselman,
1990, 1993; Launer, 1995! also support the thesis of nonlin-
ear cochlear behavior in normal-hearing ears and linearized
behavior in ears with OHC dysfunction. All these studies
show that loudness behavior bears a good resemblance to
BM characteristics, exhibiting compressive loudness func-
tions for normal-hearing subjects and steeper, less compres-
sive loudness functions for hearing-impaired subjects~re-
cruitment!. Consequently, the BM action and thus the
influence of the OHC system seems to affect the form of the
loudness function~Yateset al., 1990!, even if there might be
other more complex influences in the eventual loudness en-
coding process~Relkin and Doucet, 1997; Moore and Glas-
berg, 2004!.

Altogether, both DPOAEs and loudness are supposed to
be influenced by BM displacement and thus by the OHC
function and therefore provide an insight into cochlear sound
processing in humans. However, any inner hair cell damage
or dysfunctions on the neural level that have an influence on
loudness sensation can not be recognized with DPOAEs. On
account of this, it seems to be reasonable to compare objec-
tive DPOAE with subjective loudness measurements in order

a!Author to whom correspondence should be addressed. Electronic mail:
t.janssen@lrz.tum.de
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to examine the possibility of using DPOAE I/O functions as
a means of estimating loudness in ears with a hearing loss
related to OHC damage. Since loudness estimates are used
among other measurements for hearing aid fitting, DPOAEs
would then offer the potentiality of basic hearing aid adjust-
ment especially for non-cooperative patients such as children
or mentally retarded people for whom subjective measure-
ments are not practicable.

Neely et al. ~2003! already showed that there is some
correlation between DPOAEs and loudness. They compared
the Fletcher and Munson~1933! loudness function with
DPOAE growth functions both plotted on a logarithmic
scale, basically focusing on an absolute comparison of com-
pression in normal-hearing subjects. This study showed that
both the Fletcher and Munson loudness function and the av-
eraged DPOAE I/O data in normal-hearing subjects could be
described by similar log functions resulting in equal com-
pression. They concluded that this suggests that the same
source of nonlinearity determines the growth of both I/O
functions. Also DPOAE I/O functions of hearing-impaired
subjects were recorded to show that the slope of DPOAE
growth functions gradually increased with advancing hearing
loss. However, interindividual variability was reported to be
quite high. Consequently, the authors stated that individual
predictions of loudness might be difficult.

The present study extended the work of Neelyet al.
~2003! by measuring and comparing both loudness and
DPOAE I/O functions in the same subject sample. This in-
cludes (i ) the application of a uniform measurement system
and sound probe for loudness and DPOAE measurements,
( i i ) the measurement of loudness and DPOAE I/O functions
in normal-hearing and hearing-impaired subjects, (i i i ) the
application of categorical loudness scaling~CLS! ~Pascoe,
1978; Heller, 1985; Allenet al., 1990; Hohmann and Koll-
meier, 1995; Kollmeier, 1997; Madsen, 2000; Brand and Ho-
hmann, 2002! for loudness measurements, and (iv) relative
comparisons between data of normal-hearing and hearing-
impaired subjects.

The main purpose of the present study was to examine
the correlation between DPOAE and loudness in normal-
hearing and hearing-impaired subjects and hence to investi-
gate the practicability of using DPOAE I/O functions as a
means of fundamental hearing aid adjustment.

II. METHODS

A. Subjects

Ten subjects with normal hearing and nine patients suf-
fering from moderate hearing loss participated in the present
study. Data was collected only from one ear per subject. The
normal-hearing subjects~seven male, three female! were
aged between 25 and 30 years. Measurements were con-
ducted at 2, 3, 3.5 and 4 kHz. According to clinical audiom-
etry their hearing loss was 15 dB HL or lower in the exam-
ined frequency range. Hearing loss at 3.5 kHz was derived
from interpolation between 3 and 4 kHz since it is not an
audiometer frequency. The patients~six male, three female!
were aged between 14 and 67 years and were examined at at
least one of the test frequencies used with normal-hearing

subjects, depending on the possibility to get suitable DPOAE
I/O functions. Hearing losses ranged from 20 to 45 dB HL,
exclusively regarding the hearing loss at the individual fre-
quencies which were used in the measurement procedure on
each subject. Hearing loss was presumably due to cochlear
defect considering clinical history, tympanometry, and audi-
tory brainstem response measurements, which excluded
middle ear and retrocochlear disorders.

B. Stimulus generation

DPOAE and categorical loudness scaling~CLS! mea-
surements were conducted with the same hardware and
sound probe~Etymotic Research ER-10C! based on a com-
mercial DPOAE measurement system~Starkey DP2000!, us-
ing custom-made software. For CLS measurements, an addi-
tional customized amplifier was used to generate high-level
sine signals of up to 100 dB SPL. Signal levels were adjusted
according to a modified constant voltage calibration strategy
since the commonly used in-the-ear-calibration was expected
to result in enormous variances in sound pressure level due
to standing wave problems~Siegel, 1994; Whiteheadet al.,
1995, Neely and Gorga, 1998!. For the applied calibration
strategy the frequency transfer function of the ear probe
loudspeaker was recorded in an ear simulator~Brüel & Kjær
Type 4157!. The distance between the ER-10C ear tip and
the microphone of the B & K ear simulator amounted to 25
mm. This transfer function was then used as a reference
curve. To account for the individual ear canal volume the
reference curve was shifted corresponding to the difference
to the individual transfer function at 1 kHz. This frequency
was chosen because resonance effects in the ear canal are
smallest at low frequencies. This strategy is also not free of
errors, but is expected to cause less calibration errors in the
test frequency range than in-the-ear-calibration~Whitehead
et al., 1995!.

C. DPOAE measurement procedure

DPOAEs were elicited in response to a stimulation with
two primary tones. Their frequency ratio wasf 2 / f 151.2 for
all test conditions. The primary tone levelsL1 andL2 were
set according to the equationL150.4L2139 dB ~Janssen
et al., 1995; Kummeret al., 2000!. This level setting was
used to account for the nonlinear interaction of the two pri-
maries at the DPOAE generation site at thef 2 place. The
assumption of thef 2 place as main DPOAE generation site is
supported by the fact that DPOAE iso-suppression tuning
curves have their characteristic frequencies atf 2 when using
L150.4L2139 dB ~Kummer et al., 1995; Gorga et al.,
2003b!. L2 was set to a maximum of 65 dB SPL and was
decreased in 5-dB steps to a minimum of 20 dB SPL. The
averaging time for recording DPOAEs was set to 4 s.
DPOAEs were accepted as valid for a signal-to-noise ratio
exceeding 6 dB. If a DPOAE value failed to fulfill this cri-
terion, the measurement of this point in the DPOAE I/O
function was repeated up to three times. Each measurement
of a complete DPOAE I/O function for a specific frequency
was repeated twice~for three patients with qualitatively good
DPOAE I/O functions the measurement was just conducted
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once! in order to get both general information about repeat-
ability and to increase certainty in the decision to erase out-
liers or inconsistent data.

Outliers were defined as (i ) data that were at least 10 dB
above the adjoining lower and upper DPOAE levels or (i i )
data that occurred belowL2 levels at which no valid data
could have been measured. Inconsistent data were defined
either as (i ) data that led to a local negative slope of the
DPOAE I/O function in the upperL2 region or (i i ) data that
resulted in a relative local increase of slope in the lowerL2

region and which often ran parallel to the course of the noise
floor. All in all, in the normal-hearing group 46 values
~5.8%! and in the hearing-impaired group 40 values~17.4%!
were excluded from further analysis.

D. CLS measurement procedure

In general, a problem which arises in studying loudness
of sounds is that loudness is a subjective quantity, and as
such can not be directly related to the physical magnitude of
sound pressure level. There are different methods of achiev-
ing loudness evaluations in humans, including absolute mag-
nitude estimation~Stevens, 1957!, relative magnitude esti-
mation ~Hellman and Zwislocki, 1961!, relative loudness
production~Geiger and Firestone, 1933; Zwicker, 1958!, and
categorical loudness scaling~CLS! ~Pascoe, 1978; Heller,
1985; Allen et al., 1990; Hohmann and Kollmeier, 1995;
Kollmeier, 1997; Madsen, 2000; Brand and Hohmann,
2002!. The last one was finally chosen for this study, since it
is a method that is relatively simple and thus easy to under-
stand for inexperienced subjects. Furthermore, the CLS is
applied in clinical examinations as a tool for hearing aid
adjustment.

For the categorical loudness scaling~CLS!, sine tone
signals with a frequency atf 2 were used in order to assure
best possible comparability to DPOAE measurements. Be-
fore the actual subjective estimation process was started, the
individual maximal tolerable level was determined in a pre-
measurement phase to ensure that the subject was not ex-
posed to levels that would cause any painful sensation. The
lowest level was always set to 0 dB SPL. For the actual CLS
measurement procedure all stimulus levels from 0 dB SPL in
steps of 5 dB to maximal 100 dB SPL were presented three
times in random order. The length of the stimulus was 1 s.
Frequencies were tested successively. The response scale
consisted of 11 response alternatives, partly titled with com-
mon language expressions for loudness. Five categories were
labeled ‘‘very quiet,’’ ‘‘quiet,’’ ‘‘medium volume,’’ ‘‘loud,’’
and ‘‘very loud.’’ Between two adjoining verbal categories
there was always one unnamed response alternative to en-
large the number of possible choices. Additionally, the lim-
iting response alternatives were titled ‘‘inaudible’’ and ‘‘ex-
tremely loud.’’All category buttons were presented on screen
as horizontal pushbuttons with increasing width from ‘‘inau-
dible’’ to ‘‘extremely loud’’ ~Hohmann and Kollmeier, 1995!.
For numeral representation loudness categories were associ-
ated with numbers from 0~‘‘inaudible’’ ! to 50 ~‘‘extremely
loud’’ ! in steps of 5 and were labeled with the dimension
categorical unit~CU! ~Kollmeier, 1997!. Moreover, a ‘‘re-
peat’’ button was available to replay the last signal. The sub-

jects were instructed to use this button only if necessary and
to evaluate the presented signals as spontaneously as pos-
sible on the given scale, pressing the category button which
best agreed with the elicited loudness sensation. Moreover,
all subjects were asked to evaluate loudness perception as far
as possible independently of the previously offered signals,
merely considering absolute loudness sensation.

Data were analyzed and outliers removed. Outliers were
defined as (i ) data that were at a certain stimulus level at
least three categories away from the median at that level and
at least two categories above/below the maximal/minimal
categorical value at the adjoining upper/lower stimulus level
and (i i ) data that were categorized as audible even if there
were exclusively ‘‘inaudible’’ estimates at at least two higher
stimulus levels. Altogether, in the normal-hearing group six
values~0.2%! and in the group of hearing-impaired subjects
seven values~0.8%! were discarded.

III. RESULTS

A. Normative data

Discrete DPOAE and categorical loudness scaling
~CLS! data of all ten normal-hearing subjects were averaged
separately for each frequency to obtain normative I/O func-
tions. These functions were then used for comparisons to
single frequency-specific I/O functions of hearing-impaired
subjects. For both DPOAE and CLS data averaging was
done throughout for each input level.

1. DPOAE

Figure 1~a! shows average DPOAE sound pressure lev-
els as a function ofL2 for each test frequency~2, 3, 3.5, 4
kHz! for the normal-hearing group. All I/O functions, inde-
pendent of test frequency, had a similar compressive shape
@compression (51/slope) for extrapolated I/O functions at
L2565 dB SPL for 2 kHz: 5.5 dB/dB, 3 kHz: 5.6 dB/dB, 3.5
kHz: 6.1 dB/dB, and 4 kHz: 5.9 dB/dB, mean across all
frequencies: 5.8 dB/dB# and were mainly different in respect
to absolute DPOAE levels. It is important to note that the
shift DLdp of a DPOAE I/O function presented in a logarith-
mic scale@Fig. 1~a!# is, as shown in Eq.~1!, equivalent to a
multiplication with a factork of the DPOAE I/O function
plotted in a linear scale@Fig. 1~c!#:

log~pdp•k!5 log~pdp!1 log~k!5Ldp1DLdp ,

DLdp5 log~k!. ~1!

Thus, the slope of the DPOAE I/O function in a linear plot is
highly contingent on the magnitude of the DPOAEs in a
logarithmic plot. Since influences on DPOAE magnitude
other than OHC damage, e.g., ear canal length, middle ear
impedance, individual cochlear conditions, or calibration er-
rors, can not be excluded, DPOAE data were normalized.
Normalization was executed by setting the maximum value
of a DPOAE I/O function, which was located at the maximal
stimulus level (L2565 dB SPL!, to a defined value, e.g., to
the maximal DPOAE level of one of the DPOAE I/O func-
tions used for relative comparison. The result of this proce-
dure applied to the DPOAE I/O functions from Fig. 1~a! is
shown in Fig. 1~b!. Please note that all DPOAE I/O functions
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in logarithmic scale still have the same shape and thus the
same compression as in Fig. 1~a!, but now coincide atL2

565 dB SPL.
Moreover, linear extrapolation lines were fitted to the

discrete mean DPOAE data given in sound pressurepdp .
This linear fitting procedure was established as a means of
objective hearing threshold estimation by Boege and Janssen
~2002! and was confirmed and improved by further studies
~Gorgaet al., 2003a; Oswald and Janssen, 2003!. These stud-
ies showed that for most DPOAE I/O functions a linear fit is
an adequate approximation of DPOAE behavior, presup-
posed DPOAEs are elicited with an optimal parameter set-
ting ~Janssenet al., 1995; Kummeret al., 2000!. Examples
of extrapolation curves are shown for the 2-kHz test fre-
quency in logarithmic@Figs. 1~a! and~b!# as well as in linear
@Fig. 1~c!# DPOAE scale. The estimated DPOAE threshold
level Lth,dp was defined as the stimulus levelL2 at which the
linear extrapolation equalspdp50 Pa@Fig. 1~c!# or at which
the linear extrapolation curve transformed into logarithmic
presentation equalsLdp52` @compare Figs. 1~a! and ~b!#.
It is important to note that the hearing threshold estimation is
independent of normalization, since a multiplication with a
constant factork @see Eq.~1!# results in a rotation of the
linearly scaled DPOAE I/O function around the rotation
point atpdp50 Pa, which remains zero when multiplied with
any factor.

The standard deviation of the DPOAE levelLdp ~not
shown! across all individual mean DPOAE I/O functions~in-
terindividual repeatability! of the normal-hearing group was
on an average 6.4 dB but amounted dependent on frequency

and level to more than 10 dB. In contrast, the average differ-
ence of DPOAE level between two successive measurement
runs in one subject~intraindividual repeatability! was only
0.8 dB. The compression atL565 dB SPL of the individu-
ally extrapolated DPOAE I/O function of each normal-
hearing subject plotted in a logarithmic scale ranged between
3.9 and 8.9 dB/dB~mean: 5.9 dB/dB, standard deviation: 1.2
dB/dB!.

2. CLS

Figure 2 shows CLS data averaged across the normal-
hearing subjects. Categorical loudness is plotted as a func-
tion of the stimulus levelL in the commonly used linear
~categorical loudness in CU! @Fig. 2~b!# and in logarithmic
scale@categorical loudness in 20• log(CU)] @Fig. 2~a!#. The
unusual logarithmic plot was chosen to better visualize the
similar behavior of loudness functions in comparison to
DPOAE I/O functions plotted in logarithmic scale. All CLS
I/O functions, independent of frequency, had in logarithmic
presentation a similar compressive shape~compression for
extrapolated I/O functions atL565 dB SPL for 2 kHz: 6.7
dB/dB, 3 kHz: 6.3 dB/dB, 3.5 kHz: 6.2 dB/dB, and 4kHz:
6.2 dB/dB, mean across all frequencies: 6.3 dB/dB! and ap-
proximately equal absolute loudness values.

Linear extrapolation lines were fitted to the average CLS
values given in a linear scale. There would also have been
other strategies for extrapolating CLS data~e.g., two ex-
trapolation lines for different level sections or polynomial of
second order!, but linear extrapolation was chosen to provide
best possible comparability to linear DPOAE I/O function
extrapolation. For the calculation of linear extrapolation
lines, mean values equal zero were excluded in order to
avoid the flattening of extrapolation lines dependent on the
number of levels which were exclusively rated ‘‘inaudible.’’
An example of linear extrapolation is shown for the 2-kHz
test frequency for categorical loudness in linear scale@Fig.
2~b!# and transferred to logarithmic scale@Fig. 2~a!#. The

FIG. 1. DPOAE I/O functions for 2, 3, 3.5, and 4 kHz for the normal-
hearing group. Panel~a! shows DPOAE data in logarithmic scale, panel~b!
normalized DPOAE data in logarithmic scale, and panel~c! DPOAE data in
linear scale.Lth,dp in panel ~c! shows the DPOAE threshold level, which
serves as an estimate for hearing threshold. In each panel bold lines repre-
sent discrete DPOAE data, the single thin line exemplifies the linear
DPOAE data extrapolation for 2 kHz.

FIG. 2. CLS I/O functions for 2, 3, 3.5, and 4 kHz for the normal-hearing
group. Panel~a! shows CLS data in logarithmic scale, panel~b! CLS data in
linear scale.Lth,cls in panel~b! shows the CLS threshold level, which serves
as an estimate for hearing threshold. In each panel bold lines represent
discrete CLS data, the single thin line exemplifies the linear CLS data ex-
trapolation for 2 kHz.
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estimated CLS threshold levelLth,cls was defined analo-
gously to the DPOAE approach as the stimulus levelL at
which the extrapolation line equals 0 CU@Fig. 2~b!# or at
which the linear extrapolation transformed into logarithmic
presentation equals a logarithmic categorical loudness value
of 2` @compare Fig. 2~a!#.

Standard deviations of categorical loudness in a linear
plot ~not shown! across individual mean CLS I/O functions
~interindividual repeatability! were calculated for the
normal-hearing group. On an average across all levels it
amounted to 3.0 CU and was thus lower than one category
step. In contrast, the average difference between the maximal
and minimal categorical loudness value at a certain level for
three repetitive measurements in one subject~intraindividual
repeatability! amounted to 4.2 CU. The compression atL
565 dB SPL of the individually extrapolated CLS I/O func-
tions of each normal-hearing subject plotted in a logarithmic
scale ranged between 3.6 and 8.1 dB/dB~mean: 6.0 dB/dB,
standard deviation: 0.9 dB/dB!.

When comparing extrapolations of normative CLS and
DPOAE data presented on a logarithmic scale, a close cor-
respondance was apparent, even if the exemplarily presented
threshold estimates at the test frequency of 2 kHz differed
about 10 dB@compare the intersection points with the stimu-
lus level axisLth,dp in Fig. 1~c! for DPOAE andLth,cls in
Fig. 2~b! for CLS#. On average across all test frequencies,
the threshold level estimatesLth,dp andLth,cls of the norma-
tive functions differed about 5 dB~not shown are the differ-
encesLth,dp2Lth,cls at 3 kHz: 6 dB, 3.5 kHz: 1 dB, and 4
kHz: 2 dB!. Moreover, the compression values of the ex-
trapolated normative CLS and DPOAE I/O functions were
quantitatively very similar to each other and differed on av-
erage only 0.5 dB/dB. Regarding individual DPOAE and

CLS I/O functions of each normal-hearing subject, compres-
sion was for both measures in a similar range with an aver-
age difference between DPOAE and CLS compression of
only 0.2 dB/dB but with a standard deviation of 1.6 dB/dB.

B. Hearing loss case examples

1. Comparison of DPOAE and CLS data

Two hearing loss case examples and their respective
DPOAE @Figs. 3~A! and 4~A!#, normalized DPOAE@Figs.
3~B! and 4~B!# and CLS@Figs. 3~C! and 4~C!# data are pre-
sented in comparison to normative data~compare Figs. 1 and
2!. Patient P1 was afflicted with a hearing loss of 30 dB HL
at 4 kHz @Figs. 3~A!–~C!#, while patient P2 suffered from a
hearing loss of 45 dB HL at 3 kHz@Fig. 4~A!–~C!#. Bold
lines in the figures symbolize discrete, thin lines extrapolated
data.

DPOAE I/O functions were for both hearing-impaired
subjects ~solid lines! in comparison to normative data
~dashed lines! less compressive, consequently steeper and
also lower in respect to absolute DPOAE levels@Figs. 3~A!
and 4~A!#. The described effects were more distinct in pa-
tient P2, reflecting the higher hearing loss for this patient.
The compression of the extrapolated I/O functions atL2

565 dB SPL amounted to 3.0 dB/dB~P1!, respectively 2.2
dB/dB ~P2!, whereas the absolute difference in DPOAE level
at L2565 dB SPL in comparison to the respective normative
I/O function amounted to 5.5 dB~P1!, respectively 7.2 dB
~P2!. Normalization of DPOAE I/O functions was executed
to compensate for these deviations@Figs. 3~B! and 4~B!#.
The estimated hearing thresholdsLth,dp due to linear ex-
trapolation of DPOAE data were for the hearing-impaired
subjects 39 dB SPL~P1! and 46 dB SPL~P2!. Presupposed

FIG. 3. Data of case example P1 with
a hearing loss of 30 dB HL at 4 kHz is
shown in comparison to normative
data. Panel~A! shows DPOAE, panel
~B! normalized DPOAE, and panel~C!
CLS data on a logarithmic scale. Bold
lines represent discrete, thin lines ex-
trapolated data. Panels~Aa!, ~Ba!, and
~Ca! show discrete values ofLNorm

plotted aboveLHL ~relative growth
function! for the respective discrete
measuring data~bold solid lines! and
extrapolations of the discrete relative
growth functions ~thin solid lines!.
Panels~Ac!, ~Bc!, and~Cc! show rela-
tive growth functions for the respec-
tive extrapolated measuring data~bold
solid lines!. The thin dashed lines rep-
resent the respective normative func-
tion LNorm5LHL . Panels~Ab!, ~Bb!,
and ~Cb! show gain functions for the
respective discrete measuring data
~bold solid lines! and extrapolations of
the discrete gain functions~thin solid
lines!. Panels ~Ad!, ~Bd!, and ~Cd!
show gain functions for the respective
extrapolated measuring data.

3085J. Acoust. Soc. Am., Vol. 115, No. 6, June 2004 J. Müller and T. Janssen: Objective hearing aid adjustment



that in the regarded frequency range dB SPL is approxi-
mately equal to dB HL, the DPOAE threshold level esti-
mates were with a difference of 9 dB~P1! and 1 dB~P2!,
especially for patient P2 very close to the respective audio-
gram hearing threshold.

CLS I/O functions for both hearing-impaired subjects
were less compressive than the normative functions@Figs.
3~C! and 4~C!#. As for DPOAE data, the effects were more
distinct in the case of example P2. The compression of the
extrapolated I/O functions atL565 dB SPL amounted to 3.4
dB/dB ~P1! and 2.4 dB/dB~P2!. The discrete CLS values for
the hearing-impaired patients above aboutL555 dB SPL
~P1!, respectivelyL590 dB SPL~P2!, were of similar mag-
nitude as for the average normal-hearing subject. The esti-
mated hearing thresholdsLth,cls due to linear extrapolation
of CLS data were for the hearing-impaired subjects 36 dB
SPL~P1! and 44 dB SPL~P2!. Once again making use of the
assumption that in the studied frequency range dB SPL is
very close to dB HL, the CLS threshold level estimates ex-
hibited a good resemblance to the respective audiogram hear-
ing thresholds with a difference of 6 dB~P1! and 21 dB
~P2!.

All in all, for both patients DPOAE and CLS behavior
were qualitatively similar. Both DPOAE and CLS data for
both patients showed a steeper, less compressive course of
the I/O functions in comparison to normative data. For
DPOAE and CLS data this effect was more distinct in patient
P2 with the greater hearing loss. For both hearing-impaired
subjects, compression and hearing threshold estimates were
similar when obtained by extrapolated CLS and DPOAE I/O
functions. Compression differences between extrapolated
CLS and DPOAE I/O functions atL2565 dB SPL were with
0.4 dB/dB~P1! and 0.2 dB/dB~P2! quite low and estimated

threshold level differencesLth,dp–Lth,cls amounted to only 3
dB ~P1! and 2 dB~P2!.

2. Estimation of gain for compensating loss of
sensitivity and compression

The normal-hearing and the hearing-impaired subjects
were compared relatively to each other for both DPOAE and
CLS data. The chosen procedure for comparison was derived
from a strategy used by Steinberg and Gardner~1937!.

The basic steps in the procedure of comparison are illus-
trated for discrete DPOAE data in Fig. 3~A!. The approach
for CLS and extrapolated data is analogous to this. For each
stimulus level, designated asLNorm , the respective corre-
sponding DPOAE level of the normal-hearing group
Ldp,Norm was compared to the DPOAE level data of the
hearing-impaired subject in order to find the stimulus level,
designated asLHL , that was required to elicit the same
DPOAE levelLdp,HL (5Ldp,Norm) in the hearing-impaired
subject. For comparing discrete data, linear interpolation was
used, because discrete numerical DPOAE and CLS values
were usually not identical for the normal-hearing group and
the hearing-impaired subject. So, in most cases no exact
matches would have been found without interpolation. More-
over, if there was no unequivocal decision due to several
possible matches in the data of the hearing-impaired subject
~this situation occurred if data were not monotonically in-
creasing!, the correspondingLNorm value was skipped. All
valid data are displayed in a graph withLNorm plotted above
LHL @Fig. 3~Aa!#. Both discrete values~bold solid line! and
the extrapolation line calculated on the basis of these discrete
values~thin solid line! are shown. These functions, which are
in the following referred to as relative growth functions, vi-

FIG. 4. Data of case example P2 with
a hearing loss of 45 dB HL at 3 kHz is
shown in comparison to normative
data. For the meaning of each panel
see the descriptions in Fig. 3.
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sualize the relative growth behavior of the I/O function of
the hearing-impaired subject in comparison to the normative
I/O function, which is in this plot displayed by the function
LNorm5LHL ~dashed line!. The deviation LHL2LNorm ,
which represents the level-dependent gain for hearing aid
adjustment, was calculated for eachLNorm and is plotted as a
function ofL (5LNorm) in Fig. 3~Ab!. Gain representation is
displayed for discrete values~bold line! and for the extrapo-
lation line computed on the basis of the discrete gain values
~thin line!. Figures 3~Ac! and 3~Ad! show relative growth
and gain functions for extrapolated DPOAE data. Moreover,
LHL values, which failed the criterionLHL(LNorm)>LNorm

and would thus have led to negative gain values, were set to
LHL5LNorm @compare, e.g., Fig. 3~Bb!# since level-
dependent attenuation seemed not to be reasonable for
hearing-aid adjustment.

For both case examples, relative growth and gain func-
tions are plotted on the right-hand side of Figs. 3 and 4. In
the following, further examinations are restricted to the pre-
sentation of the resulting gain functions@respective panels
~b! and~d!#, since they shall constitute the basis for hearing-
aid adjustment. CLS gain functions@Figs. 3~Cb!, 3~Cd!,
4~Cb!, 4~Cd!# were considered as particular reference for
comparisons between CLS and DPOAE gain functions. At
first glance, one can observe for both case examples that
most of the gain functions had a similar shape. However,
gain functions calculated on the basis of extrapolated non-
normalized DPOAE data@Figs. 3~Ad! and 4~Ad!# resulted in
an exceedingly deviant behavior and made up a poor fit for
CLS gain estimation. For both case examples best resem-
blance was achieved when comparing extrapolated CLS data
@Figs. 3~Cd! and 4~Cd!# with extrapolated normalized
DPOAE data@Figs. 3~Bd! and 4~Bd!#. The resulting gain
differences gainCLS(L)2gainnormDP(L) at L50 dB SPL
were for both hearing-impaired subjects quite small and
amounted to23 dB ~P1! and 22 dB ~P2!. However, the
level at which gain became zero was especially in case ex-
ample P2 for normalized DPOAE gain estimation far apart
from CLS gain estimation. The level difference amounted to
3 dB ~P1! and 9 dB~P2!. Consequently, comparisons of CLS
and normalized DPOAE gain estimations resulted in a maxi-
mum gain difference of 3 dB~P1! and 11 dB~P2!.

Altogether, it is important to notice that gain estimations
based on DPOAE measurements were highly influenced by
the magnitude of the DPOAE levels and thus by the devia-
tion between normative and hearing loss data. For both case
examples normalization of DPOAE data resulted in an im-
provement of gain estimations compared to gain functions
based on non-normalized DPOAE data, especially when ex-
trapolated data were used.

C. Comparison of DPOAE and CLS I ÕO and gain
functions for pooled data

Data of all nine hearing-impaired subjects were included
in a joint comparison between DPOAE and CLS data.
DPOAE and CLS I/O functions and their respective com-
pressions and estimated threshold levels were compared to
each other for each hearing-impaired subject. The difference
between the estimated threshold levelsLth,dp2Lth,cls

amounted on average to 4 dB~standard deviation: 6 dB!. The
difference between the estimated thresholds and the audio-
metric thresholds~given in dB HL, which is supposed to be
approximately equal to dB SPL in the studied frequency
range! were for the estimated DPOAE threshold levels on
average 8 dB~standard deviation: 7 dB! and for the esti-
mated CLS threshold levels 5 dB~standard deviation: 8 dB!.
The average compression amounted to 3.0 dB/dB~DPOAE!
and 3.5 dB/dB~CLS! and thus resulted in a mean difference
in compression between CLS and DPOAE I/O functions,
which amounted to 0.5 dB/dB~standard deviation: 0.7 dB/
dB!.

Comparing DPOAE and CLS gain functions, each of the
14 single-frequency data sets of the nine hearing-impaired
subjects was compared to the respective normative function.
This procedure was in each case done for non-normalized
DPOAE, normalized DPOAE, and CLS data. The difference
between the gain functions based on CLS and non-
normalized DPOAE@Fig. 5~a!# or normalized DPOAE@Fig.
5~b!# was calculated and averaged for all test frequencies and
across all 14 gain difference functions of all hearing-
impaired subjects. Using extrapolated I/O functions, average
gain differences were calculated and plotted in steps of 5 dB
between 0 and 100 dB SPL.

First of all, gain differences between CLS and non-
normalized DPOAE@Fig. 5~a!# are described. Examining
discrete CLS and DPOAE data~solid line!, it must be men-
tioned that just a small fraction of all existing data was avail-
able for averaging. The higher the stimulus level, the fewer
points that were available. Data at levels aboveL555 dB
SPL were excluded, since there were two or fewer points left
for statistical analysis. Average gain differences ranged from
211 dB atL520 dB SPL to 10 dB atL540 dB SPL with an

FIG. 5. Average difference of level-dependent gain between CLS and
DPOAE @panel~a!# resp. normalized DPOAE@panel~b!# across all frequen-
cies and all hearing-impaired subjects. In each panel solid lines represent
gain differences calculated on the basis of discrete measuring data, dashed
lines represent gain differences calculated on the basis of extrapolated dis-
crete gain functions, and dash-dotted lines represent gain differences calcu-
lated on the basis of extrapolated measuring data.
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average standard deviation~not shown! of 12 dB. Mean gain
differences in extrapolated gain functions calculated on the
basis of discrete DPOAE and CLS data~dashed line! were 0
dB at L50 dB SPL and215 dB at L5100 dB SPL. The
average standard deviation across all levels amounted to 29
dB. Especially for extrapolated data~dash-dotted line!, mean
gain differences were extremely high, ranging from 6 dB at
L50 dB SPL to a maximum of262 dB atL5100 dB SPL,
and were furthermore accompanied by enormous standard
deviations with a mean across all levels of 59 dB.

When looking at the gain differences between CLS and
normalized DPOAE@Fig. 5~b!#, it is striking that the discrep-
ancies, especially for extrapolated data, were considerably
lower. Further, the mean as well as the standard deviation
~not shown! of the gain difference were in a rather similar
range of magnitude for discrete and extrapolated data. To
begin with, discrete data results~solid line! are described.
Maximal average gain difference between CLS and normal-
ized DPOAE amounted to 17 dB atL555 dB SPL, while
minimal gain difference was 3 dB atL520 dB SPL. The
average standard deviation across all levels amounted to 13
dB. Extrapolated gain values computed on the basis of dis-
crete data~dashed line! achieved best results with regard to
gain difference and its variability. Average gain differences
ranged from 0 dB atL50 dB SPL to 14 dB atL570 dB
SPL. BetweenL50 and 70 dB SPL gain differences in-
creased continuously and then decreased aboveL570 dB
SPL. Standard deviations were quite constant at 9 dB. A
similar behavior occurred examining gain difference func-
tions computed on the basis of extrapolated CLS and normal-
ized DPOAE data~dash-dotted line!. Gain differences ranged
on average from25 dB at L50 dB SPL to 20 dB atL
5100 dB SPL~standard deviation: 11 dB!. Thus, in compari-
son to normalized DPOAE data CLS data resulted on aver-
age in shallower gain functions with a gain of zero at higher
stimulus levels. For normalized DPOAE data gain became
zero at levels aroundL565 dB SPL due to the implemented
normalization strategy, which forced discrete DPOAE levels
of the normative and hearing loss I/O function to be equal at
this stimulus level.

Consequently, using discrete data, the absolute differ-
ence in gain estimation was fairly similar between non-
normalized and normalized DPOAE data. For extrapolated
I/O functions, normalized DPOAE data resulted in better es-
timations of gain than non-normalized DPOAE data com-
pared to the reference CLS gain functions. Especially for
extrapolated functions standard deviations were much lower
using normalized DPOAE data. Altogether, discrete normal-
ized DPOAE data and extrapolated gain functions yielded
the best performance when compared to CLS data.

IV. DISCUSSION

The main aim of our study was to compare DPOAEs to
loudness estimations with regard to the potentiality of
DPOAEs to determine characteristic quantities of the im-
paired ear and to derive objective hearing aid fitting param-
eters. In the present study, the work of Neelyet al. ~2003!,
which focused on an absolute comparison between DPOAEs
and the Fletcher and Munson~1933! loudness data, was ex-

tended by measuring DPOAEs and loudness with the same
measurement system, the same subject sample, and by devel-
oping a method for the estimation of level-dependent gain,
which should serve as a fitting parameter in dynamic com-
pression hearing aids for compensating loss of cochlear sen-
sitivity and compression.

DPOAEs, an objective quantity, and loudness, a subjec-
tive quantity, were found to be closely related to each other.
Both loudness and DPOAE I/O functions exhibited similar
behavior when plotted on a logarithmic scale. This is mani-
fested in similar threshold level estimates~the average dif-
ference between DPOAE and CLS threshold level estimates
was 5 dB for the normal-hearing group and 4 dB for the
individual hearing-impaired subjects! and compression~the
average difference between DPOAE and CLS compression
at L2565 dB SPL was 0.5 dB/dB for both the normal-
hearing group and for the individual hearing-impaired sub-
jects!. The slope of loudness and DPOAE I/O functions in-
creased with increasing hearing loss~compression decreased
on average for both DPOAE and CLS I/O functions by 2.8
dB/dB for hearing-impaired subjects in comparison to the
normal-hearing group; compare also case examples in Figs. 3
and 4! and is therefore suggested to reflect loss of cochlear
sensitivity and compression. This confirms the results of
Neely et al. ~2003! and suggests both DPOAE and loudness
growth may be determined by the same source of nonlinear-
ity. Since DPOAEs directly reflect cochlear compression,
loudness seems to be essentially formed by peripheral sound
processing mechanisms. However, it remains questionable if
there is a direct relationship between DPOAE and loudness,
i.e., if loudness is exclusively due to cochlear sound process-
ing or if it is additionally affected by retrocochlear mecha-
nisms.

The similarity of DPOAE and CLS threshold estimates
and compression was furthermore consistently manifested in
the small difference of the calculated gain functions~Fig. 5!.
However, small differences and low standard deviations were
only achieved if the calculation of gain was based on nor-
malized DPOAE data. The close relationship between the
gain functions derived from DPOAE and loudness measure-
ments@compare Fig. 3~Bb! and 3~Bd!, 4~Bb! and 4~Bd!# sug-
gests DPOAEs may permit objective assessment of recruit-
ment and hence may provide parameters for an input-level-
dependent compensation of the cochlear defect of hearing
loss ears. Since extrapolated gain functions based on discrete
normalized DPOAE data yielded the most accurate gain es-
timation ~gain differences ranged from 0 to 14 dB SPL with
an average standard deviation of 9 dB! we recommend to
apply this strategy for the derivation of basic parameters for
the adjustment of dynamic compression hearing aids.

However, there were some fundamental problems when
comparing loudness and DPOAE data, that is, (i ) the com-
parison of quantities with different units, (i i ) the influence of
calibration errors, (i i i ) the interindividual reproducability,
and (iv) the question of how to execute DPOAE normaliza-
tion. Some proposals are given for the solution of these prob-
lems.

Absolute comparisons between two different quantities
are subject to the selected numerical representation~e.g.,
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loudness categories could be associated with any sequence of
numbers! and the chosen style of graphic representation
~e.g., linear or logarithmic plot!. Therefore, a relative com-
parison strategy, which was deduced from Steinberg and
Gardner~1937! and which is independent of the scaling of
the measured data, was applied in our study to examine de-
viations in DPOAE and CLS I/O functions between normal-
hearing and hearing-impaired subjects. Nevertheless, a com-
parison between DPOAE and loudness is difficult since both
measures are totally different with respect to the nature of the
measure~DPOAEs are a physiological and loudness is a psy-
chophysical measure! and the kind of stimulation~two-tone
versus single-tone stimulation!.

The relevant magnitude for the generation of DPOAEs
and for the generation of loudness is the actual sound pres-
sure level at the eardrum. In general, calibration errors yield
a deviance of unknown quantity between actual and nominal
sound pressure levels. The magnitude of the deviation varies,
particularly with individual influencing factors such as ear
canal length and middle ear impedance. The calibration error
at f 2 occurs uniformly in DPOAE and CLS measurements,
but deteriorates interindividual comparability of I/O func-
tions. Moreover, it is important to notice that for DPOAE
measurements, calibration errors may occur with different
magnitude at the two primary tone frequenciesf 1 and f 2 . If
the calibration errors at the two primary tone frequencies
result in a deviation of the two primary tone stimulus levels
from an optimal stimulus paradigm, this usually results in an
additional stimulus-level-dependent decrease of DPOAE
level and thus may cause a change in the shape and thus the
compression of the DPOAE I/O function~Kummer et al.,
2000!. It should be emphasized that an additional source of
error in the compression estimate may result from the devia-
tion between the individual optimal stimulus paradigm and
the applied constant stimulus paradigm. This is in accor-
dance with the observations of Neelyet al. ~2003!, who
found the compression of DPOAE I/O functions plotted on a
logarithmic scale to be variable~compression atL2565 dB
SPL ranged from 1.8 to 7.6! among normal-hearing subjects,
suggesting that this effect might occur at least partly due to
calibration errors. The same effect, though a little less dis-
tinct, was existent in our measured CLS and DPOAE I/O
functions of normal-hearing subjects, which showed a simi-
lar variance in compression atL2565 dB SPL and ranged
between 3.9 and 8.9~DPOAE! and between 3.6 and 8.1
~CLS! for normal-hearing subjects. However, the standard
deviation of compression was only 1.2 for DPOAE and 0.9
for CLS. We believe this variance in compression, which
detoriorates the individual quality of gain estimations, is
mainly due to calibration errors.

Calibration errors, which vary considerably among sub-
jects, are supposed to have an undesired impact on the mag-
nitude of DPOAE and CLS data and hence on the resultant
interindividual variance. Moreover, the ear canal length and
the middle ear transfer function are supposed to directly in-
fluence the propagation of DPOAEs through the middle ear
and outer ear canal and may cause an individually differing
attenuation of DPOAE amplitude, which may bring about
increased interindividual deviations in DPOAE level. The

interindividual deviance of CLS data~average standard de-
viation: 3.0 CU! is within the reproducibility of a single per-
son ~average difference: 4.2 CU!. In contrast, the deviation
of DPOAE level was substantial across normal-hearing sub-
jects ~average standard deviation: 6.4 dB!. The deviation
should be lower, proceeding on the assumption that the
single influencing factor is OHC damage, which should
hardly be existent in the tested normal-hearing subjects. In
comparison, DPOAE levels were quite constant for succes-
sive measurements within a single subject~average differ-
ence: 0.8 dB!, suggesting that the DPOAE amplitude hardly
varies within a short period of time when measured with an
unaltered ear probe position. Therefore, it is likely that the
absolute variance of DPOAE level is not only dependent on
OHC dysfunction, but also on other side effects, which can
be of external~ear canal length, middle ear impedance, cali-
bration error! or intracochlear origin. We believe that the
external components are more influential on the DPOAE am-
plitude and thus obstructive to relative comparisons of dif-
ferent DPOAE I/O functions. The fact that there is a high
variability in DPOAE magnitude, but only a small variability
in loudness across frequency@compare Figs. 1~a! and 2~a!#,
may disprove cochlear effects because intracochlear variabil-
ity is supposed to influence both DPOAEs and loudness. It is
assumed that calibration errors and the ear canal resonance
are influencing DPOAE more than loudness measurements
because the DPOAE amplitude is highly sensitive to slight
deviations from the individual optimal primary tone level
setting, which occurs due to standing waves especially
around 3 kHz. Also, the ear canal resonance influences the
backward sound propagation of the DPOAE to the micro-
phone and hence results in a frequency-dependent attenua-
tion of DPOAE amplitude. To compensate for the undesired
effects, a normalization strategy was implemented.

The applied normalization procedure with an equaliza-
tion of DPOAE levels at a constant stimulus level ofL2

565 dB SPL@see Fig. 1~b!, 3~B!, and 4~B!# was chosen,
becauseL2565 dB SPL was the highest stimulus level at
which DPOAEs can be measured without getting distorted
signals due to microphone clipping effects. Other stimulus
levels could have been chosen for normalization by using
extrapolations, but since there was noa priori evidence for
any optimal solution,L2565 dB SPL was arbitrarily se-
lected. It is interesting to note that results of DPOAE gain
functions could have been further improved by executing an
individual DPOAE shift, making use of knowledge about
behavior of individual CLS data. Using this strategy, gain
differences between DPOAE- and CLS-based computation
amounted to a maximum of just about 2 dB~not shown in
results!. However, this approach is not reasonable if the main
aim is to develop a method for objective hearing-aid adjust-
ment on the exclusive basis of DPOAEs. Thus, one of the
most prominent and influencing factors was the difference in
absolute magnitude of DPOAE I/O functions. This problem
is directly linked to the question to what extent the amplitude
differences result from OHC dysfunction and from non-
pathological impacts. Therefore, further improvements in
DPOAE measuring techniques and especially in the quality
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of calibration are necessary to minimize the influence of un-
desired side effects.

We are aware of the fact that the proposed hearing aid
adjustment strategy is only a small step on the way to a
non-cooperative adjustment. The limiting factor for the ap-
plication of the proposed strategy in clinical practice is that
with the available commercial DPOAE measurement sys-
tems it is just possible to elicit DPOAEs free of artefacts at
stimulus levels of up to 65 dB SPL. Thus, DPOAEs are
currently only useful in detecting loss in sensitivity and com-
pression in hearing-impaired subjects with hearing losses of
up to 50 dB HL and hence predictions of level-dependent
gain are only possible for impaired ears of that category.
However, there is a way out of this dilemma through the
development of sound probes that are able to measure
DPOAEs with low technical distortions at primary tone lev-
els exceeding 65 dB SPL. Therefore, sound probe manufac-
turers are asked to provide such systems. As long as such
systems are not available one can follow the strategy of Dorn
et al. ~2001! to measure DPOAEs over the widest range pos-
sible without running the risk of misinterpreting system dis-
tortions for biological distortions. Using this strategy, Dorn
et al. were able to record DPOAE I/O functions for an ex-
tended primary tone level range, with anL2 of up to 95 dB
SPL. With the possibility to measure DPOAEs at higher
stimulus levels, our proposed strategy for providing objec-
tive hearing aid adjustment parameters~i.e., the gain for
compensating loss of sensitivity and compression of the im-
paired ear! should be successful in patients with cochlear
hearing losses higher than 50 dB HL.

V. CONCLUSIONS

The main intention of this study was to establish a gen-
eral new approach for the development of an objective
hearing-aid adjustment procedure for non-cooperative pa-
tients. I/O and gain functions based on CLS and DPOAE
data suggest that DPOAE data is qualitatively and quantita-
tively related to categorical loudness estimations in humans.
Further studies are needed to enhance the proposed objective
hearing-aid adjustment strategy. It is necessary to improve
hardware abilities in order to make such a DPOAE-based
strategy applicable for patients with major hearing losses.
The behavior of DPOAE I/O functions at high-level stimuli
must be further examined and compared to loudness func-
tions. Additionally, it is necessary to improve sound probe
calibration and to develop strategies to detect undesired side
effects in order to improve the applied DPOAE normaliza-
tion strategy.
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Development of auditory sensitivity in budgerigars
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Auditory feedback influences the development of vocalizations in songbirds and parrots; however,
little is known about the development of hearing in these birds. The auditory brainstem response
was used to track the development of auditory sensitivity in budgerigars from hatch to 6 weeks of
age. Responses were first obtained from 1-week-old at high stimulation levels at frequencies at or
below 2 kHz, showing that budgerigars do not hear well at hatch. Over the next week, thresholds
improved markedly, and responses were obtained for almost all test frequencies throughout the
range of hearing by 14 days. By 3 weeks posthatch, birds’ best sensitivity shifted from 2 to 2.86
kHz, and the shape of the auditory brainstem response~ABR! audiogram became similar to that of
adult budgerigars. About a week before leaving the nest, ABR audiograms of young budgerigars are
very similar to those of adult birds. These data complement what is known about vocal development
in budgerigars and show that hearing is fully developed by the time that vocal learning begins.
© 2004 Acoustical Society of America.@DOI: 10.1121/1.1739479#

PACS numbers: 43.64.Ri, 43.64.Tk@WWA# Pages: 3092–3102

I. INTRODUCTION

The auditory brainstem response~ABR! has been an ef-
fective tool for studying the development of auditory sensi-
tivity in a wide variety of mammals. ABRs recorded from
altricial mammals show elevated thresholds, prolonged laten-
cies, and diminished amplitudes early in development~e.g.,
Boettcheret al., 1993a, 1993b; Burkard and Voigt, 1989;
Burkardet al., 1996b; Jewett and Romano, 1972; Mairet al.,
1978; McFaddenet al., 1996; Millset al., 1990; Walshet al.,
1986a,b,c!. Developmental ABR studies in precocial birds
show the same general trends~Dmitrieva and Gottlieb, 1992,
1994; Saunderset al., 1973, 1974!, but there are no ABR
studies relating hearing, latency, and amplitude development
in altricial birds.

Although there are some similarities in hearing develop-
ment across vertebrate classes, there can also be large differ-
ences in maturational state at birth and in the rate of postna-
tal maturation with regard to hearing, especially across
precocial and altricial species. For precocial birds, like chick-
ens and ducks, auditory sensitivity begins to develop while
the animal is still in the egg and is adult-like at low to mid
frequencies at hatching~Dmitrieva and Gottlieb, 1992; Saun-
ders et al., 1973, 1974!. On the other hand, altricial birds,
such as songbirds and parrots, are probably more comparable
to altricial mammals than precocial birds in terms of mode of
hearing maturation~see Aleksandrov and Dmitrieva, 1992!.

The budgerigar~Melopsittacus undulatus!, a small Aus-
tralian parrot, is one of the most widely studied altricial par-
rots and has been the focus of many studies of hearing and
vocalizations~see reviews in Doolinget al., 2000; Farabaugh
and Dooling, 1996!. Budgerigars are open-ended vocal learn-
ers who rely on hearing for learning and maintaining their
vocal repertoire. Isolation, or other unusual acoustic and so-

cial rearing conditions, has little effect on the budgerigars’
long-term ability to produce and imitate species-specific vo-
calizations~Brittan-Powell et al., 1997!. Deafening, on the
other hand, causes major disruptions in vocal production
~Dooling et al., 1987; Heaton and Brauth, 1999; Heaton
et al., 1999!. A study of auditory development in this species
may set the stage for more refined questions of the role of
hearing in vocal learning in this species.

ABR responses to both clicks and tone-burst stimuli in
adult budgerigars can be recorded from the scalp and provide
a reliable measure of hearing sensitivity in these birds
~Brittan-Powellet al., 2002!. Little is known about the de-
velopment of the middle ear, the sensory epithelium with
hair cells and accessory structures, or the innervation of the
auditory system in budgerigars, and nothing is known about
when these structures are mature enough to support synchro-
nous neural activity necessary for the emergence of auditory
brainstem responses. Here, we address development of hear-
ing in nestling budgerigars by recording ABRs to determine
both the onset and development of hearing sensitivity. In two
experiments, we measured ABRs elicited by clicks and tone-
burst stimuli in nestling budgerigars. Experiment 1 tracked
the maturation of hearing thresholds and other ABR details
as a function of age, intensity, and frequency. Experiment 2
examined the effects of increased presentation rate on ABR
wave latency and amplitude as a function of development.

II. METHODS

Nestling budgerigars served as subjects in these experi-
ments. The birds were reared in standard wooden nest boxes
attached to small wire cages~37.5330337.5 cm! and
housed in an avian vivarium at the University of Maryland.
Over the course of the experiment, there were approximately
70–80 birds housed in the animal colony with all birds tested
raised under similar acoustic conditions. Nestlings werea!Electronic mail: bbrittanpowell@psyc.umd.edu
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taken from their nests 5–10 min prior to testing and returned
to their nests once they recovered from anesthesia. No
supplemental care was given by the experimenters.

All birds used in this study were sedated with either an
intramuscular injection~for fledglings and older nestlings! or
a subcutaneous injection~younger nestlings! of ketamine
~25–50 mg/kg! and diazepam~2 mg/kg! prior to electrode
placement. Older animals remained relatively motionless for
up to 75 min, whereas younger animals metabolized the an-
esthetic typically within 30 min. Animals were given up to
two supplementary injections, as needed. Body temperature
was maintained at 4160.5 °C for older animals and 35–38
60.5 °C for younger animals by placing the bird on a heating
pad with a thermistor probe placed under the wing~tempera-
ture control unit; Frederick Haer and Co., model 40-90-2 and
40-90-5, Bowdoinham, ME!.

The procedure for recording ABRs in budgerigars has
been described earlier~Brittan-Powellet al., 2002!. The bird
was positioned so that the speaker~KEF SP 3235, model
60S, frequency range 100 Hz to 20 kHz, KEF Electronics of
America, Inc., Holliston, MA! was 30 cm from the bird’s
right ear~90° azimuth relative to the bird’s beak; 0° elevation
relative to the bird’s right ear!. Standard platinum alloy, sub-
dermal needle electrodes~Grass F-E2; West Warwick, RI!
were placed just under the skin in the conventional electrode
array: high at the vertex~noninverting!, directly behind the
right ear canal~the ear ipsilateral to the speaker, inverting!,
and directly behind the left ear canal~the ear contralateral to
stimulation, common!. The stimulus presentation, ABR ac-
quisition, equipment control, and data management were co-
ordinated using a Tucker-Davis Technologies~TDT, Gaines-
ville, FL! modular rack-mount system controlled by an
optical cable-linked 350-MHz Pentium PC containing a TDT
AP2 digital signal process board and running TDTBIOSIG

software. Sound stimuli were generated using TDTSIGGEN

software and fed through a DA1 digital–analog converter, a
PA4 programmable attenuator, and a power amplifier~HB6!
which directly drove the speaker. The electrodes were con-
nected to the TDT HS4 Headstage which amplified and digi-
tized the signal before being relayed over fiberoptic cables to
the TDT DB4 digital biological amplifier. This amplifier also
allowed additional filtering and gain to be added. A TDT
TG6 timing generator synchronized the A/D and D/A con-
version.

Stimulus intensities were calibrated in the free field by
placing the1

2-in. microphone of a sound-level meter~System
824; Larson Davis, Inc. Provo. UT! at the approximate posi-
tion of the bird’s right ear. Continuous tones, with the same
peak-to-peak amplitude as the subsequently used tone bursts,
were generated using the TDTBIOSIG program and measured
using the fast-weighting A scale on the sound-level meter
~dB SPL!. To determine the intensity of the click, we used
the peak equivalent SPL of the click. This was determined
using an oscilloscope and noting the peak-to-peak voltage of
the click. A test tone, e.g., a 1000-Hz tone, was played and
adjusted until the peak-to-peak voltage was the same as it
was for the click. The SPL required to match the amplitude
of the click, as indicated by the sound-level meter, was the
peak equivalent SPL~dB pSPL! of the click stimulus.

For all experiments, only the first two wave components
of the ABR waveform, designated by sequential Arabic nu-
merals, were described by their amplitude and latency char-
acteristics@Fig. 1~A!; see also, Brittan-Powellet al., 2002!#.
Positive evoked potential peaks were identified manually by
cursor control and associated latencies and amplitudes were
automatically stored by the computer. Latencies to wave 1
and wave 2 were corrected for conduction delays between
the sound source and the entrance of the ear canal of the
animal ~0.88 ms!. The latency of the interwave interval~re-
ferred to as 1–2 interval! was calculated as the difference in
latency from the peak of wave 1 to the peak of wave 2. ABR
wave amplitudes were measured using baseline-to-peak for
wave 1 and peak-to-peak~preceding trough! amplitude for
wave 2.

III. EXPERIMENT 1: THE DEVELOPMENT OF
AUDITORY SENSITIVITY

A. Subjects

Four of the six birds used in this experiment originated
from three different broods produced by the same parents
over a span of 6 months. The other two birds were brood
mates. Where feasible, ABRs were recorded every 2–3 days
during the first 2 weeks posthatching and every 3–5 days

FIG. 1. ~A! Schematic showing how latency and amplitude measurements
were taken for waves 1 and 2.~B! Typical ABR waveforms in response to
the click ~85 dB pSPL! for a single nestling. For this bird, wave 1 can be
discerned by day 11 and followed as it decreases in latency and increases in
amplitude. By 16 days of age, wave 2 can be seen. From day 37–40, there
is little change in the waveform.~C! Average age of onset of a response as
a function of stimulus frequency. Responses to low and middle frequencies
appear first, with high-frequency responses appearing at later ages. The bars
are s.d.
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during the last 4 weeks of the study. The day of hatch is
denoted as day 0. Each individual bird was recorded a mini-
mum of 13 times, from approximately day 5 until 1 week
postfledging~about day 43!.

B. Stimuli

The sound stimulation protocol is the same as used in
Brittan-Powellet al. ~2002!. Briefly, subjects were presented
with multiple intensity stimulus trains that varied in fre-
quency and intensity. Each train consisted of nine single
clicks or frequency tone bursts that increased in intensity
~5–10-dB steps, depending on age! and were presented at a
rate of 4/s. The rectangular-pulse broadband clicks were 0.1
ms in duration, with a 25-ms interstimulus interval~ISI!.
Each individual tone burst was 5 ms in duration~1-ms rise/
fall cos2) with a 20-ms ISI. The tone bursts used were 0.5, 1,
1.5, 2, 2.86, 4, 4.8, and 5.7 kHz, with the highest stimulus
intensity employed being 95–100 dB SPL. High-intensity
tone bursts were played through the speaker and sampled at
40 kHz into the A/D module of the TDT rack. Spectra of
these tone bursts were generated using 1024-pt fast Fourier
transform ~FFT!. Spectral analysis showed all second and
third harmonics were at least 30 dB down from the peak of
the frequency of interest, except for the first harmonic of the
0.5-kHz stimulus, which was 18 dB down.

Each ABR was sampled at 20 kHz for 235 ms following
onset of the stimulus train. This allows for 25-ms recording
time for each stimulus. Five hundred averages for each
polarity/phase were added together to cancel the cochlear
microphonic. The biological signal was amplified~3100 K!
and notch filtered at 60 Hz with the DB4 during collection.
The signal was bandpass filtered below 0.03 kHz and above
3 kHz after collection using theBIOSIG program.

C. Analysis

ABR waveforms produced in response to high intensi-
ties were examined visually to determine which peaks would
be used to measure latencies, amplitudes, and thresholds. A
response was expected between 1 ms after the onset of the
stimulus~travel time from the speaker to the ear! and 15 ms
because the response latency tends to be longer in younger
animals and also increases at low SPLs in all animals. Using
this time window, the wave components were described by
their latency and amplitude characteristics.

Response onset was defined as the earliest age at which
ABR waves met the following criteria:~1! the response
showed at least one positive deflection within the latency
range described above@see Fig. 1~B!, day 11 for example!#
and~2! the response was replicable on successive trials~on-
set of response criteria was modified from Walshet al.,
1986a!.

ABR threshold was defined as the intensity 2.5 dB~one-
half step in intensity! below the lowest stimulus level at
which a response could be visually detected on the trace,
regardless of wave~see, for example, Boettcheret al.,
1993a!. On a few occasions, a response could still be de-
tected at the lowest intensity presented. In all of these cases,
the peak amplitudes of the responses to the series of higher

intensity stimuli showed decreasing response amplitudes that
indicated that the next intensity step would not evoke a vis-
ible response. In these cases, threshold was defined as 2.5 dB
below the lowest intensity presented.

All data for the different response variables~e.g., thresh-
old, latency, amplitude! were excluded from the analysis if
only one of the six nestlings for that age met the criteria
defined above. In other words, at least two birds are repre-
sented in every averaged data point and at least two birds for
the given time point met the above defined criteria when
individual data were used. Individual data were used for all
statistical tests. For averaged plots, responses for the nest-
lings were averaged across 3-day periods~e.g., 4–6-days
posthatching!, except for the last time period that consisted
of a 4-day period~days 40–43!. In all figures, the median
age of the time period is shown on the abscissa. The depen-
dent variables examined were threshold, latency, and ampli-
tude.

All ABR data collected from the nestling budgerigars
were analyzed in a manner similar to that collected from
adult budgerigars under the same conditions~as reported in
Brittan-Powellet al., 2002!.

D. Results

1. Onset

Example ABR waveforms in response to an 85-dB pSPL
click are shown for an individual nestling from 6–40 days of
age @Fig. 1~B!#. The ABR waveforms from the youngest
birds possessed at least one long-duration positive wave
which was low in amplitude~,2 mV! and had a prolonged
latency~about 4–5 ms!. This was the case for all responses,
regardless of frequency. This positive-going deflection corre-
sponded to wave 1 of the adult budgerigar ABR waveform.
As the animal aged, wave latencies decreased and wave am-
plitudes increased. The overall waveform was adult-like by 5
weeks of age.

ABR responses could first be evoked by low frequencies
and then to increasingly higher frequencies@Fig. 1~C!#. By
the end of the first week, responses were typically obtained
to frequencies up to 2.86 kHz, and by the end of the second
week, the bandwidth of frequencies extended up to 4.8 kHz.
Responses could be elicited at all test frequencies by the
bird’s third week posthatch.

2. Threshold

Figure 2 shows thresholds over time. These data were
fitted with exponential decay functionsy5a1be2cx, where
a was the asymptote of the curve,b was the intercept, andc
represented the curvature~see Walshet al., 1986a! ~see Table
I for parameters!. Since a represented an asymptote in
threshold improvement, this value most closely corresponded
to adult levels of sensitivity as measured by the ABR. When
b was large, the values declined along a steep trajectory. The
reciprocal ofc provided the time constant of the function. In
general, frequencies up to and including 4 kHz showed rapid
decreases in threshold that stabilized by day 30. Thresholds
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were more variable at the higher frequencies but still showed
decreases as the animal aged. Overall, the exponential decay
functions fit the data well (r 2.0.75; Table I! for the click as
well as frequencies between 1–4 kHz.

To determine the ages where nestlings’ thresholds dif-
fered from the adult budgerigars, one-way ANOVAs were
performed on the individual data for each frequency. As ex-
pected, there was a significant decrease in threshold at all
frequencies as the birds aged~see Table II!. Post hoct-tests
~Tukey-Kramer HSD! revealed the ages where nestling
thresholds differed from the adult thresholds. By 16–18 days
of age, ABR thresholds for the click and 0.5, 1.0, 1.5, and 2.0
kHz for nestlings were no longer significantly different from
adult thresholds. Thresholds for 2.86 and 4.0 kHz were adult-
like by the end of the third week of life, whereas thresholds
for 5.7 kHz did not reach adult levels until approximately 1
month of age.

Threshold changed significantly as a function of fre-
quency at different developmental time periods@F(63,198)
50.0845,p50.002; see Fig. 3#. The ABR audiogram for the
earliest ages~e.g., end of the first week! was relatively flat
between 0.5 and 2.86 kHz and showed poor sensitivity
across frequency. By 14 days, the thresholds improved be-
tween 20–40 dB for frequencies below 4 kHz. The smallest
improvement in threshold was for 5.7 kHz~20-dB improve-
ment from day 14–42!. At approximately 20 days, there was
a shift in the frequency of best hearing from 2 to 2.86 kHz.
Even though the audiograms for birds 1 month and older
were not significantly different from that of adults
@F(35,95)50.396,p50.911], nestlings’ absolute sensitivity
above 2.86 kHz remained 15 dB higher than adult values
until around the time of fledging.

As a check on the validity of the visual detection level
definition of threshold, a second threshold estimate was also
used. Here, threshold was defined as the lowest stimulus in-
tensity corresponding to a response amplitude of 0.5mV ~at
least 1 s.d. above the mean noise level!. A one-way multi-
variate analysis of variance~MANOVA ! showed no signifi-
cant differences between the threshold estimates@F(1,104)
50.969,p50.07].

3. Latency and amplitude

Latency decreased and amplitude increased with in-
creasing intensity level for all peaks in the ABR waveform.
There were also age-dependent effects. As the animal aged,
peak latencies to wave 1 and 2 decreased~Fig. 4! and peak
amplitude increased~Fig. 5!. Peak latencies were the longest
during the first 2 weeks posthatch. Latencies for wave 1 de-

FIG. 2. Exponential decay functions are shown for the individual nestling
threshold data~open circles!, with parameters presented in Table I. In gen-
eral, nestlings attain adult thresholds~A5average thresholds for adult with
open triangles with s.d. bars; adult data from Brittan-Powellet al., 2002! for
most frequencies by 17–20 days of age. Overall, the data were represented
well by exponential decay functions except for 5.7 kHz, where the decay
was linear (y520.74x199.3).

TABLE I. Decaying exponential parameters for threshold (y5a1be2cx).

Frequency
Asymptote

~a!
Y-intercept

~b!
Curvature

~c!

Time
constant

(1/c) r2

Click 45.75 95.16 0.122 8.2 0.81
0.5 53.50 72.26 0.142 7.0 0.66
1 48.56 137.38 0.200 5.0 0.80
1.5 40.90 115.44 0.138 7.3 0.85
2 39.38 162.51 0.189 5.3 0.88
2.86 34.51 127.49 0.131 7.6 0.88
4 48.88 112.27 0.108 9.26 0.76
4.8 49.36 67.70 0.056 17.86 0.58
5.7 23.76 104.04 0.009 111.00 0.45

TABLE II. ANOVA results for when nestlings’ thresholds differed from
adult thresholds.

Stimulus df F P

Click 13, 62 33.32 0.0001
0.5 13, 63 14.65 0.0001
1.0 13, 62 19.30 0.0001
1.5 13, 62 41.05 0.0001
2.0 13, 61 41.42 0.0001
2.86 13, 60 46.70 0.0001
4.0 11, 57 21.03 0.0001
4.8 11, 50 12.60 0.0001
5.7 10, 49 7.09 0.0001
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creased from 4–12 ms to the adult average of 2–3 ms by the
end of week 3. Similar decreases were seen for wave 2 la-
tencies. Exponential decay functions fit to the data shown in
Fig. 4 ~see Table III for parameters! revealed that the overall
rate of latency decay was high for all frequencies~as indi-
cated by largeb term! and that wave 1 matured faster than
wave 2, except at 4 kHz~as indicated by smaller time con-
stants!. Lower frequencies showed more change in latency
than higher frequencies perhaps because responses to lower
frequencies were first recorded 7–10 days earlier than re-
sponses for higher frequencies. Increasing the intensity level
presented to the nestlings at high frequencies may have re-
sulted in similar latency changes at higher frequencies. Even
so, latencies and intervals between the peaks were typically
within 1 s.d. of the adult values by one month of age for all
frequencies~see Fig. 4!.

Peak amplitude of wave 1 in young animals ranged from
1 to 8–18mV for the frequencies within the birds’ best range
of hearing. Wave 2 amplitudes were always low~below 2
mV! in the early weeks and rarely exceeded 4–6mV. Figure
5 shows the average peak amplitudes of wave 1 and 2 as a
function of age. Linear regressions fit to the individual data
showedr 2 that ranged between 0.03–0.51 for wave 1 and
0.04–0.25 for wave 2. Amplitudes increased for all waves
with age but by varying degrees. Wave 1 peak amplitudes
showed nearly linear increases for the click and 1.5–4 kHz.
Compared to the increases seen in wave 1, amplitudes for
wave 2 showed little amplitude growth until approximately 1
month of age, especially for low~0.5–1.5 kHz! and high
frequencies~4.8–5.7 kHz!. Again, the high-frequency data
may be accounted for by the lack of a definable response
before 15 days posthatch.

FIG. 3. Average ABR audiograms over development for six nestlings. The
solid gray line represents the adult average6s.d. ~Brittan-Powell et al.,
2002!. There is a considerable change in threshold from 8–17 days, after
which thresholds improve more slowly, with lower frequency thresholds
becoming adult-like first, followed by middle and higher frequencies.

FIG. 4. Latencies to the peaks of wave 1~closed circles!, wave 2 ~open
circles!, and the 1–2 interval~open triangles! plotted as function of age for
a constant intensity level of 85 dB SPL. Latency decreases as a function of
increasing age, but the 1–2 interval remains fairly consistent throughout
development.A5adult average6s.d.~Brittan-Powellet al., 2002! with sym-
bols being the same as for the nestlings~e.g., closed circles5wave 1!.

FIG. 5. Average t.s.d. peak amplitudes for wave 1~closed circles! and wave
2 ~open circles! plotted as function of age for a constant intensity level of 85
dB SPL. Amplitude for both wave 1 and wave 2 increases as the animal
ages, but the growth of wave 2 amplitude occurs at a later age.A5adult
average6s.d. ~Brittan-Powellet al., 2002! with symbols being the same as
for the nestlings~e.g., closed circles5wave 1!.
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IV. EXPERIMENT 2: EFFECTS OF CLICK REPETITION
RATE ON ABR LATENCY AND AMPLITUDE IN
DEVELOPING BUDGERIGARS

A. Introduction

The effects of increasing presentation rate on ABRs
have been well studied in both developing and mature ani-
mals. Generally, ABRs can be elicited to stimulus presenta-
tion rates as high as 100 clicks/s in the mature auditory sys-
tem but not in the immature auditory system of the same
animal ~Jewett and Romano, 1972!. In adult humans and
other mammals, reduced ABR amplitudes and increased
ABR latencies in response to high presentation rates may be
a function of neural fatigue and adaptation~e.g., Burkard and
Voigt, 1989; Donaldson and Rubel, 1990; Hall, 1992; Jewett
and Romano, 1972!. Other studies have shown that increas-
ing the stimulus presentation rate produces greater latency
and amplitude changes in young animals as compared to
older animals~e.g., Burkard and Voigt, 1989; Burkardet al.,
1996a,b; Donaldson and Rubel, 1990; Mairet al., 1979; Shi-
pley et al., 1980!. The working hypothesis is that adaptation
associated with reduced synaptic transmission~e.g., de-
creased axon diameter, incomplete myelination, and neu-
rotransmitter reuptake! may be the neurophysiological basis
for the interaction between age, rate, and ABR latency and
amplitude~Burkardet al., 1996a,b; Hecox, 1975!.

As far as we know, a developmental ABR rate study has
only been measured in one bird, the chick~Saunderset al.,
1973!. In the chick, and probably other precocial birds, the
relation between stimulus rate and ABR latency and ampli-

tude is almost adult-like at hatch. Such a pattern of develop-
ment is different from altricial mammals, which do not show
adult-like responses to temporal properties of the stimulus at
birth. This experiment examined responses to changes in the
temporal patterns of the click in five developing budgerigars.
All equipment and recording procedures were the same as in
experiment 1, except where noted.

B. Stimuli

Short-duration~0.1 ms!, broadband clicks were pre-
sented at 100 dB pSPL for each of five rates: 5, 10, 30, 60,
and 90 per second~Hz!. Each ABR represents the average
response of 1000 stimulus presentations~500 averages for
each polarity!, sampled at 20 kHz for 10 ms following onset
of the stimulus. As with experiment 1, the biological signal
was amplified~3100 K! and notch filtered at 60 Hz during
collection. The signal was bandpass filtered below 0.03 and
above 3 kHz after collection.

C. Analysis

As described earlier, latency and amplitude measures
were calculated for waves 1 and 2 for all repetition rates.

D. Results

Responses from animals less than 2 weeks of age were
poorly developed. The waveform had only one positive-
going wave that was relatively low in amplitude~below 3
mV! and had a latency which exceeded 4 ms. As the animals

TABLE III. Decaying exponential parameters for latency (y5a1be2cx).

Frequency Wave
Asymptote

~a!
Y-intercept

~b!
Curvature

~c!

Time
constant

(1/c) r 2

Click 1 1.98 20.20 0.22 4.6 0.96
2 3.59 23.60 0.17 5.9 0.86

1–2 interval 1.58 7.30 0.12 8.3 0.53
0.5 1 2.30 14.44 0.17 5.9 0.85

2 4.10 21.97 0.17 5.9 0.88
1–2 interval 1.64 7.48 0.14 7.1 0.60

1 1 2.63 18.23 0.21 4.8 0.94
2 4.19 19.13 0.15 6.7 0.85

1–2 interval 1.47 6.32 0.10 10 0.59
1.5 1 2.46 13.45 0.19 5.3 0.91

2 4.14 16.94 0.14 7.1 0.87
1–2 interval 1.59 6.31 0.11 9.1 0.73

2 1 2.26 14.09 0.21 4.8 0.92
2 4.02 19.85 0.17 5.9 0.91

1–2 interval 1.71 7.05 0.13 7.7 0.81
2.86 1 2.06 9.17 0.16 6.3 0.86

2 3.66 8.91 0.12 8.3 0.80
1–2 interval 1.25 1.81 0.04 25.0 0.34

4 1 2.24 7.16 0.12 8.3 0.54
2 3.79 18.10 0.16 6.3 0.79

1–2 interval 1.48 16.75 0.23 4.4 0.42
4.8 1 2.41 20.18 0.19 5.3 0.42

2 3.47 13.39 0.13 7.7 0.57
1–2 interval 1.11 2.90 0.09 11.1 0.21

5.7 1 2.49 35.12 0.19 5.3 0.74
2 3.57 27.04 0.16 6.3 0.48

1–2 interval 1.18 4.53 0.14 7.1 0.07
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aged, the waveform increased in sharpness for almost all
presentation rates, and all peaks decreased in latency and
increased in amplitude~Fig. 6!. Typically, a second and pos-
sibly a third wave could be identified at later ages.

The youngest animals had the longest latencies and
showed the largest changes in latency with increasing pre-
sentation rate@open symbols in Figs. 7~a!–~c!#. However, as
the animals aged, peak latency decreased for wave 1 when
click rate increased from 5 to 90 Hz. For example, shifts
decreased, on average, from 0.21 ms at 14 days to 0.12 ms at
42 days. The adult latency change for this same increase in
presentation rate was 0.13 ms—similar to the 42-day-old
fledglings. This same type of change was seen in shifts for
wave 2 peak latencies. For young animals, shifts were 0.33
ms at 14 days and decreased to 0.18 by 42 days of age.
Adults showed a latency shift of 0.24 ms for wave 2. The
interval between wave 1–2 decreased from 0.15 ms at 14
days of age to 0.06 ms at 42 days; adult birds showed a
0.10-ms shift. In general, latency decreased sharply in the
first 2 weeks after hatching. After this age, even though la-
tency shifts were variable, latency shifts exhibited by bud-
gerigars in response to increasing presentation rate were
adult-like by about 1 month of age, regardless of presenta-
tion rate.

Overall, absolute amplitudes for both wave 1 and 2 in-
creased with age but decreased with increased rate@Figs.
7~d!–~e!#. Responses from older animals had the highest am-
plitudes, regardless of presentation rate. Between 10–15
days of age, there was a doubling of amplitude for wave 1.
Over development, the peak amplitude of wave 1 increased
10–15 mV, and it was within 1 s.d. of adult values by 5
weeks of age. In contrast, the peak amplitude of wave 2 was
slower to increase and was still well below adult amplitudes
by this age. However, by the sixth week posthatch, nestlings’

responses to increases in presentation rate were within 1 s.d.
of adult amplitude values for wave 2 as well. The coefficient
of variation showed that wave 1 amplitudes were always less
variable than wave 2 amplitudes.

V. DISCUSSION

A. Onset of hearing

At high stimulus levels, responses to frequencies up to
2.86 kHz could be consistently evoked by 10 days posthatch,
and by 14 days, ABRs could be evoked to almost all test
frequencies. An additional nestling budgerigar was presented
with tones of intensity levels of at least 110 dB SPL at all
frequencies. For this one animal, synchronous responses to
4.8 and 5.7 kHz were elicited at slightly earlier ages~11 and
14 days, respectively!, but it is hard to imagine that stimula-
tion by these high intensity levels is biologically relevant to
the bird. For example, the parents can produce vocalizations
in excess of 100 dB SPL, but they rarely vocalize at such
levels within the nest. Also, during the first 7 to 10 days of
life, the birds’ own vocalizations can barely be heard within
0.2 m of nest box, but after this age, the birds’ begging calls
could be heard over 6 m away~Stampset al., 1985!.

B. Changes in threshold with development

It is a general property of vertebrates with elongated
cochleae that the first auditory responses occur to low fre-
quencies, despite the morphological developmental gradient

FIG. 6. ABR waveforms for each presentation rate through development for
an individual bird. By 11 days of age, peaks in the waveform are visible. As
the bird aged, latency increased and amplitude decreased as a function of
increased presentation rate.

FIG. 7. ~Top row! Average latency to the peaks of wave 1~A!, wave 2~B!,
and the 1–2 interval~C! plotted as a function of presentation rate. Latency
decreases as a function of age for all presentation rates and is more affected
in the younger animals~,15 days old! than in the older animals.~Bottom
row! Average amplitude for wave 1~D! and 2~E! plotted as a function of
presentation rate. Amplitude increases as the birds’ age but decreases for
most ages as a function of increasing presentation rate. Adult measures are
averages6s.d. ~Brittan-Powellet al., 2002!.
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of the cochlea from the base~high! to the apex~low frequen-
cies! ~see the review in Harris and Dallos, 1984; Manley,
1996; Rubel and Parks, 1988!. Like other animals, ABRs in
budgerigars follow a similar developmental course—
responses are first obtained at low frequencies and then at
progressively higher ones. The rates of threshold maturation
can differ considerably among animals. Some mammals,
such as guinea pigs~Dum, 1984! and humans~see the review
in Werner and Marean, 1996!, are born with functioning au-
ditory systems, exhibit adult-like thresholds, at most or all
frequencies, and are considered precocial with respect to
hearing. Other mammals, such as the gerbil~McFadden
et al., 1996! or cat~Walshet al., 1986a!, are considered deaf
at birth and are thus altricial with respect to hearing. These
mammals also show different rates of maturation. For ex-
ample, threshold development is frequency dependent in
cats, with thresholds at high frequencies reaching adult level
before low frequencies~Walsh et al., 1986a!. Gerbils, how-
ever, show faster maturation at the middle frequencies, with
low and high frequencies developing at similar but slower
rates~McFaddenet al., 1996!.

Development of high-frequency sensitivity before low-
frequency sensitivity in altricial mammals correlates well
with the development of the basoapical maturation of the
cochlea. Birds, on the other hand, show a different pattern of
ABR threshold maturation. Precocial birds show adult-like
thresholds to low and middle frequencies by the time of
hatching, with sensitivity to higher frequencies continuing to
improve after this time~Saunderset al., 1973!. Altricial
birds, such as the barn owl~Köppl and Nickel, 2001! and the
budgerigar ~current study!, show developmental patterns
similar to precocial birds~low to high frequency!, except that
the maturation occurs after hatching. Like mammals, the
basilar papilla of birds develops from the base to the apex
~Saunderset al., 1973!; however, unlike mammals~but see,
for example, Arjmandet al., 1988; Romand, 1987!, the
physiological threshold development progresses from low to
high frequencies such that higher frequency thresholds are
the last to become adult-like in birds.

Some mammals show a period early in development
where thresholds improve but the ABR audiogram remains
relatively flat ~McFaddenet al., 1996; Walshet al., 1986a!.
After this initial period, thresholds across the frequency
range improve rapidly. Precocial birds do not show a flat
frequency-threshold curve early in development. Young
chicks~D12–13 of incubation! exhibit poor sensitivity across
frequency but threshold improvement is not equivalent
across frequencies. Rather, the audiogram takes on the
U-shape appearance by D14–15~Saunderset al., 1973!.
This is also true for ducks~Dmitrieva and Gottlieb, 1992!.
Pied-flycatchers, on the other hand, do show flat frequency-
thresholds curves for the first few days after hatching, but
respond only to frequencies between 0.3 and 1 kHz. In
young budgerigars, the initial audibility curve is relatively
flat and thresholds are high~see Fig. 3!, but there is rapid
improvement from that time on, with 2 kHz becoming the
most sensitive frequency by the end of the second week.

In more well-studied animals, the rapid improvement in
threshold and the increase in frequency bandwidth to which

the animals respond is correlated with fluid from the middle
ear being resorbed and the improvement of middle-ear func-
tion as shown in cats~Walshet al., 1986a!, gerbils~McFad-
den et al., 1996!, and chickens~Saunderset al., 1973!. In
budgerigars, the external ear canal is open by day 10. The
opening of the canal is coincident with a dramatic improve-
ment of threshold between 11–17 days of age and an in-
crease in bandwidth of effective frequencies by this time. It
is possible that the increase in sensitivity and bandwidth dur-
ing this phase in budgerigars is partially due to external and
middle-ear maturation.

C. Changes in ABR latency and amplitude over
development

Latency decreased and amplitude increased with in-
creasing age. Evaluation of latency maturation based on ex-
ponential decay functions showed that latencies to wave 1
matured first, followed closely by latencies to wave 2. Wave
amplitudes matured slightly later than wave latencies, but
this may be a function of variability between subjects. The
coefficients of variation in amplitude across development
were always greater~.20%! than the coefficients for latency
across development~,20%!. Wave 1 and wave 2 also
showed differences in amplitude growth. For the most part,
wave 1 increased in an almost linear fashion, but wave 2
showed little growth across most frequencies until late in
development. These results suggest that wave 2 amplitude
may still be increasing well after the bird leaves the nest.

As with all species studied to date, increasing intensity
level results in shorter response latencies and larger response
amplitudes at all ages tested. Even as the animal grows and
distances within the papilla and along the VIIIth nerve in-
crease, the latencies to waves 1 and 2 as well as the 1–2
interval show consistent decreases. Explanations offered for
these decreases in latency include increasing axon diameter,
myelination, and synaptic efficiency which lead to decreases
in the time course of action potential generation~e.g., Walsh
et al., 1986b!. Similarly, increases in amplitude may be due
to increased fiber diameter and myelination, resulting in in-
creased neural synchrony~e.g., Walshet al., 1986c!. Nothing
is known about whether similar physical changes occur in
developing budgerigars. However, the present results, show-
ing that latencies to wave 2 reached adult levels at a slightly
later age, do suggest that brainstem development may lag
peripheral development in budgerigars, as it does in cats
~Walshet al., 1986b!.

Overall, thresholds and latencies tended to stabilize
~reach adult levels! at approximately the same age for bud-
gerigars. Response amplitudes, on the other hand, increased
in a nonlinear fashion during development for both wave 1
and wave 2. For the highest frequencies~4.8 and 5.7 kHz!,
amplitudes changed only slightly over the developmental pe-
riod studied, with birds also exhibiting the highest thresholds
at those frequencies. Even though ABR thresholds and laten-
cies stabilize in budgerigars by about 3–4 weeks of age,
amplitude did not reach adult values until about 6 weeks of
age.

In chickens and kittens, improved mechanical transmis-
sion in the external and middle ear is hypothesized to con-
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tribute to decreases in ABR latency~Katayama, 1985; Walsh
et al., 1986b!. In kittens, increased fiber diameter and myeli-
nation may also be involved in the continued improvement
of latency and amplitude measurements~Walsh et al.,
1986b,c!. In barn owls, decreasing latencies elicited by click
stimuli between P21–23 coincide with the maturation of the
endbulbs of Held~Kubke and Carr, 2000!—the innervation
between the auditory nerve and cochlear nucleus magnocel-
lularis ~NM!. Further ABR changes in barn owls are attrib-
uted to continuing myelination. Also, synaptic transmission
between the auditory nerve and cochlear nuclei is mediated
by excitatory amino acids, like glutamate~see the review in
Kubke and Carr, 2000!, and adult patterns of glutamate ex-
pression are attained between P14 and P21. Temporal pat-
terns become adult-like in the barn owl ABR at this same
time. On the basis of these data, it seems likely that changes
in latency and amplitude in the budgerigar~seen by day 20–
26! may be due to increased synaptic transmission between
the auditory nerve and the cochlear nuclei, and increased
myelination and nerve-fiber diameters as well as the in-
creased transmission function of the middle ear.

D. Effects of click repetition rate on latency
and amplitude in developing budgerigars

Temporal aspects of stimulus delivery have a more pro-
nounced effect on younger budgerigars than older budgeri-
gars, as has been found in mammals and chicks~e.g.,
Burkard and Voigt, 1989; Burkardet al., 1996a; Saunders
et al., 1973!. Latency to individual waves of the budgerigar
ABR increased with increasing rate, even while latency de-
creased as a function of increasing age. In nestling budgeri-
gars, higher rates of stimulus presentation resulted not only
in longer latencies, but showed greater effects in younger
animals. The interval between waves was greater at younger
ages, suggesting that young budgerigars, like mammals,
show greater adaptation which was cumulative across syn-
apses~Burkard et al., 1996a; Donaldson and Rubel, 1990;
Jewett and Romano, 1972; Lasky, 1997; Mairet al., 1979;
Salamyet al., 1978; Shipleyet al., 1980!.

Peak-to-peak ABR amplitude increased with age, but
ABR amplitude in budgerigar ABR waveforms decreased
with increasing rate. This is similar to what was seen in the
adult budgerigar data~Brittan-Powellet al., 2002!, as well as
data shown in mammals, such as gerbils~Burkard and Voigt,
1989; Donaldson and Rubel, 1990!, kittens ~Burkard et al.,
1996a; Mairet al., 1979; Shipleyet al., 1980!, and human
infants~Lasky, 1997; Salamyet al., 1979!. In sum, these data
suggest that younger budgerigars show greater neural adap-
tation than older budgerigars, resulting in a greater reduction
in ABR amplitudes at higher stimulus rates.

E. Hearing and vocal development

Vocal learning in songbirds has been suggested as a
model of vocal development in humans. Studies of ABR de-
velopment in human infants show that by 6 months of age,
hearing thresholds have reached adult values~see the review
in Werner and Marean, 1996!. This is about the time that the
first signs of babbling in infants occur, suggesting that hear-

ing is necessary for this stage of vocal production to occur at
this age. The inability to hear one’s own voice delays or
discourages babbling—deaf infants do not begin this stage
until 10–11 months of age~Oller and Eilers, 1988!. Thus,
normal vocal development in human infants depends on the
ability of the baby to hear adult models and feedback from
its own vocalizations by 5–10 months of age.

In birds, the first stage of song learning is totally depen-
dent on hearing. Studies of the sensitive period of song learn-
ing show that birds tutored with song before P10–13 never
produce the tutored song~see the review in Catchpole and
Slater, 1995!. This parallels developmental studies of hearing
in songbirds showing that hearing in altricial birds is not
fully developed at hatching but continues to improve even
into the nestling period~Aleksandrov and Dmitrieva, 1992;
Khayutin, 1985!.

The budgerigar is an open-ended learner~i.e., it retains
the ability learn vocalizations throughout adulthood!, but the
sensory and sensory motor phases of vocal learning have yet
to be precisely determined. Through studies of budgerigar
contact call development~Brittan-Powell et al., 1997; Hall
et al., 1997; Heaton and Brauth, 1999!, we know that these
birds require auditory feedback in order to produce species-
specific vocalizations. Deafening birds between 9–11 days of
age has a profound effect on the bird’s vocal behavior
~Heaton and Brauth, 1999! but does not affect all calls
equally. Food-begging calls from these birds progressed from
high-frequency vocalizations~stage I—stages refer to
Brittan-Powellet al., 1997! to the harsh noisy calls observed
at later ages~stage II!. The birds, however, never produced
patterned food-begging calls exhibited by normally hearing
birds at 4 weeks of age~stage III! ~Heaton and Brauth,
1999!. These findings suggest that auditory feedback is im-
portant for the transition from stage II to stage III vocaliza-
tions.

The present results show that budgerigars hear little, if at
all, at hatch. By day 10, the bird’s outer ear canals are open
and hearing thresholds improved rapidly, primarily at fre-
quencies below 4 kHz. This represents somewhat of a mis-
match since the vocalizations of young birds have a peak
frequency of 4 kHz or higher. It is unlikely, then, that vocal-
izations produced before 11 days of age depend on
hearing—a conclusion paralleled by what has been found in
songbird tutoring studies.

Between days 12 to 28, however, there are dramatic
changes going on in both vocal production and hearing de-
velopment. From 13–27 days, the peak frequency of the
nestlings’ calls drops to between 3–3.5 kHz, but bandwidth
and duration of calls increase. At the same time, the fre-
quency range of hearing increases to include all frequencies
tested and sensitivity in the 2–4-kHz range increases by
30–35 dB. It is also during this time that deafening can es-
sentially derail further vocal development. Taken together,
these data suggest that stage II may be the start of the sen-
sitive period for auditory feedback in the budgerigar.

By the fourth week of life, the birds’ auditory thresholds
are near adult levels of sensitivity. During this same time
~28–34 days of age!, many of the acoustic characteristics of
budgerigar vocalizations are stabilizing~e.g., peak frequency
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by 1 month and bandwidth and duration of calls at or around
fledging!. By 1-week postfledging, adult contact calls~a vari-
ant of their food-begging call! are readily elicited from the
birds ~Brittan-Powellet al., 1997!. Therefore, adult levels of
hearing are reached about a week before of the appearance of
the budgerigars’ first adult sound~the contact call!, but bud-
gerigar vocal development continues beyond the production
of the first contact call. Budgerigars show their first signs of
vocal mimicry at about 4 weeks postfledging~Brittan-Powell
et al., 1997!, which is over 2–3 weeks after hearing thresh-
olds are adult-like. Thus, the ‘‘sensitive phase’’ for vocal
learning in this species, as in songbirds and human infants,
continues well after hearing thresholds reach adult levels.

VI. CONCLUSIONS

This study tracked the development of auditory sensitiv-
ity in nestling budgerigars through the auditory brainstem
response. We can conclude that in general, changes in the
ABR of nestling budgerigars due to changes in intensity,
frequency, and repetition rate were comparable to what has
been found in other vertebrates, both precocial and altricial.
As with all animals tested to date, latency decreases, ampli-
tude increases, and the ABR waveform becomes more com-
plex as the animal ages.

Auditory feedback influences the development of vocal-
izations in budgerigars, and other vocal learning birds, but
until now, little was known about hearing in these birds. This
study extends the findings of threshold development in altri-
cial birds to include budgerigars. It shows that budgerigars
probably cannot hear at hatching and that auditory sensitivity
develops, as in other altricial birds, well into the nestling
period ~Aleksandrov and Dmitrieva, 1992; Ko¨ppl and
Nickel, 2001!. When combined with what is known about
budgerigar vocal development, the present results provide a
developmental timetable for future studies pertaining to the
anatomical development of the auditory system in the bud-
gerigar as well as direct testing of hearing deprivation at ages
where both hearing and vocal ability are now known.
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Buus and Florentine@J. Assoc. Res. Otolaryngol.3, 120–139~2002!# have proposed that loudness
recruitment in cases of cochlear hearing loss is caused partly by an abnormally large loudness at
absolute threshold. This has been called ‘‘softness imperception.’’ To evaluate this idea,
loudness-matching functions were obtained using tones at very low sensation levels. For subjects
with asymmetrical hearing loss, matches were obtained for a single frequency across ears. For
subjects with sloping hearing loss, matches were obtained between tones at two frequencies, one
where the absolute threshold was nearly normal and one where there was a moderate hearing loss.
Loudness matching was possible for sensation levels~SLs! as low as 2 dB. When the fixed tone was
presented at avery low SL in an ear~or at a frequency! where there was hearing impairment, it was
matched by a tone with approximately the same SL in an ear~or at a frequency! where hearing was
normal~e.g., 2 dB SL matched 2 dB SL!. This relationship held for SLs up to 4–10 dB, depending
on the subject. These results are not consistent with the concept of softness imperception. ©2004
Acoustical Society of America.@DOI: 10.1121/1.1738839#
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I. INTRODUCTION

People with cochlear hearing loss often experience a
perceptual effect called loudness recruitment~Fowler, 1936;
Steinberg and Gardner, 1937; Hood, 1972!. The effect can be
characterized in the following way: the absolute threshold is
higher than normal, but at high sound levels, the loudness is
almost the same for an impaired ear and a normal ear. Loud-
ness recruitment is most easily measured in subjects with one
normal ear and one impaired ear~Miskolczy-Fodor, 1960;
Hood, 1972; Moore and Glasberg, 1997!. Typically, a tone of
a given frequency is presented alternately to the two ears.
The tone is fixed in level in one ear, and the subject is asked
to adjust the level in the other ear until the tones in the two
ears sound equal in loudness. This is repeated for a series of
levels of the fixed tone, which may be presented either to the
normal ear, the impaired ear, or~preferably! both. For levels
close to absolute threshold, the level~in dB SPL! required
for equal loudness in the two ears is much greater in the
impaired than in the normal ear, but the difference in level
decreases with increasing overall level. It is as if the loud-
ness in the impaired ear ‘‘catches up’’ with that in the normal
ear at high sound levels.

The traditional view of loudness recruitment is that it is
an abnormally rapid growth in loudness level once the sound
level exceeds the~elevated! absolute threshold~Allen and
Jeng, 1990; Moore, 1995; 1998!. However, recently, Buus
and Florentine~2002! proposed that loudness recruitment is
caused at least partly by an abnormally large loudnessat
absolute threshold. They argued that, above threshold, loud-
ness grows only a little more rapidly than normal in an im-
paired ear. Buus and Florentine developed this proposal on

the basis of an experiment in which hearing-impaired sub-
jects were asked to compare the loudness of single tones
with that of complex tones containing four or ten sinusoidal
components~all tones were presented to one ear of each
subject!. The data were used to construct loudness-matching
functions. It was assumed that, if the components in the com-
plex tones were widely spaced, the loudness of each complex
corresponded to the sum of the loudness of the individual
components. For example, a four-tone complex composed of
equally loud components should sound four times as loud as
any single component. More generally, the level difference
between equally loud pure tones andn-tone complexes
should indicate the increase in level necessary to produce an
n-fold increase in loudness.

Buus and Florentine inferred from their results that,
close to the absolute threshold, the rate of growth of loudness
is similar for impaired and normal ears. This is consistent
with previous data obtained using loudness scaling~Hellman
and Zwislocki, 1964! and other methods~Hellman, 1997!.
From this finding, and on the basis of a model, Buus and
Florentine argued further that the loudness at threshold is
greater for impaired than for normal ears. Hellman and co-
workers ~Hellman, 1994; 1997; Hellman and Meiselman,
1990! have also suggested that the loudness at threshold is
greater for hearing-impaired than for normally hearing ears,
although this suggestion is largely based on extrapolation of
data obtained using loudness scaling techniques, such as
magnitude estimation and magnitude production. Since loud-
ness grows very rapidly with increasing sound level for lev-
els close to absolute threshold~for both normal and impaired
ears!, it is difficult to determine from such data the precise
value of the loudness at absolute threshold.

According to Buus and Florentine~2002!, when a sound
is at or only just above its absolute threshold in an impaireda!Electronic mail: bcjm@cam.ac.uk
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ear, it already sounds louder than normal. In other words, the
impaired ear never hears really soft sounds. This has been
called ‘‘softness imperception’’~Florentine et al., 2004!.
However, the finding that, near threshold, loudness grows at
a similar rate in impaired and normal ears does not necessar-
ily imply that the loudness at threshold is greater in an im-
paired ear. Moore and Glasberg~2004! have described a
loudness model which is partly based on the assumption that
the loudness at threshold isequal for normal and impaired
ears. This model, which is described in more detail later,
correctly predicts that, near threshold, loudness grows at a
similar rate in impaired and normal ears. However, at levels
more than a few decibels above threshold, the loudness
grows more rapidly than normal in an impaired ear, and this
accounts for the loudness recruitment effect. The model pre-
sented by Moore and Glasberg can provide a good fit to
published loudness-matching functions obtained for subjects
with unilateral hearing loss. Furthermore, it gives a good fit
to the data of Buus and Florentine~2002!, described earlier,
which involved loudness comparisons of single tones and
multi-tone complexes for hearing-impaired subjects. An ex-
ample of the fit to their data is given in Fig. 1, which is taken
from Moore and Glasberg~2004!.

There are few data that allow a direct evaluation of the
concept of softness imperception, since loudness-matching
and loudness-scaling functions have typically not been ob-
tained for stimuli at very low SLs. Hellman and Zwislocki
~1964! presented a re-analysis of loudness-matching data
from Miskolczy-Fodor ~1960!, apparently based on indi-
vidual data~which were not presented by Miskolczy-Fodor!,
but the lowest SL used appears to be around 5 dB in the
impaired ears. Experiments based on magnitude estimation
or cross-modality matching~Hellman, 1994! have not used
SLs below 4 dB, and, as noted earlier, it is difficult to use
such data to determine the exact loudness in the vicinity of
threshold, due to the steepness of the loudness-growth func-
tion.

The present experiment was intended to provide a more
direct test of the concept of softness imperception, using
loudness matching rather than magnitude estimation or mag-
nitude production. According to the model described by
Buus and Florentine~2002!, if loudness-matching functions

are obtained between a normal ear and an impaired ear, then,
close to threshold, the SL at equal loudness should be higher
in the normal ear than in the impaired ear. For example, for
a tone frequency where the impaired ear has a 70 dB hearing
loss, a tone at 2 dB SL in the impaired ear should be matched
by a tone at 12–14 dB SL in the normal ear; see Fig. 4 in
Buus and Florentine~2002!. The present experiment tested
this prediction by obtaining loudness matches across ears at
very low SLs for two subjects with highly asymmetric hear-
ing loss. Additional evidence was obtained using two sub-
jects with sloping hearing loss, for whom loudness matches
were obtained between a tone at a frequency where hearing
was near-normal, and a tone at a frequency where there was
a significant hearing loss.

II. METHOD

A. Subjects

Four subjects were tested. The audiograms of the test
ears for all four subjects are shown in Fig. 2; these were
measured using a GSI16 audiometer and TDH50 earphones,
with a 1 or 2 dBfinal step size. For all subjects, the hearing
losses were diagnosed as sensorineural~probably cochlear!
in origin, based on the absence of an air-bone gap and nor-
mal results for impedance audiometry. No subject showed
any evidence for dead regions~regions of the cochlea where
there are no functioning inner hair cells and/or neurons! over
the frequency range 500–4000 Hz, as assessed using the
TEN test ~Moore et al., 2000; Moore, 2001! or the newer
TEN~HL! test ~Moore et al., 2004!.

Subject S1, aged 57, had an asymmetric sloping hearing
loss of unknown origin. He did not use hearing aids. For
him, loudness matches were obtained between a 1-kHz tone
in the right ear~absolute threshold 17 dB SPL! and a 6-kHz
tone in the left ear~absolute threshold 74.5 dB SPL!. Subject
S2, aged 33, had a symmetric hearing loss with normal hear-
ing up to 0.5 kHz and a 50–60 dB loss above that; the loss
was congenital. She used bilateral multichannel fast-acting
compression hearing aids. She was tested using the left ear
only; loudness matches were obtained between a 0.5-kHz
tone ~absolute threshold 15 dB SPL! and a 2-kHz tone~ab-
solute threshold 70 dB SPL!. Subject S3, aged 43, had an

FIG. 1. The open symbols show data from Buus and Florentine~2002!, for loudness matches between multicomponent complexes and a single 1600-Hz
sinusoid, for their listener ‘‘L1.’’ The default parameter values of the model were assumed. The sensation level~SL! of the single tone is plotted as a function
of the SL per component of the complex. The key for each panel shows the spacing of the components in Barks and the number of components in each
complex. Lines show predictions of the model of Moore and Glasberg~2004!.
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asymmetric high-frequency loss probably caused by rifle
shooting. He did not use hearing aids. Loudness matches
were obtained across ears for a frequency of 2500 Hz; the
absolute threshold for this frequency was 27 dB SPL in the
left ear and 71 dB SPL in the right ear. Subject S4, aged 34,
had an asymmetric high-frequency loss of unknown origin.
She used a two-channel hearing aid with little compression
in the low-frequency channel and slow-acting compression
in the high-frequency channel, in the left ear only. Loudness
matches were obtained across ears for a frequency of 3000
Hz; the absolute threshold for this frequency was 63 dB SPL
in the left ear and 21 dB SPL in the right ear. No subject
wore hearing aids during the testing.

Subjects were trained until their performance appeared
to be stable and consistent. This typically took two 2 h ses-
sions. Subjects were paid for their participation, except for
S1, who was the author.

B. Measurement of absolute thresholds

Absolute thresholds at the test frequencies were mea-
sured using an adaptive three-interval forced-choice task
with a ‘‘3-down 1-up’’ method; this tracks the 79.4% correct
point on the psychometric function~Levitt, 1971!. The signal
duration was 500 ms, including 20 ms rise/fall ramps shaped
with a raised-cosine function. The three intervals in which
the signal might occur were indicated by lights on the re-
sponse box; the intervals were separated by 500 ms. The
signal was presented in one of the intervals, selected at ran-
dom. Subjects indicated the interval thought to contain the
signal using a three-button response box; the buttons were
positioned below the three lights. Feedback was provided
after each trial by lighting the light for the correct interval.

The initial step size was 5 dB, and this was reduced to 2 dB
after four reversals. Twelve reversals were obtained and
threshold was defined as the mean of the signal levels at the
last eight reversals.

At least twelve threshold estimates were obtained for
each subject and each test frequency/ear. Usually, six esti-
mates were obtained during the first test session, and two or
three estimates were obtained in each subsequent test ses-
sion. There was no evidence for systematic changes in abso-
lute threshold across sessions. The standard deviation~s.d.!
of the estimates for a given ear and frequency ranged from
1.0 to 3.8 dB~mean s.d.52.0 dB!. The corresponding stan-
dard error~SE! of the estimates was always 1 dB or less.

C. Loudness-matching procedure

The two tones to be matched~denoted A and B! were
presented in a regular alternating sequence. The duration of
each tone was 500 ms, including 20 ms rise/fall ramps
shaped with a raised-cosine function. This is the same dura-
tion as used to measure absolute thresholds. There was a
500-ms interval between A and B and an 800-ms interval
between B and A. Each stimulus was accompanied by a light
on the response box. Subjects were asked to press the button
under the light associated with the louder tone. For example,
if tone B was initially louder, they had to press the button
under the light that was on when tone B was presented~the
right button!. They were told that this would have the effect
either of making B softer, or of making A louder. The level
of the variable tone was changed only between presentations,
and not within a presentation. If no button was pressed, the
level of the variable stimulus stayed the same. A change from
pressing the left button to changing the right button, or vice

FIG. 2. Audiograms~air-conduction thresholds! of the
test ears of the hearing-impaired subjects, in dB HL,
obtained using manual audiometry.
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versa, was termed a ‘‘turnaround.’’ The step size for the
change in level was 3 dB until two turnarounds had occurred
and was 1 dB thereafter. Subjects were instructed to
‘‘bracket’’ the point of equal loudness several times, by mak-
ing the variable stimulus clearly louder than the fixed stimu-
lus and then clearly softer, before using the buttons to make
the stimuli equal in loudness. When subjects were satisfied
with a loudness match, they indicated this by pressing a third
button, and the level of the variable stimulus at this point
was taken as the matching level. This button press was not
accepted until two turnarounds had occurred. For the major-
ity of runs ~.90%!, four to six turnarounds were made be-
fore the third button was pressed.

The variable stimulus was equally often the A tone and
the B tone. Also, the tone presented to the impaired ear~or at
the frequency where hearing was impaired! was equally of-
ten the A tone and the B tone. Matches were made equally
often with the level fixed in the better ear~or at the frequency
where the absolute threshold was lower! and with the level
fixed in the worse ear~or at the frequency where the absolute
threshold was higher!. The starting level of the variable
stimulus was randomly chosen from within a certain starting
range. The center of this range was chosen, on the basis of
pilot data obtained during the initial training sessions, so as
to be as close as possible to the final matching level. This
was done to reduce bias effects~Gabrielet al., 1997!. When
the mean matching level differed by more than 4 dB from the
center of the starting range, the data were discarded, and new
matches were obtained with a revised range of starting lev-
els. The range of starting levels was65 dB when the level of
the fixed tone was more than 10 dB above absolute thresh-
old, i.e., more than 10 dB sensation level~SL!. The range
was reduced to63 dB for SLs of the fixed tone between 6
and 10 dB, and to62 dB for SLs of the fixed tone below 6
dB. The range was reduced in this way to avoid the variable
stimulus being inaudible at the start of a run. At least six
matches were obtained for each level of the fixed tone. The
range of levels of the fixed tone was chosen individually for
each subject.

During training, loudness matches were first made with
the fixed stimuli at moderate levels~10–20 dB SL for the
impaired ear/frequency and 10–40 dB SL for the better ear/
frequency!. Once subjects gave consistent matches for this
range of starting levels, matches were obtained for progres-
sively lower SLs and then for progressively higher SLs. The
matches at higher levels were obtained to confirm that the
subjects did have loudness recruitment.

D. Equipment

The sinusoidal signals~one for each frequency and/or
each ear! were digitally generated using two separate digital-
to-analog converters~DACs! of a Tucker-Davies Technolo-
gies~TDT! System II, controlled by a PC. The sampling rate
was 50 kHz. The outputs of the DACs were each filtered
using a Kemo VBF8/04 filter set to lowpass at 8 kHz
~slope590 dB/oct!. The signals were individually attenuated
by TDT PA4 programmable attenuators. For subject S2 they
were then mixed. For the other subjects, they were kept sepa-
rate. Stimuli were then passed to a headphone buffer~TDT

HB6! and to Sennheiser HD580 earphones. Sound levels are
specified as estimated SPLs at the eardrum, based on mea-
surements with a KEMAR manikin~Burkhard and Sachs,
1975!, using the average of results for the ‘‘large’’ and
‘‘small’’ ears. Subjects were tested in a double-walled sound-
attenuating chamber.

The ‘‘cross-talk’’ of the Sennheiser HD580 earphones
was measured using an Etymo˜tic Research ER7C probe mi-
crophone. The microphone was used to measure the sound
level close to the eardrum in one ear when a sound was
delivered to the earphone on the opposite ear. The results
indicated that the inter-aural attenuation was greater than 50
dB over the frequency range of interest. The difference in
absolute threshold for the two ears of the subjects in the
present experiments did not exceed 44 dB at any test fre-
quency. Thus, the SL of the tone presented to the impaired
ear was always at least 6 dB greater than the SL resulting
from ‘‘cross-talk’’ in the normal~or better! ear. Given that
the subjects experienced loudness recruitment in the im-
paired ear, this means that the loudness contribution from the
impaired ear would always have been markedly above the
loudness contribution from the normal ear. Consistent with
this, subjects S1, S3, and S4~who made loudness matches
across ears! reported that, in the loudness-matching task,
they always heard tones alternating between the two ears.

III. RESULTS

Three subjects were able to make loudness matches for
SLs of the fixed stimulus as low as 2 dB. One subject~S3!
did not feel able to make matches at 2 dB SL, but he was
able to make matches with the fixed stimulus at 4 dB SL in
both the better and poorer ear. The ability to make loudness
matches at very low SLs was certainly helped by the presen-
tation of the stimuli in a regular repeating sequence, accom-
panied by lights. The variability of the loudness matches was
actually slightly smaller for very low SLs than for medium to
high SLs. This is consistent with the idea that the rate of
change of loudness with sound level is greater for levels
close to absolute threshold than for higher levels, for both
normally hearing and hearing-impaired subjects~Hellman
and Zwislocki, 1964; 1968; Mooreet al., 1997; Moore and
Glasberg, 2004!.

The results for S1 are shown in Fig. 3. The left panel
shows loudness matches plotted in terms of the SL of the
tones, and the right panel shows the same data plotted in
terms of the SPL of the tones~the solid line will be described
later!. The dashed line in the left panel shows where the
matches would lie if stimuli with equal SLs were equally
loud. According to the idea of softness imperception, the
matches should not converge on the dashed line at low SLs,
but should reach an asymptotic value 10–12 dB above the
dashed line for a hearing loss like that of S1; see Fig. 4 of
Buus and Florentine~2002!. In fact, the matchesdo converge
on the line, for SLs below about 6 dB. The fact that the
low-SL matches lie on the diagonal line is consistent with the
idea that, close to absolute threshold, the rate of growth of
loudness with increasing level is similar for a frequency
where hearing is impaired and a frequency where hearing is
normal. However, the results do not support the idea that, at
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very low SLs, a tone sounds louder at a frequency where
hearing is impaired than at a frequency where hearing is
normal.

For SLs above 6 dB, the matches lie consistently above
the diagonal line. When plotted in terms of SPL~right panel!,
the matches become closer to the diagonal line at higher
sound levels. These findings confirm that loudness recruit-
ment was present; the loudness grew more rapidly at the
frequency where hearing was impaired than at the frequency
where hearing was normal, once the SL exceeded 6 dB.

The results for S2 are shown in Fig. 4. The format is the
same as for Fig. 3. Again, for very low SLs the matches
converge on the diagonal line, indicating that equal SLs lead
to equal loudness. However, for S2 this occurs only for SLs
of 4 dB and below. The loudness-matching function for this
subject is very steep. For example, a 2-kHz tone at about 15
dB SL is matched by a 0.5-kHz tone at about 60 dB SL. This
remarkably steep function probably results mainly from two
factors. For the 2-kHz tone, the rate of growth of loudness
with increasing sound level was probably more rapid than
normal, corresponding to the loudness-recruitment effect.
However, for the 0.5-kHz tone, the rate of growth of loud-
ness with increasing sound level may have been much lower
than normal, as the hearing loss increased markedly for fre-
quencies above 0.5-kHz~see Fig. 2!. The rapid increase in
absolute threshold above 0.5 kHz may have led to a reduced

contribution of loudness from the high-frequency side of the
excitation pattern~Hellman, 1994; 1997!.

Results for S3 are shown in Fig. 5. Recall that, for this
subject, loudness matches were obtained across ears using a
frequency of 2.5 kHz. The matches shown in the left panel
converge on the diagonal line for SLs of 10 dB and below.
Thus, compared to S1 and S2, S3 has a relatively extended
range of levels over which equal SLs lead to equal loudness.
Again, there is no evidence to support the concept of softness
imperception. For high SPLs~right panel!, the matches con-
verge on the diagonal line, indicating near-complete loudness
recruitment.

Results for S4 are shown in Fig. 6. Recall that, for this
subject, loudness matches were obtained across ears using a
frequency of 3 kHz. The results resemble those of the other
subjects, except that the loudness-matching function has a
relatively shallow slope~but a slope that is clearly greater
than one!. The loudness matches for SLs of 6 dB or less~left
panel! lie very close to, but 1–2 dB above the diagonal line.

In summary, when the fixed tone was presented at a very
low SL to an ear and/or at a frequency where there was a
hearing loss, it was matched by a tone at a frequency where
hearing was normal with approximately the same SL~e.g., 2
dB matched 2 dB!. This implies that the fixed tone sounded
very soft when it was at a very low SL, which is not consis-
tent with the concept of softness imperception. At moderate

FIG. 3. Loudness-matching results for
S1. Matches were made between a 1-
kHz tone in the right ear and a 6-kHz
tone in the left ear. Asterisks show
matches with the 1-kHz tone fixed in
level and open circles show matches
with the 6-kHz tone fixed in level. In
the left panel, levels are expressed in
dB SL. In the right panel, levels are
expressed in dB SPL. The solid line
shows predictions of the loudness
model of Moore and Glasberg~2004!.
Error bars show61 standard deviation
across at least six matches. Error bars
are omitted when they would be
smaller than the symbol used to plot
the point.

FIG. 4. As in Fig. 3, but for S2.
Matches were made between 0.5- and
2-kHz tones, both in the left ear.
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SLs, the data were consistent with the traditional account of
loudness recruitment. The data support the following charac-
terization of loudness recruitment:

~1! Very close to absolute threshold, equal SLs led to equal
loudness in an impaired ear and a normal ear. This is
consistent with the idea that, at threshold, the loudness is
the same in an impaired ear and a normal ear.

~2! Very close to absolute threshold, the rate of growth of
loudness is similar in impaired ears and normal ears.
This occurs for SLs in the impaired ear up to 4–10 dB,
depending on the subject.

~3! For SLs above 4–10 dB in an impaired ear, the rate of
growth of loudness with increasing level is greater than
normal; this is the main basis of the loudness-
recruitment effect.

IV. DISCUSSION

A. Compatibility with earlier data

The loudness-matching functions obtained here show an
initial low-SL portion with a slope close to 1~although this
portion is hardly apparent for S2!, and then a steeper portion.
This is consistent with earlier data obtained using loudness
matching, magnitude estimation, and cross-modality match-
ing ~Hellman and Zwislocki, 1964; Hellman, 1997!. The re-
sults also show that, at very low SLs, equal SLs in an im-

paired and a normal ear lead to equal loudness. This is not
consistent with the concept of softness imperception.

Florentine et al. ~2004! have presented reaction-time
data which they argue to support the concept of softness
imperception. Their arguments are based on the assumption
that reaction time is directly related to loudness~Chocholle,
1940; Scharf, 1978!. They measured reaction times as a
function of SL using subjects with sloping hearing loss. For
each subject, reaction times were compared for a frequency
where hearing was near-normal and a frequency where hear-
ing was impaired. For low SLs, including 0 dB~i.e., for
stimuli at absolute threshold!, reaction times were shorter for
the frequency where hearing was impaired than for the fre-
quency where hearing was near-normal. This was argued to
support the concept of softness imperception.

There are a number of problems in interpreting the re-
sults of Florentineet al.First, for five subjects out of six, the
reaction times for the frequency where hearing was impaired
remained below those for the frequency where hearing was
near-normal, even when the stimuli were well above absolute
threshold. In some cases~e.g., their subjects HI-4 and HI-5!,
the reaction times were shorter for the frequency where hear-
ing was impaired even when the comparison was made at
equal, high SPLs. If reaction time were a direct indicator of
loudness, this would imply ‘‘over-recruitment,’’ i.e., at the
same high SPL, the tone would sound louder at the fre-

FIG. 5. As in Fig. 3, but for S3.
Matches were made for a 2.5-kHz tone
presented alternately to the left and
right ears.

FIG. 6. As in Fig. 3, but for S4.
Matches were made for a 3-kHz tone
presented alternately to the left and
right ears.
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quency where hearing was impaired than at the frequency
where hearing was near-normal. This seems unlikely to be
the case.

A second problem is connected with how false positives
and misses were treated for stimuli at very low SLs. This is
a complex issue, and the reader is referred to the discussion
following the paper of Florentineet al. ~2004! for details. In
any case, the interpretation of the reaction time data of Flo-
rentineet al. is not clear cut; I would argue that their data do
not provide clear support for the concept of softness imper-
ception. The loudness-matching data presented in this paper
provide a more direct indication of loudness perception, and
show clearly that, for SLs very close to threshold, equal SLs
lead to equal loudness in an impaired and a normal ear. It is
of course possible that some hearing-impaired subjects do
experience softness imperception. Tests with a greater num-
ber of subjects would be needed to assess this possibility.
However, the present data suggest that softness imperception
is likely to be the exception rather than the rule.

Moore et al. ~1996! presented data using amplitude-
modulated tones that are consistent with the notion that loud-
ness recruitment reflects a more rapid than normal rate of
growth of loudness for SLs above 4–10 dB. They tested
subjects with unilateral hearing loss. Subjects were required
to match the perceived modulation depth~the amount of per-
ceived fluctuation! of amplitude-modulated tones presented
alternately to the two ears at levels well above absolute
threshold. At the point of perceived equality, the modulation
depth was greater in the normal ear than in the impaired ear.
This is consistent with the idea that loudness recruitment
effectively magnifies the perceived modulation depth of am-
plitude modulated sounds that are well above threshold.
Other data consistent with this view have been presented by
Glasberg and Moore~1992! and by Mooreet al. ~2001!.

The concept that loudness recruitment reflects a more
rapid than normal rate of loudness growth above about 4 dB
SL is also consistent with the data of Hellman and Meisel-
man ~1990!. They calculated the slopes of loudness-growth
functions for levels above 4 dB SL and found that slope
values for 100 listeners with cochlear hearing loss were
greater than slope values for 51 listeners with normal hear-
ing.

B. Modeling and interpreting the data

Moore and Glasberg~1997! described a model of loud-
ness perception applicable to cases of cochlear hearing loss.
A problem with the model is that it predicts zero loudness for
a sound at absolute threshold. This is not correct, as the
threshold is defined statistically, for example as the level of a
sound which is detected 75% of the time in a two-alternative
forced-choice task. Since the sound is detected on some tri-
als, it must, on average, have a finite loudness~Hellman and
Zwislocki, 1961; 1963; 1964; 1968; Zwislocki, 1965; Hell-
man, 1997; Buuset al., 1998!. A second problem with the
model is that it predicts that the rate of growth of loudness at
levels near absolute threshold should be markedly greater for
an ear with cochlear hearing loss than for a normal ear. The
present data, and the data cited earlier, indicate that this is
not the case.

Recently, Moore and Glasberg~2004! presented a re-
vised loudness model that was intended to overcome these
problems. The revised model is based on the idea that a
sound at absolute threshold has a small but finite loudness;
this loudness is assumed to be constant regardless of fre-
quency and spectral content and is also assumed to be the
same in a hearing-impaired and a normal ear. It is assumed
that a hearing loss can be partitioned into two parts, caused
by loss of function of outer hair cells~OHCs! and inner hair
cells ~IHCs! and/or neurons, respectively. The hearing loss
produced by these is denoted HLOHC and HLIHC, respec-
tively. It is assumed that, at each frequency, HLOHC1HLIHC

5HLTOTAL, where HLTOTAL is the overall hearing loss in dB
HL. When applied to impaired hearing, the model requires
specification of the absolute thresholds of the ear under con-
sideration in dB HL at the standard audiometric frequencies
~which are empirically measured!, and specification of the
values of HLOHC at these frequencies, which have to be es-
timated in some way~Moore et al., 1999!. When there is no
independent estimate of the values of HLOHC, default values
are assumed in the model. The model also requires specifi-
cation of the frequency limits of any dead region that might
be present.

I consider next how well the revised model accounts for
the loudness-matching data shown in Figs. 3–6. As some of
the hearing losses varied markedly between the ‘‘standard’’
audiometric frequencies, the absolute thresholds in dB HL
were specified not only at octave-spaced frequencies from
0.125 to 8 kHz, but also at the intervening frequencies,
namely 0.75, 1.5, 3, and 6 kHz. Where necessary, the hearing
loss at the test frequency~or frequencies! for a given ear was
adjusted by a few decibels~typically less than 3! so that the
predicted absolute threshold, specified in dB SPL at the ear-
drum, corresponded as closely as possible to the obtained
threshold ~as measured using the three-alternative forced-
choice task!.

The loudness-matching functions were predicted by de-
termining the input sound level required for each ear at each
test frequency to obtain a series of fixed loudness levels,
from 2 phons up to about 50 phons. The resulting predictions
are shown by the solid lines in the right panels of Figs. 3–6.
For S1~Fig. 3!, the predictions were obtained using the de-
fault values of HLOHC. The predicted function fits the data
very well, including the obtained decrease in slope at levels
close to threshold. For S2~Fig. 4!, the predictions were ob-
tained using the maximum values of HLOHC allowed by the
model. The fit is reasonable, although the predicted function
is not quite as steep as the obtained function. For S3~Fig. 5!,
the predictions were obtained using the default values of
HLOHC. The predicted function fits the data very well, in-
cluding the obtained decrease in slope at levels close to
threshold. For subject S4~Fig. 6! the predictions were ob-
tained assuming that almost all of the hearing loss was due to
loss of IHC and/or neural function; the values of HLOHC

were set to 1 dB at all frequencies, much lower than the
default values. This made it possible to predict the rather
shallow loudness-matching function.

In summary, the revised loudness model was able to
give reasonably good fits to the data. It correctly predicted
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the slightly shallower slopes of the functions for levels close
to absolute threshold. In two cases~S1 and S3!, the fits were
obtained using the default values of HLOHC specified in the
model. For S2, the values of HLOHC were set to the maxi-
mum possible values, and for S4 they were set close to the
minimum possible values.

It is noteworthy that the two subjects for whom rela-
tively extreme parameter values were used, and for whom
the fits were poorest, both wore hearing aids~S2 bilaterally
and S4 in the left ear only!. Loudness perception appears to
be influenced by hearing aid use~Robinson and Gatehouse,
1995; Olsenet al., 1999; Marriageet al., 2004!. For ex-
ample, Olsenet al. ~1999! showed that, for hearing losses of
50–75 dB, the mean level rated as ‘‘loud’’ by long-term full-
time users of hearing aids was 4.5 dB above the mean level
rated as ‘‘loud’’ by nonusers. Marriageet al. ~2004! showed
that the gain preferred by new users of hearing aids was
about 3 dB less than the gain preferred by long-term users.
The revised loudness model of Moore and Glasberg~2004!
does not take into account effects of long-term learning or
‘‘acclimatization’’ on loudness perception.

It is possible that the very steep loudness matching-
function for S2~Fig. 4! was partly caused by the fact that S2
was used to fast-acting compression at high frequencies~her
hearing aid processed frequencies of 500 Hz and below al-
most linearly!. Recall that S2 made loudness matches across
frequency within the left ear. When she was tested without
her aids, small changes in level at high frequencies may have
led to relatively large changes in loudness, because she was
used to hearing only small changes in level at high frequen-
cies. In contrast, subject S4, who made loudness matches
across ears at 3 kHz, wore a single hearing aid in the left ear
which incorporated slow-acting compression at high fre-
quencies. Such compression does not affect rapid amplitude
fluctuations~Stone and Moore, 1992!, so she would have
been used to hearing the ‘‘normal’’ rapid fluctuations in level
associated with speech and other sounds, and would have
been used to hearing brief high-level sounds. This may have
led to a reduced perception of loudness for high-level sounds
in the aided ear and contributed to the relatively shallow
loudness-matching function shown in Fig. 6.

V. CONCLUSIONS

The results show that, for levels very close to absolute
threshold, a given SL leads to approximately the same loud-
ness for an ear with a hearing impairment at the test fre-
quency and an ear with normal hearing at the test frequency.
This finding is not consistent with the concept of softness
imperception. Very close to absolute threshold, the rate of
growth of loudness is similar in impaired ears and normal
ears, a finding in accord with other data~Hellman and Zwis-
locki, 1964; Hellman, 1997; Buus and Florentine, 2002!.
This occurs for SLs in the impaired ear up to 4–10 dB,
depending on the subject. For SLs above 4–10 dB in an
impaired ear, the rate of growth of loudness with increasing
level is greater than normal; this is the main basis of the
loudness-recruitment effect.
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The temporal growth and decay of the auditory motion
aftereffect
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The present work investigated the temporal tuning of the auditory motion aftereffect~aMAE! by
measuring the time course of adaptation and recovery to auditory motion exposure. On every trial,
listeners were first exposed to a broadband, horizontally moving sound source for either 1 or 5

seconds, then presented moving test stimuli after delays of 0,2
3, or 12

3 seconds. All stimuli were
synthesized from head related transfer functions recorded for each participant. One second of
motion exposure~i.e., a single pass of the moving source! produced clearly measurable aMAEs
which generally decayed monotonically after adaptation ended, while five seconds exposure
produced stronger aftereffects that remained largely unattenuated across test delays. These
differences may imply two components to the aMAE: a short time-constant motion illusion and a
longer time-constant response bias. Finally, aftereffects were produced only by adaptor movement
toward but not away from listener midline. This aftereffect asymmetry may also be a consequence
of brief adaptation times and reflect initial neural response to auditory motion in primate auditory
cortex. © 2004 Acoustical Society of America.@DOI: 10.1121/1.1687834#

PACS numbers: 43.66.Ed, 43.66.Mk, 43.64.Qp@RD# Pages: 3112–3123

I. INTRODUCTION

A. Spatial and frequency tuning of the aMAE

A sound source repeatedly traversing horizontal auditory
space may produce an auditory motion aftereffect~aMAE! in
listeners in which sensitivity to subtly moving test stimuli
shifts in the direction opposite of that presented during ad-
aptation. Several basic attributes of the aMAE have been
specified over the course of several recent experiments, most
notably its tuning in the spatial and frequency domains
~Grantham, 1998; Donget al., 2000!. The general findings
have been that the aftereffect is localized to both the spatial
and spectral region of adaptation.

However, one component of the aMAE that has not been
investigated in detail is its growth and decay as a function of
adaptation duration. In the present work we attempt to mea-
sure these temporal aspects of the auditory motion afteref-
fect. Regarding the spatial tuning of the aMAE, Donget al.
~2000! adapted listeners for two minutes to broadband and
filtered noise stimuli emanating from a speaker attached to a
moving robotic arm. They found that aMAE magnitude was
greatest when the test region spatially coincided with the
region of adaptation and declined fairly linearly with a broad
space constant as testing moved outside this region. For spa-
tially coincident adaptation and test regions, however, the
magnitude of the aMAE appeared to be largely equivalent
for adaptor motion trajectories up to635° around the frontal
midline.

In the frequency domain, it has been known for some
time that the aMAE is stronger for broadband than for pure
tone adaptors~Grantham, 1989!. The recent studies by

Grantham~1998! and Donget al. ~2000! further showed that
aMAEs can be created using low-, band-, and high-pass
adaptors, though they often appear stronger for lowpass
stimuli relative to other bandwidths. These effects of the
bandwidth appear consistent with the ideas that~1! a stimu-
lus with a broader frequency spectrum should adapt a larger
area of units across tonotopic maps found at multiple physi-
ological stages throughout the auditory system~Palmer and
Summerfield, 2002!; and ~2! units at spatially-sensitive~and
potentially motion-sensitive! stages beyond AI show a
greater response to spectrally rich stimuli~Clarey et al.,
1992; Rauscheckeret al., 1995; Wessingeret al., 2001!. The
impact of lower-frequency stimuli may further reflect the
dominance of interaural time-difference cues in the horizon-
tal motion trajectories used by these studies~Wightman and
Kistler, 1992; Macpherson and Middlebrooks, 2002; Neelon
and Jenison, 2003!.

B. Temporal tuning of the aMAE

Judgments of visual motion can show prolonged and
unexpected temporal effects to adaptation such as storage
and residual effects that may last on the order of hours
~Matheret al., 1998!. In contrast, the time course of the au-
ditory motion aftereffect has not been well specified. Two
studies have measured the duration of spatial auditory after-
effects, but only after prolonged periods of adaptation. Eh-
renstein~1994! charted the recovery of adaptation to pure
tones independently changing in either interaural time or
level difference~ITD, ILD !, and, while not finding motion
aftereffectsper se, reported a displacement aftereffect in
which subjects’ settings of the interaural midline had been
shifted after adaptation. Plots of the mean results showed
that while the displacement aftereffects initially declined in

a!Corresponding author. Electronic mail: mfneelon@wisc.edu. Current ad-
dress: 619 Waisman Center, 1500 Highland Ave., Madison, Wiscon-
sin 53705.
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magnitude very quickly after the adaptor ceased, some bias
was still present up to 30 seconds later. Aftereffects to dy-
namic ILD adaptation appeared to last even longer with ef-
fects lingering up to two minutes after adaptation. This dif-
ference in recovery between motion produced by ITD and
ILD cues may have some physiological support~Saneset al.,
1998!.

In a more recent study, Donget al. ~1999! explored the
duration of the aMAE after 10 minutes of adaptation to a
1-octave lowpass noise source emanating from a speaker at-
tached to a horizontally moving robotic arm. Their results
also show that the aMAE is largest immediately after adap-
tation, and declines exponentially to near zero after approxi-
mately 10 minutes. Ehrenstein’s data must be interpreted
with caution since, as noted above, motion aftereffects are
more reliably produced with free-field, wideband stimuli
rather than pure tones~Grantham, 1998; Donget al., 2000!,
possibly making his findings of a qualitatively different na-
ture. Despite the results of both of these studies, Grantham
~Grantham and Wightman, 1979; Grantham, 1989; 1998! has
stated that the lifespan of auditory motion aftereffects is very
brief, perhaps only lasting for a few seconds after adaptation
ends. Given that aftereffects produced by different types of
visual motion may show different time courses~Mather
et al., 1998!, it is possible that these conflicting statements
are a result of measuring aMAEs with different stimuli and
procedures which may have produced adaptation effects on
different time scales~Malone et al., 2002!. Grantham has
further suggested there are in fact two components to the
aMAE: a short time-constant motion illusion~i.e., a true mo-
tion aftereffect!, and a longer time-constant motion desensi-
tization in the direction of adaptation~i.e., response bias!. It
is possible that the recovery from motion adaptation charted
by Ehrenstein and Dong,et al. mostly reflects the latter ef-
fects.

C. Contrast explanations of aftereffects

Exploring these temporal issues may help determine
whether the aMAE truly arises from the adaptation of audi-
tory motion selective cells, or is instead related to the briefer
contrast effect a moving stimulus may have on a neuron’s
subsequent response properties. The latter result would argue
against the necessity of dedicated motion detectors to explain
phenomena like the aMAE. McAlpine and his colleagues
have in fact proposed such a contrast model to explain ap-
parent motion selectivity in the guinea pig inferior colliculus
~IC! ~McAlpine et al., 2000; Inghamet al., 2001!. Several
physiological studies have claimed that auditory cells in the
mammalian brainstem and cortex can exhibit motion direc-
tion selectivity ~Ahissar et al., 1992; Spitzer and Semple,
1993; Jianget al., 2000; Jenisonet al., 2001; Maloneet al.,
2002!. This conclusion is often based on the finding that the
receptive fields of many cells are skewed by auditory motion
such that they exhibit greater responsiveness to a sound
source passing through the field in one but not the opposite
direction ~Spitzer and Semple, 1998; Wilson and O’Neill,
1998; Maloneet al., 2002!. Though these latter studies found
virtually no neurons that are only responsive to moving

sources rather than stationary sources, such skewed re-
sponses might be viewed as a neural basis for signaling di-
rection of sound source movement.

McAlpine and colleagues~McAlpine et al., 2000; Ing-
hamet al., 2001! have argued that this change in the recep-
tive field shape may be due to the history of source move-
ment through the response area rather than a specialized
reaction to a particular motion vector. The authors exposed
IC cells to dichotic pure tones whose interaural phase differ-
ences~IPD! were oscillated to simulate back-and-forth inter-
aural movement. They found that the change in the receptive
field shape was caused by a cell’s adaptation to the interaural
locus of the dynamic stimulus passing through its IPD recep-
tive field. Direction selectivity appeared because the cell re-
sponded strongly to the initial movement of the phase into its
receptive field and more weakly when the phase change sud-
denly reversed direction and exited the receptive field. Ad-
aptation to the initial stimulation was reported to have time
constants no greater than 500 ms for the majority of the
recorded cells. This implied that the skewed response should
disappear if enough time was allowed to pass before the
reversal of the stimulus movement~e.g.,.500 ms). Indeed,
the authors showed that this skewed response, and as a con-
sequence the apparent motion selectivity, could be attenuated
when the cell was given such time to recover from its initial
response to the dynamic IPD stimulus. A biologically-
inspired computational model of binaural processing has also
made use of a similar time constant to properly reproduce the
neural response to dynamic IPD stimuli~Cai et al., 1998!.

A comparable debate between contrast effects and the
selective adaptation of specialized feature detectors also ap-
peared in the speech perception literature in the 1970s. At the
time, speech perception was thought to be mediated by spe-
cialized detectors which could be experimentally adapted by
the repeated presentation of their corresponding phonemic
features. Diehlet al. ~1985!, however, showed that many of
these effects could be created after a single presentation of
the ‘‘adapting’’ phoneme and thus argued that it was the con-
trastive context of the adaptor and test pairing that created
the shift rather than the fatiguing of dedicated phonemic fea-
ture detectors. In an interesting parallel to McAlpine and
colleagues’ study, Diehl,et al. also showed that inserting
pauses between each repetition of the stimulus during the
adaptation period altered the resulting judgments of the sub-
sequent test stimuli. The relevance to the current work is that
the aMAE has always been considered analogous in nature to
the vMAE and hence assumed to arise from the adaptation of
direction-selective cells by prolonged, continuous motion ex-
posure. Both the early behavioral results of Diehl,et al., and
the recent neurophysiological findings of McAlpine,et al.,
question whether the aMAE must be created in this manner
and call for a more detailed psychophysical investigation
into the growth of and recovery from auditory motion adap-
tation.

D. Time course of aMAE may specify physiological
sources

The brief duration of the adaptation used by McAlpine
and colleagues to explain apparent motion direction selectiv-
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ity in the IC implies short-lived aMAEs. However, a more
recent physiological investigation~Maloneet al., 2002! pro-
vides evidence that the adaptation of cortical cells to auditory
motion may operate on multiple time scales, from tens of
milliseconds to several seconds. Also using pure tones vary-
ing in IPD, Maloneet al. found many units in primary audi-
tory cortex of awake rhesus monkeys that appeared to be
direction selective for simulated azimuthal motion within
ecological ranges. This sensitivity manifested itself in two
ways: as greater responses to moving versus stationary
stimuli across the same IPDs, and as dramatic shifts in azi-
muthal tuning toward the origin of motion~see also Wilson
and O’Neill, 1998!. In the majority of these units, the recep-
tive field shift resulted in greater activation for a single di-
rection of motion~within ecologically plausible IPDs!, sug-
gesting a basis for encoding auditory motion direction.

However, these shifts diminished after even a few sec-
onds of exposure to the moving stimulus, and azimuthal re-
ceptive field shapes approached those of the cells’ responses
to static IPD stimuli. That is, brief exposure to auditory mo-
tion may have reduced the potential ability of such cells to
code for motion direction. This change due to adaptation
could provide a physiological foundation for the de-
sensitization component of the auditory motion aftereffect
~Grantham, 1998!. These researchers also reported that un-
adapted units showed post-inhibitory rebound when move-
ment ended and the stimulus remained in a static position
~see Saneset al., 1998, for a similar effect in IC!. Such a
rebound in activity could also be taken as a signal for the
presence of motion in the opposite direction and has been
cited as another potential basis of the motion aftereffect in
vision ~Niedeggen and Wist, 1998!. These results provide
important evidence that the effects of adaptation to auditory
motion may evolve over several seconds time, rather than
milliseconds, and have multiple physiological loci, including
primary auditory cortex.

E. The present experiment

The preceding discussion has established that many de-
tails remain unknown regarding the time course of the audi-
tory motion aftereffect. Further, two possible physiological
locations in the brainstem and cortex~e.g., inferior colliculus
vs auditory cortices! have been identified as potential sources
for the aMAE; however, their adaptation to auditory motion
may exhibit different temporal responses. In order to better
characterize the time course of the auditory motion afteref-
fect and hence its possible physiological contributors, several
combinations of timing parameters are explored in the fol-
lowing experiment. The typical aMAE paradigm initially
presents a moving sound repeatedly for an extended period
of adaptation, followed by a series of brief test probes and
shorter re-adaptation periods. In the current experiment, the
initial prolonged adaptation period is skipped and listeners
instead hear sequences of either one or five seconds of initial
motion adaptation, followed by probe stimuli presented after
different time delays. Regarding the chosen adaptor dura-
tions, it is possible that the aMAE may emerge after one
second of motion adaptation~e.g., a single pass of a one
second duration moving adaptor!, as was discovered by

Diehl et al. ~1985!. In this case, the aMAE for one second of
adaptation should be as strong as for five seconds; alterna-
tively, the longer adaptation period may create a significantly
larger bias in judgments of subsequent moving test stimuli,
suggesting a more linear growth of the aftereffect with the
amount of motion exposure. Finally, it is possible both 1 and
5 seconds of adaptation may not be enough to fully realize
the motion aftereffect. These exposure durations are chosen
mainly to ease general listener fatigue by limiting experi-
mental sessions to reasonable durations. Results will deter-
mine whether these adaptation durations are reasonable.

At the same time, the experiment also varies how
quickly the test stimulus is presented after adaptor cessation,

using delays of 0,23, or 12
3 seconds. This range spans the

different adaptation time courses reported in McAlpineet al.
~2000! and Maloneet al. ~2002!. Finally, test stimuli are also
pseudo-randomly presented over the course of a single ex-
perimental block~see below! such that an equal number of
test stimulus parameters are presented across each third of
the block. This allows for measuring the possible growth of
the aMAE over the course of multiple re-adaptation periods
which occur during testing blocks.

II. METHODS

A. Subjects

5 females and 3 males~age range: 21–30 yrs.! served as
subjects. All 8 were experienced in auditory motion afteref-
fect experiments but were naı¨ve to the purposes of this par-
ticular study. Five of the subjects had also participated in a
pilot version of this experiment. All had clinically normal
hearing as assessed by an audiogram and were paid for their
participation.

B. Stimuli

1. Synthesis of auditory motion

The pinnae, head and shoulders impose spectral and tim-
ing changes on an incident sound at the two ears which can
be characterized by a pair of filters known as head-related
transfer functions~HRTFs!. Different source positions result
in different filter pairs, and thus HRTFs carry information
about spatial location. One method for synthesizing auditory
motion under headphones is to interpolate across HRTFs re-
corded for an individual listener at particular spatial loca-
tions ~Wightman and Kistler, 1999; Jacobsenet al., 2001;
Carlile and Best, 2002!. This process mimics the change at a
listener’s ears that occurs when a real sound source changes
spatial position in the environment. The headphone presen-
tation of a stimulus convolved with these interpolated filters
should then result in the perceptual experience of an exter-
nalized sound moving smoothly across space.

In an anechoic chamber, HRTFs for both ears were re-
corded for each listener using Sennheiser capsule micro-
phones~KE4-211-2! in blocked meatus placement~Møller
et al., 1995!. Filters were measured with a roughly 75 dB
SPL, 100 k sampled wideband periodic chirp stimulus pre-
sented from loudspeakers at 541 source positions~10-degree
azimuth intervals from 180 to2170 degrees and 10-degree
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elevation intervals from 90 to260 degrees relative to the
horizontal plane!. The effects of the presentation headphones
~Beyer Dynamic DT 990! were also measured at the listen-
er’s ears at this time in order to compensate for their effect
on stimulus presentation during experimentation. Following
measurement, all HRTFs were downsampled to 50 k.

Minimum-phase versions of the time domain counter-
part to the recorded HRTFs, the head-related impulse re-
sponses~HRIRs!, were used in the interpolation process~Ki-
stler and Wightman, 1992!. This process removed the phase
component while retaining the amplitude spectrum of the
HRIR, thus allowing for an accurate spatial interpolation of
the impulse responses across time samples while easing in-
dependent parametrization of ITD. For each listener and each
ear, left and right minimum-phase HRIRs were piecewise
cubic Hermite interpolated across the range of motion for
each moving stimulus at a resolution fine enough to produce
smooth apparent movement~see below for details!. Interau-
ral time delays were estimated from the peak of the cross-
correlation between the left and right HRIRs for each re-
corded spatial location. An equal resolution was also
interpolated for the timing delays between the two ears,
which were then applied to the two signal channels. Recom-
bining the interpolated delays and minimum-phase HRIRs
resulted in two signals which mimicked the natural changes
in spatial cues~ITD, ILD, monaural spectral cues! that occur
at the two ears to a sound source when it moves around a
listener. These signals were then convolved with inverse fil-
ters of the presentation headphones to cancel out their nons-
patial filtering effects during stimulus delivery.

2. Moving adaptors

Adaptors were 1-second Gaussian noise samples con-
volved with interpolated HRIRs as described above for each
listener to simulate leftward and rightward motion between 0
and 630 degrees azimuth~0 degrees elevation!. Adaptors
were thus simulated to move in both directions in both fron-
tal hemifields, where negative/positive signs indicate azi-
muths left/right of listener midline, respectively. Given the
predominant responsiveness of IC and cortical neurons to
contralaterally located sound stimuli~Ahissar et al., 1992;
Bruggeet al., 1996; Clareyet al., 1992; Spizter and Semple,
1998; McAlpineet al., 2000; Maloneet al., 2002; Middle-
brookset al., 2002!, stimuli did not cross midline in order to
limit the recovery of such physiological structures from ad-
aptation, which could occur if sounds were allowed to move
through ipsilateral space. Figure 1 provides a depiction of the
adaptor trajectories. 1200 filters were interpolated for the 30-
degree trajectories which resulted in spatial motion resolu-
tion of approximately 0.025 degrees. This resolution was fine
enough to create smooth apparent motion according to both
previous studies using auditory motion synthesized in a simi-
lar manner~Wightman and Kistler, 1999; Carlile and Best,
2002! and listeners’ comments in this experiment. At the end
of generation, all stimuli~adaptors and test probes! were
down-sampled from 50 k to 40 k Hz in order to conserve
computer memory space, normalized to an approximately 66

dB~A! sound pressure level~SPL!, and then 10 ms cosine-
windowed to eliminate onset/offset transients

3. Test stimuli (probes)

Test stimuli were also 1-second Gaussian noise samples
convolved with interpolated individualized HRIRs to simu-
late auditory motion as described earlier. Test stimuli began
at either620 degrees~sign indicates hemifield! and moved
610, 66 or 62 degrees from the starting point, where the
negative/positive sign here indicates movement leftward/
rightward of the starting position, respectively. This range of
test stimuli motion was chosen to encompass endpoints span-
ning reported minimum audible movement angles of ap-
proximately 3 degrees~Grantham, 1995!, and has been suc-
cessfully used before in auditory motion aftereffect studies
~Grantham, 1998; Donget al., 1999!. Spatial resolution of
interpolated HRIRs was the same as used for the moving
adaptors.

4. Experimental stimuli combined with delays

To ensure the proper timing of experimental stimuli,
each trial presented a single auditory stimulus formed from
the desired number of adaptors~i.e., adaptation duration!, the
desired test stimulus, and the desired experimental delay in-
serted between them. This was achieved by adding to either
a single or 5 concatenated adaptors one of the 6 possible test
stimuli (610, 66, 62 degrees! from the same hemifield,
with zero-padded buffers inserted in between to create silent

delays of 0,2
3 and 12

3 seconds. No delays were inserted be-
tween repetitions of the moving adaptor in the 5-second con-
dition beyond the 10ms rise/fall cosine windows. Nine rep-
lications of each combination of adaptor, delay, and test
movement level were created off-line and presented to the
listener during a single experimental block, totaling 162
stimuli. Listeners’ ‘‘left/right’’ responses to these nine test
exemplars formed the basis of the psychometric functions
used to asses the effects of auditory motion adaptation.

C. Procedure

Subjects sat in front of a computer which controlled all
instruction and stimulus presentation and recorded all re-

FIG. 1. Depiction of adaptor motion trajectories used in the present experi-
ment.
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sponses via the keyboard. On a single trial, subjects were
presented with 1 s or 5 s ofmotion adaptation~i.e., exposed
to 1 or 5 adaptors in a row!, a delay of either 0,23 and

1 2
3 seconds, and then a 1 stest stimulus. After this combined

stimulus had finished, two boxes, each 14312 cm, appeared
side-by-side in the middle of the screen bearing the labels
rightward ~‘‘ p’’ ! and leftward ~‘‘ q’’ !. Subjects were required
to respond whether the test stimulus had moved rightward or
leftward by pressing a ‘‘p’’ or ‘‘ q, ’’ respectively, on the key-
board. To cue listeners as to which part of the combined
stimulus they should respond, the two response boxes were
not displayed during stimulus presentation while instead a
4325 cm box was shown in the upper part of the screen.
The color of this box was red during the adaptation and delay
period of each stimulus presentation, indicating the subject
was only to listen during this time; at the end of the delay
period, the box color changed to green to indicate the start of
the target test stimulus to which the subject had to respond.
At least one second passed after a response and before the
next trial began, though the actual delay of the next stimulus
could be greater depending upon the speed of response. No
feedback was provided for responses to the test stimuli.

Subjects performed in 2 repetitions of the 8 possible
experimental blocks representing each combination of the
two hemifields~left, right!, two adaptor durations~1 s, 5 s!,
and two adaptor motion directions~leftward, rightward!. A
single block presented sounds for only one hemifield, one
adaptor duration, and one adaptor motion direction, in order
to properly create a well-localized aftereffect~i.e., presenting
opposite adaptor directions during the same block should
theoretically cancel out adaptation effects and thus fail to
produce an aftereffect!. Individual blocks lasted either ap-

proximately 10–12 or 21–23 minutes, depending on adaptor
duration.

After completing a block, subjects were required to wait
at least 5 minutes before beginning the next block, to allow
them time to recover from the previous adaptation effects.
Stimuli in the same hemifield were never presented in two
successive blocks; otherwise, the presentation order of adap-
tor duration and direction was random. Subjects normally did
not complete more than 3 blocks per session~i.e., per day!
and entire testing lasted several weeks for each listener.

III. RESULTS AND DISCUSSION

A. Effect of adaptor hemifield and motion direction
on the aMAE

In the following analyses, data were averaged across all
8 listeners, across the two repetitions of each experimental
block for each listener, and across the 9 repetitions of each
test stimulus movement level within a single block. The eight
numbered subplots in Fig. 2 present the mean results of the
experiment for each combination of hemifield (le f t
5subplots 1–4; right5subplots 5–8!, adaptor duration
~columns!, and adaptor direction~rows! in terms of percent
‘‘right’’ responses as a function of the test probe movement
level. Line types represent different delays of the test probe

presentation (solid50 s; dashed5 2
3 s; dotted51 2

3 s).
In theory, aftereffects should be seen as an increase~de-

crease! in percent ‘‘right’’ responses after exposure to left-
ward ~rightward! moving adaptors. This increase~decrease!
should result in a shift of the mean~50% point! of the
‘‘right’’ psychometric function leftward~rightward! from the
zero degree point indicating no directional response bias.
The most immediate impression from Fig. 2 is that such

FIG. 2. Results averaged across 8 sub-
jects for each hemifield (le f t
5subplots 1–4; right5subplots
5–8!, adaptor duration ~columns!,
adaptor direction ~rows!, and test
delay ~solid left arrows50 s; dashed

circles5
2
3 s; dotted right arrows

51
2
3 s) in terms of percent ‘‘right’’ re-

sponses as a function of the test probe
movement.
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aftereffect shifts away from 0 degrees are apparent for only
four of the 8 experimental conditions: for rightward adapta-
tion in the left hemifield~subplots3, 4! and leftward adap-
tation in the right hemifield~subplots5, 6!. This result is
supported by a significant 3-way interaction in the omnibus
5-factor within-subject ANOVA testing for hemifield, adap-
tor direction, and test probe movement level@F(5,35)
57.31; Greenhouse–Geisser correctedp,0.005]. No other
interactions of equivalent or higher order were significant.

Another view of this result is presented in Fig. 3 which
graphs percent ‘‘right’’ responses after averaging across test
probe movement level. In this view, the lack of an aftereffect
should result in average percent ‘‘right’’ responses of 50%
~i.e., unbiased responses to test motion on average!, while
leftward ~rightward! adaptation should result in mean after-
effect biases greater~less! than 50%. To better view potential
aftereffect shifts, 50 is subtracted from all results before pre-
sentation. Error bars represent an estimate of the pooled stan-
dard error. The hemifield3adaptor direction3test motion in-
teraction is quite evident in this depiction of the data.

The pattern of results in Figs. 2 and 3 can be described
generally as follows: strong aftereffects occur only for adap-
tor movementtoward the midline, while no aftereffects ap-
pear for adaptor movementawayfrom midline, regardless of
the hemifield of auditory presentation. Though this result
was unexpected given previous reports of aMAE uniformity
across635 degrees of the frontal midline~Dong et al.,
2000!, it may be explainable in light of recent physiological
studies into the cortical neural effects of exposure to auditory
motion. These explanations are postponed for now and dis-
cussed more thoroughly at the end of this section.

Remaining analyses further investigate this significant
3-way interaction by examining in more detail only those
conditions which produced clear aftereffects. Specifically, 4
of the 8 conditions tested in this experiment~subplots3, 4, 5,
and 6 of Fig. 2! produced aftereffect shifts whose intersec-
tions significantly deviated from the unbiased 50% point.
Therefore only data from rightward adaptors in the left hemi-

field and leftward adaptors in the right hemifield are further
considered unless otherwise noted.

B. Effects of adaptor duration on the aMAE

1. Effect of 5 vs 1 second of motion adaptation

This experiment was designed to investigate two funda-
mental issues regarding the auditory motion aftereffect: the
effect of adaptor duration on the resulting aMAE, and the
decay of the aftereffect after adaptation ends. One question
raised by the first issue is whether the amount of aftereffect
shift differs after 5 seconds versus 1 second of adaptation.
For the data from rightward adaptation in the left hemifield
and leftward adaptation in the right hemifield, the adaptor
direction x duration interaction is significant@F(1,7)
55.66; Greenhouse–Geisser correctedp,0.05] and is pre-
sented in Fig. 4.

This significant interaction contrast is clearly due to the
differences in adaptor movement direction between the two
hemifields, rather than due to the adaptor durations. Hence,
another method for analyzing these data is to equalize the
aftereffect shifts across hemifield/direction; that is, to mea-
sure their magnitudes due to adaptor motion toward the mid-
line regardless of the hemifield. This would then allow after-
effect shifts for the same adaptor duration to be combined
across the two adaptor hemifields/directions without their op-
posing directions canceling out, and thus increase the statis-
tical power of the comparison between 1 and 5 s adaptation.

To equalize aftereffect shifts, the percent ‘‘right’’ re-
sponses for rightward adaptation in the left hemifield are
converted for each listener to their corresponding shift if the
adaptor had been moving leftward instead. Specifically, a
reflection in the psychometric scatter is made about the zero
test probe velocity point on the abscissa, and then comple-
mented about the ordinate axis.1 Data from rightward adap-
tation in the left hemifield were converted for all listeners in
this manner and then analyzed with data for leftward
adaptation in the right hemifield. A 4-factor

FIG. 3. Mean results presented as percent ‘‘right’’ responses after averaging
across the test probe movement level, with an estimate of the pooled stan-
dard error. Test delays are presented along the abscissa~shading!. Columns
and rows are otherwise the same as for Fig. 2.

FIG. 4. Effect of 1 vs 5 seconds of motion adaptation, with an estimate of
the pooled standard error. Data are presented as percent ‘‘right’’ responses
averaged across all levels of test motion and delays for the two adaptor
directions and hemifields.

3117J. Acoust. Soc. Am., Vol. 115, No. 6, June 2004 M. F. Neelon and R. L. Jenison: Temporal tuning of auditory motion aftereffects



ANOVA (hemifield/direction3adaptor duration3test delay
3test motion)2 on these results revealed a significant main
effect of adaptor duration@F(1,7)55.66; Greenhouse–
Geisser correctedp,0.05]. Hence, when aftereffects are
equalized for an adaptor direction, 5 seconds of adaptation
does produce a slightly greater aMAE shift than does
1-second adaptation~mean of 5 s adaptation573.63% equal-
ized ‘‘right’’ responses; mean of 1 s adaptation570.62%
equalized ‘‘right’’ responses!.

2. AMAE magnitude for 1-second adaptation

The previous result indicates that aftereffect strength is a
positive function of adaptor duration. However, the small
percentage difference between the two durations~as mea-
sured in the average equalized percent ‘‘right’’ responses!
suggests at first glance that the aMAE grows compressively
with adaptor duration, with most of the effect arising after a
single pass of a moving adaptor. This raises the question of
how the aftereffect magnitude created from exposure to a
single moving source compares to those generated in previ-
ously published studies after much longer adaptation periods.

The aMAE magnitude provides a single summary mea-
sure of the strength of the aftereffect in terms other than
percent ‘‘right’’ responses. Two published measures of the
aMAE magnitude are~1! the percentage area difference be-
tween the psychometric functions created by moving and
stationary adaptors~Grantham, 1998!; and ~2! the bias pa-
rameter estimated from functions fitted to the psychometric
curves~Neelon and Jenison, 2003!. The later technique ex-
presses the aMAE magnitude as the speed of a hypothetical
moving test sound which should appear stationary to the lis-
tener after adaptation. For example, Donget al. ~2000!
adapted listeners to broadband noise moving in a horizontal
arc between615° for a period of 2 minutes. Using probit
analysis~Finney, 1971! to estimate the point at which listen-
ers should respond to a moving test stimulus leftward or
rightward equally often, the authors reported for four listen-
ers an average aMAE magnitude of near 3 deg/sec created by
an adaptor speed of 20 deg/sec.

For comparison with the results of Donget al., magni-
tudes for our listeners were estimated from the bias param-
eters of logistic fits to the psychometric functions. This func-
tion is described by

f ~x!510031/~11e2(X2a)/b!, ~1!

wherea andb are free parameters minimized to best fit the
observed data, andX is the vector of test stimuli motion
values (610, 6, and 2 d/s!. a represents the test stimulus
which should appear stationary after adaptation~i.e., the 50%
performance point, or the overall bias in listeners’ responses!
and is used as a summary measure of the magnitude of the
motion aftereffect for each listener. If a motion aftereffect is
present, then adaptation to leftward motion should produce
negative aMAE magnitudes; that is, a slightly leftward mov-
ing test stimulus should appear stationary after adaptation
~vice versa for rightward adaptor motion!.

Bias terms were estimated for 1 s second adaptation at
the 3 test delays for rightward motion in the left hemifield
and leftward motion in the right hemifield~i.e., the quadrants
in which aftereffects were present! for all data over the rel-
evant blocks. These values are presented in Table I.

To calculate the grand average aMAE magnitude across
all listeners and all irrelevant experimental conditions, these
terms were first averaged across test delays~the subcolumns
in Table I!. The resulting values were then averaged again for
each listener across the adaptor direction/hemifield~super-
columns in Table I! by reversing the sign of the aMAE mag-
nitudes for leftward motion in the right hemifield. This pro-
cess combined results across the two directions while
preserving individual differences in degree and sign of the
magnitudes~Neelon and Jenison, 2003!. The end result was a
single estimate of the aMAE magnitude for each listener for
1 s adaptation, averaged across hemifield, direction, and test
delay. Averaged once more across all 8 listeners~rows in
Table I!, the grand mean aMAE magnitude produced by 1
second of motion adaptation in this study was 6.63 deg/sec
~4.52 deg/sec standard deviation!.

It is impressive that the grand average aMAE magnitude
for 1 second of adaptation in this experiment is almost twice
as large as that reported in Donget al. ~2000! for 2 minutes
of adaptation to a real moving source. There are at least two
explanations for this larger magnitude rather than concluding
1 second of motion adaptation is equivalent to 120 seconds.
First is the slightly faster adaptor speed used in this experi-
ment compared to that used by Donget al. ~30 deg/sec vs. 20
deg/sec, respectively!. However, they also found that aMAE
magnitudes increased as a negatively accelerating function of
adaptor speed, suggesting that the aMAE magnitude reported
here should not be 100% larger for an adaptor only 50%
faster. This raises a second, perhaps more likely explanation

TABLE I. AMAE magnitudes resulting from 1 second of adaptation.

Rightward motion in left hem Leftward motion in right hem

0 s delay 2
3 s delay 1

2
3 s delay 0 s delay 2

3 s delay 1
2
3 s delay

Listener 1 6.32°/s 7.05 7.98 25.42 26.73 25.85
2 2.57 1.97 0.53 24.95 24.01 23.50
3 0.74 4.08 1.95 0.89 1.63 21.00
4 5.05 3.26 1.82 29.01 25.00 23.62
5 12.99 11.21 10.02 212.27 28.96 29.11
6 12.37 4.47 6.19 244.41 27.26 210.23
7 3.82 2.80 1.88 24.27 23.56 24.98
8 14.69 8.50 6.38 210.93 28.43 28.56
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for this difference: that adaptation builds up over the entire
course of the 10 minute long block for the 1-second adaptor
duration to create the observed motion aftereffects. This
question is addressed in more detail later.

It is also apparent from Table I that there were large
individual differences in the data reported here. This may be
one consequence of the briefer adaptation durations used
here, or it may also stem from the limited number of test
probe movement values. Nonetheless, it seems that for many
listeners a single pass of a moving sound is enough to create
dramatic biases in subsequent auditory motion judgments,
which suggests a very quick onset of the modulating effect of
preceding motion on subsequent motion perception. This
rapid modulating effect appears to be consistent with find-
ings in the physiological literature that only a brief exposure
to auditory motion is necessary to dramatically alter the re-
ceptive fields of brainstem and cortical auditory neurons, and
by extension, the possible perception of auditory motion
~Spizter and Semple, 1998; McAlpineet al., 2000; Malone
et al., 2002!.

C. Effect of test delay on aMAE

The second fundamental question this experiment inves-
tigated was whether the measured strength of the auditory
motion aftereffect would change as the presentation of the
test stimulus was progressively delayed after cessation of the
moving adaptor. As discussed in the Introduction, there are
data showing that IC neurons may exhibit auditory motion
direction selectivity only for very brief durations~500 ms or
less! ~McAlpine et al., 2000!: if the units are given time
beyond this amount to recover from their initial response to
sounds moving into their receptive fields, skewed responses
for particular motion directions disappear. These data suggest
that potential aMAEs would be strongest immediately after
exposure to auditory motion, and should decay if measured
more than 500 ms after exposure.

On the other hand, psychophysical experiments have
shown that the effects of adaptation after minutes-long expo-
sure to auditory motion may themselves last on the order of
minutes or longer~Ehrenstein, 1994; Donget al., 1999!.
These behavioral results are complemented by recent physi-
ological data showing that the neural adaptation to dynamic
auditory stimuli may grow over time and last longer than 500
ms ~Saneset al., 1998; Maloneet al., 2002!. The current

experiment was designed to explore these issues by delaying

the presentation of the test stimulus by 0,2
3, or 12

3 seconds
after the adaptation ended.

Analysis once again focuses only on those adaptor
hemifield/direction combinations that produced reliable af-
tereffects. Figure 5 graphs percent ‘‘right’’ responses as a
function of the adaptor duration~symbol! by the test delay
(x-axis!, averaged across test stimuli movement, for right-
ward adaptors in the left hemifield (A) and leftward adaptors
in the right hemifield (B). The interaction
(hemifield/direction3adaptor duration3test delay) pre-
sented in this figure is significant@F(2,14)54.49;
Greenhouse–Geisser correctedp,0.05]. A partial interac-
tion analysis on the data in Fig. 6~a! reveals a significant
effect of adaptor duration3delay @F(2,14)54.68;
Greenhouse–Geisser correctedp,0.05]. Post-hoc analyses

~Tukey’s HSD! showed that performance at2
3 and 12

3 s test

delays for the 5 s adaptor differ significantly from the 12
3 s

test delay for the 1 s adaptor (p,0.014; p,0.022, respec-
tively!. Further, for the 1 s adaptor by itself, the difference in

performance between the 0 and 12
3 s test delays is marginally

significant (p,0.074).

FIG. 5. Percent ‘‘right’’ responses as a function of
adaptor duration~line type! and test delay~abscissa! for
rightward adaptation in the left hemifield (a) and left-
ward adaptation in the right hemifield (b), averaged
across test stimuli movement, with an estimate of the
pooled standard error.

FIG. 6. Idealized response of a cortical auditory motion-sensitive neuron to
static and moving sound sources~line type! ~based upon Maloneet al.,
2002!. Solid arrows depict adaptor movement in the left hemifield from the
present experiment.
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The partial interaction of the data from leftward adaptor
motion in the right hemifield@Fig. 6~b!#, however, shows the
difference between 1 s and 5 s adaptors across the test delays
to be only marginally significant@F(2,14)53.16; Huynh–
Feldt correctedp,0.75]. Though the pattern of results ap-
pears to be similar to the left hemifield results for 0 and2

3 s
test delays, there is little difference in the aftereffect for the

two durations at the 123 s test delay.
As was done for the effects of adaptor duration in the

previous section, the results of the two adaptor hemifields/
directions were equalized to examine the overall effects of
test delay. A 3-factor ANOVA on these equalized percent
‘‘right’’ responses confirms the significant interaction be-
tween adaptor duration and test delay@F(2,14)54.5;
Greenhouse–Geisser correctedp,0.05]. A post-hoc test
~Tukey’s HSD! reveals that the result for the 5 s adaptor
measured at a23 s test delay, across the hemifield/direction, is
significantly different from those for the 1 s adaptor at23 and

1 2
3 s test delays (p,0.04 andp,0.013, respectively!.

This analysis of the effects of delaying the presentation
of the test stimulus has produced the following results. For 1
second of auditory motion exposure, the aMAE is strongest
immediately after exposure ends and declines significantly
over a period of almost 2 seconds. The trend of this result
initially appears to correspond with the McAlpineet al.
~2000! finding that motion direction selectivity, and by ex-
tension a possible source of the aMAE, arises from very brief
neural adaptation to auditory motion.

However, for 5 seconds of auditory motion exposure, the
aMAE appears to be equally strong up to approximately 2
seconds after adaptation ends. This increasing duration of the
aMAE with increasing amounts of adaptation may reflect a
general trend that culminates with the prolonged aMAE that
has been reported after several minutes of motion adaptation
~Ehrenstein, 1994; Donget al., 1999!. This result is not pre-
dicted by models of auditory motion selectivity emerging in
the brainstem as a result of only brief adaptation~McAlpine
et al., 2000!, and may therefore reflect the effects of motion
adaptation across longer timescales and over greater physi-
ological regions.

Again, it must be kept in mind that any failure to find
even larger differences in the aMAE between 1 versus 5
seconds of adaptation may be the result of viewing the data
over entire block lengths. The total motion exposure in the
two adaptor durations over the course of an entire block may
be much more similar than that caused by 1 versus 5 seconds
of adaptation in isolation. This possible effect of block length
is explored in the next section.

D. Effects of first versus last third of blocks

As noted earlier, experimental blocks lasted between
10–12 minutes on average for 1-second adaptor durations,
and between 21–23 minutes for 5-second adaptor durations.
Listeners were thus exposed to substantial amounts of audi-
tory motion by the end of any single experimental block
regardless of the number of moving stimuli heard on each
individual trial. This raises the possibility that the lack of

more obvious differences between 1 and 5 seconds adaptor
durations is due to the overall adaptation incurred over an
entire block.

This issue had been expected during the design of this
experiment and hence the presentation of the 6 test motion
levels (610, 66, 62 degrees! and the three test delays~0 s,
2
3 s, 12

3 s) were balanced so that equal numbers of each com-
bination were presented in three sections across the length of
a single experimental block. Specifically, three exemplars of
each combination of test motion and delay were presented in
the first, second, and third sections of a block~within each
section, however, the presentation order of the stimuli was
otherwise random!. This provided the opportunity to com-
pare effects of interest after approximately 3–4~7–8! min-
utes of overall motion exposure to 1-~5-!second adaptation
~i.e., first third of blocks! versus effects near the end of ex-
perimental blocks. Though it is clear that the first third of a
block for the 5-second adaptor is still longer than the first
third for the 1-second adaptor, these sections were compared
directly at this point for ease of analysis.

1. Effect of adaptor duration for first vs last 3rd of
block data

Analysis once again focuses only on those adaptor
hemifield/direction combinations that produced reliable af-
tereffects. Data from the first third of the experimental blocks
that induced aftereffects were analyzed in the 4-factor partial
interaction ANOVA used in the previous sections. As was
found for data over entire experimental blocks~Sec. III B I!,
the adaptor hemifield/direction3duration interaction over the
first 3rd of experimental blocks is significant, though its ef-
fect is considerably larger@F(1,7)521.58; Greenhouse–
Geisser correctedp,0.01]. When the data are equalized
across the hemifield/direction, the differences between the
adaptor durations in percent equalized ‘‘right’’ responses are
indeed slightly greater than was previously found for the data
over the entire experiment~mean of 5 s adaptation
574.83% equalized ‘‘right’’ responses; mean of 1 s
adaptation569.16% equalized ‘‘right’’ responses!.

This effect of adaptor duration disappears, however, by
the end of experimental blocks: the hemifield/direction x du-
ration interaction is no longer significant@F(1,7)50.002;
p.0.95] and the equalized difference between the two adap-
tor durations has all but vanished~a mean of 5 s adaptation
572.69% equalized ‘‘right’’ responses; mean of 1 s
adaptation572.57% equalized ‘‘right’’ responses!. This dif-
ference in the effect of adaptor duration between the first and
last third of experimental blocks confirms what was hypoth-
esized previously: the aftereffect created by 5 seconds adap-
tation is initially reliably stronger than that created from 1
second adaptation; however, the repeated presentation of
moving adaptors over the course of an entire experiment
eventually adapts listeners an equal amount, regardless of the
adaptor duration on individual trials.
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2. Effect of test delay for first vs last 3rd of block
data

The same ANOVAs described above indicate no signifi-
cant effects of delays for either the first or last 3rd of block
data at thep,0.05 criterion level. However, for both time
periods, the interaction between adaptor duration and test
delay is marginally significant (p,0.08). This suggests that
differences in the temporal decay of the aftereffect, as mea-
sured by the effect of test delay, may only emerge for the
different adaptor durations after prolonged exposure to audi-
tory motion ~e.g., over an entire experimental block!. It ap-
pears that the following conclusions may be drawn consid-
ering the results presented in sectionsC1 andC2: auditory
motion aftereffects become stronger and last longer as sub-
jects become more adapted to auditory motion over the
course of an experimental session, regardless of the duration
of sound motion on individual trials.

E. Asymmetrical aMAE.

An attempt is made here to explain the asymmetrical
aMAE seen in Figs. 2 and 3 using recent data on neural
response in mammalian primary auditory cortex~AI ! to
simulated auditory motion~Ahissaret al., 1992; Wilson and
O’Neill, 1998; Inghamet al., 2001; Maloneet al., 2002!.
These data show that the majority of neurons respond to
auditory motion in the contralateral hemifield and, further,
that many shift their receptive field response profiles toward
the direction of source motion. For nonhuman mammals,
maximal responses to static source position appear to occur
at lateral azimuths near the acoustic axis~Brugge et al.,
1996; Maloneet al., 2002!. Hence, for source motion near
midline ~such as used in this study!, these units should re-
spond more strongly to movement away from rather than
toward midline, and consequently lead to greater aftereffect
shifts toward the midline.

Figure 6 presents an idealized depiction of these re-
sponse changes~line type! for units hypothetically recorded
from right auditory cortex with maximal response to sources
near290° azimuth~illustrations are based upon data from
Maloneet al., 2002!. As can be seen, a source starting at the
midline and moving leftward~upper black arrow! should
evoke a much stronger neural response than a sound starting
at 230 degrees and moving rightward~lower black arrow!.
It is this response asymmetry between source motion into
and out of laterally centered receptive fields that may have
lead researchers to find a majority of neurons ‘‘preferring’’
contralateral rather than ipsilateral sound source motion
~Ahissar et al., 1992; Stumpfet al., 1992; Maloneet al.,
2002!. This asymmetry may arise from common response
adaptation as described in leaky integrate-and-fire neural
models~Gerstner & Kistler, 2002!, for example, rather than
reflect a specialized reaction to sound motion direction. More
relevant to the purposes of this work, this response asymme-
try for motion near the midline could provide the basis for
the asymmetrical aftereffects found in this experiment.

The difficulty with this portrayal of neural response to
auditory motion is that, at first glance, it appears to predict an
opposite aftereffect asymmetry to the one reported here. Spe-

cifically, for units with the best response near290° azimuth,
the response to leftward motion in the left hemifield~i.e.,
away from midline! should evoke the greatest response in
motion sensitive neurons and hence result in the greatest
adaptation; in contrast, rightward motion should produce
little activation and likewise little adaptation. This would im-
ply the creation of strong rightward aftereffects~i.e., bias
shifts toward the midline! for leftward motion adaptation and
no leftward aftereffects for rightward adaptation. But the
aMAE asymmetry reported here showed just the opposite
pattern: for motion in the left hemifield, strong aftereffects
appeared for rightward~toward midline! but not for leftward
adaptor motion.

One possible explanation for this mismatch would be if
maximal azimuthal responses in the human auditory cortex
occurs nearer to 0° rather than at the acoustic axis. In this
circumstance, motion toward the midline would create a
strong increase in neural response, which should result in
observable aftereffects away from the midline~and vice
versa for ipsilaterally directed adaptation!. Though data in
nonhuman mammals indicate that maximal spatial responses
fall at more lateral azimuths~Brugge et al., 1996; Malone
et al., 2002!, the distribution of receptive field maxima for
humans remains empirically unknown. This explanation of
the aMAE asymmetry must await confirmation by future
data on the spatial response properties of neurons in human
AI.

It should be noted that the asymmetrical aMAE seen
here has not been reported in previous studies investigating
the spatial extent of the auditory motion aftereffect
~Grantham, 1998; Donget al., 2000!. One source of this dis-
crepancy is most certainly the briefer adaptation times used
here versus those used in previous experiments. However, an
asymmetrical aMAE based on the adaptor direction may be
more robust to adaptation duration than implied by a super-
ficial comparison of the cited aMAE studies. Grantham
~1998! measured aftereffects after 30 seconds adaptation to
pass-band noise moving toward and away from the midline
in a single hemifield, though he did not test statistically for
any differences of the adaptor direction on aMAE magni-
tude. Nonetheless, a plot of his results~Fig. 13, 1998! sug-
gests that movement toward the midline may have produced
larger aftereffects than movement away from midline.

Donget al. ~2000! tested adaptation regions constrained
to single hemifields using only a rightward moving, 2-minute
adaptor. If their results were to parallel those found here,
then aMAE shifts would be seen only for adaptors in the left
hemifield ~i.e., movement toward the midline!. However,
plots of their data do not show significant differences in
aMAE magnitudes for rightward motion in the two hemi-
fields. The differences in the aMAE asymmetry between
these three experiments~including this one! thus appears to
be a function of the increasing adaptation periods used: a
significant aMAE asymmetry after 1–5 seconds of adapta-
tion ~reported here!, a slight aMAE asymmetry after 30 sec-
onds of adaptation~suggested in Grantham, 1998!, and no
apparent aMAE asymmetry after 120 seconds of adaptation
~Dong et al., 2000!. It is also possible that these differences
may reflect different adaptive processes: the depicted recep-
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tive field shifts underlie a true motion illusion with very
short time constants of growth and decay, while bi-
directional aMAEs arise from other, longer lasting response
changes.

Nonetheless, the imbalanced aMAEs found here and
suggested in Grantham’s plots after 30 seconds of adaptation,
may signify a real, robust difference in neural response to
sound motion toward versus away from the midline. The fact
that asymmetrical responses to sound motion have also been
found in mammalian AI~Jenisonet al., 2001! suggests a
possible cortical component to the auditory motion afteref-
fect. It remains to be determined whether extra-auditory cor-
tical areas also contribute to the aMAE, as has been demon-
strated for visual motion aftereffects~Culham et al., 2000;
Van Wezel and Britten, 2002!.

IV. CONCLUSIONS

This study investigated the temporal growth and decay
of the auditory motion aftereffect~aMAE! by manipulating
how much motion listeners were exposed to during adapta-
tion ~1 versus 5 seconds! and how quickly test stimuli were

presented following this exposure~0, 2
3, and 12

3 seconds de-
lay!. Regarding the effects of adaptor duration, 1 second of
exposure to auditory motion~i.e., a single pass of a moving
sound source! produced strong biases in response to the mo-
tion direction of subsequent test stimuli. This result is taken
as evidence of the rapid growth of the aMAE, and is consis-
tent with findings in the physiological literature that only
brief exposure to auditory motion is necessary to dramati-
cally affect the receptive fields of brainstem and cortical au-
ditory neurons and, by extension, the possible perception of
auditory motion~Spizter and Semple, 1998; McAlpineet al.,
2000; Maloneet al., 2002!.

However, 5 seconds of exposure to auditory motion gen-
erally produced stronger aMAEs. The apparently small in-
crease in the magnitude of the aMAE for 5 seconds relative
to 1 second of motion adaptation may also indicate that a
substantial amount of adaptation builds up after an entire
experimental session of motion exposure~e.g., lasting at
least 10 minutes or more!, regardless of adaptor duration on
individual trials. This hypothesis was further supported by
analyses showing that the differences in aMAE for the two
adaptor durations were greatest in the initial third of an ex-
perimental block~over the course of the first 4–7 minutes!,
and decreased by its end.

Concerning timing of the test stimulus presentation, the
aMAE was strongest immediately after adaptation ceased for
1 second of motion exposure on each trial, and decayed sig-

nificantly by 12
3 seconds. However, for 5 seconds of motion

exposure on each trial, the aMAE appeared as strong after

1 2
3 seconds as it was immediately after adaptation ends. This

argues that greater amounts of motion adaptation result in
longer lasting motion aftereffects~Dong et al., 1999!. The
stronger and longer lasting aMAEs for longer exposure to
auditory motion further suggest that models of motion selec-
tivity in inferior colliculus relying on very brief forms of
adaptation@e.g.,,500 ms~Cai et al., 1998; McAlpineet al.,
2000!# may not be able to completely account for all aspects

of the auditory motion aftereffect. These differences between
1 and 5 seconds of adaptation may also imply two compo-
nents to the aMAE: a short time-constant motion illusion
~i.e., a true motion aftereffect!, and a longer time-constant
motion desensitization in the direction of adaptation~i.e.,
response bias! ~Grantham, 1998!.

Finally, one of the most dramatic findings of this experi-
ment was also one of the least expected: aftereffects arising
from both adaptor durations were produced only by stimuli
moving toward but not away from the midline~that is, after-
effects were only seen as shifts away from the midline!. This
result is not congruent with previous studies reporting
equivalently strong bi-directional aftereffects for adaptation
regions across635 deg of the midline~Dong et al., 2000!.

Ultimately, it is possible that the auditory motion after-
effect arises from both the long- and short-term adaptation of
cells at multiple brainstem and cortical sites. One caveat that
must be kept in mind when trying to explain the behavioral
results seen here using neurophysiological data is that many
of the aforementioned physiological studies measured neural
responses using tonal stimuli varying only in phase differ-
ences~Spitzer and Semple, 1993; 1998; McAlpineet al.,
2000; Maloneet al., 2002!. The experiment reported here
used virtual auditory motion stimuli which incorporated all
natural auditory spatial cues~ITD, ILD, monaural spectral
cues!. Given the convergent projections from the superior
olive to the inferior colliculus and beyond, as well as the
myriad cortico-cortical and cortico-collicular loops in the au-
ditory system~Winer et al., 1998; Kaaset al., 1999; Thomp-
son and Schofield, 2000!, the presentation of stimuli rich in
spatial cues could produce quite dramatic responses to audi-
tory motion across the entire auditory system. A complete
explanation of the aMAE must await more detailed informa-
tion on how the human auditory system responds to and
encodes sound motion.
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1As an example, if a listener reported a12 deg/sec test stimulus was mov-
ing rightward 20% of the time after rightward adaptation~i.e., a typical
leftward aMAE!, then the corresponding result for hypothetical leftward
adaptation should be that a22 deg/sec test stimulus would be labeled as
moving rightward 80% of the time~i.e., a rightward aMAE!.

2Even though adaptor hemifields/directions have been equalized in this
analysis, there still may be differences in the aMAE between these two
conditions.
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A human psychoacoustical experiment is described that investigates the role of the monaural and
interaural spectral cues in human sound localization. In particular, it focuses on the relative
contribution of the monaural versus the interaural spectral cues towards resolving directions within
a cone of confusion~i.e., directions with similar interaural time and level difference cues! in the
auditory localization process. Broadband stimuli were presented in virtual space from 76 roughly
equidistant locations around the listener. In the experimental conditions, a ‘‘false’’ flat spectrum was
presented at the left eardrum. The sound spectrum at the right eardrum was then adjusted so that
either the true right monaural spectrum or the true interaural spectrum was preserved. In both cases,
the overall interaural time difference and overall interaural level difference were maintained at their
natural values. With these virtual sound stimuli, the sound localization performance of four human
subjects was examined. The localization performance results indicate that neither the preserved
interaural spectral difference cue nor the preserved right monaural spectral cue was sufficient to
maintain accurate elevation judgments in the presence of a flat monaural spectrum at the left
eardrum. An explanation for the localization results is given in terms of the relative spectral
information available for resolving directions within a cone of confusion. ©2004 Acoustical
Society of America.@DOI: 10.1121/1.1736649#

PACS numbers: 43.66.Qp, 43.66.Ba, 43.66.Pn@LRB# Pages: 3124–3141

I. INTRODUCTION

The interaural time and level difference cues extracted
by the auditory system are spatially ambiguous in elevation
angle as a consequence of the rather symmetrical arrange-
ment of the ears on either side of the head. This spatial
ambiguity is referred to as the cone of confusion~Wallach,
1939!, and can be resolved using spectral cues associated
with the acoustic filtering of the external auditory periphery.
The external ears filter sound differently depending on the
direction of the sound source relative to the ears. However,
exploiting these cues for localization implies that the spec-
trum of the sound source is known, at least in part,prior to
the acoustic filtering of the external auditory periphery. Of
course, the spectrum of the sound source cannot be knowna
priori . The question of how the auditory system disambigu-
ates the ear-filtered spectrum from the spectrum of the source
remains unanswered. Nevertheless, the auditory localization
system demonstrates a remarkable capacity for localizing

transient, broadband sounds with random and widely varying
sound spectra~see Macpherson and Middlebrooks, 2003;
Wightman and Kistler, 1997!.

The dependence of human auditory localization on the
monaural versus the interaural spectral cues has been the
focus of copious research with interesting, but also conflict-
ing results~e.g., Butler, 1969a,b; Duda, 1997; Gardner, 1973;
Hebrank, 1976; Hebrank and Wright, 1974; Jankoet al.,
1997; Macpherson and Middlebrooks, 2003; Searleet al.,
1975; Wightman and Kistler, 1997, 1999!. Numerous psy-
chophysical methods have attempted to reduce the signifi-
cance of the interaural time difference~ITD! and interaural
level difference1 ~ILD ! cue in order to focus on the spectral
cues. Such methods involve:~1! restricting sound locations
to the midsagittal plane and listening binaurally or blocking
one ear so that monaural and binaural sound localization can
be compared~Butler, 1969a; Gardner, 1973; Hebrank and
Wright, 1974!; ~2! using headphones to present diotic sound
stimuli with correct spectral cues for only one ear~Searle
et al., 1975!; ~3! using spectrally irregular sounds~Macpher-
son and Middlebrooks, 2002; Wightman and Kistler, 1997!;
~4! filling in the pinna cavities of the ear and thus unilaterallya!Electronic mail: craig@ee.usyd.edu.au
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or bilaterally degrading the spectral cues~Gardner, 1973!.
The primary novelty of the work presented here is the use of
virtual auditory space so that the binaural difference cues
~overall ITD and overall ILD! can be preserved and the mon-
aural spectral cues disrupted. In addition, we present a new
information-theoretic analysis of the spectral cues that clari-
fies the relative importance of the monaural and interaural
spectral cues.

II. METHODS

A. Listeners and localization paradigm

Four subjects~3 male, 1 female! participated in the lo-
calization experiments. Three of the subjects were authors of
the paper and one subject was naive as to the purpose of the
experiment. Each participant was an unpaid volunteer with
normal hearing~as verified by an audiometric examination!.
All of the subjects were experienced listeners and had par-
ticipated in previous localization experiments within the
laboratory. The sound localization experiments were con-
ducted in an anechoic chamber using a head-pointing local-
ization paradigm that has been described in detail previously
~Carlile et al., 1997!. The sound stimuli were presented in
virtual auditory space using the ER-2 insert earphones~Ety-
mōtic Research! that are designed to produce an approxi-
mately flat frequency response, within 3 dB, at the human
eardrum over the frequency range 300 Hz to 10 kHz. The
subject’s head position was continuously monitored using an
electromagnetic sensor system in which the receiver was at-
tached to a headband worn by the subject. Prior to the VAS
localization tests, the four subjects were first trained in the
free-field acoustic environment to accurately use head point-
ing to indicate the location of a broadband sound source. A
single localization trial consisted of the following steps.

~1! The subject stood on a platform in the darkened anechoic
chamber and oriented himself/herself with the calibrated
start position of~0,0!, indicated by LED light feedback.

~2! The subject pressed a push button indicating his/her
readiness, after which the sound stimulus was played
over the earphones.

~3! The subject turned and pointed his/her head in the per-
ceived direction of the sound source.

~4! The subject pressed the push button to indicate his/her
completion of the head-pointing task, after which the
response direction as measured by the electromagnetic
sensor system was logged by the controlling computer.

B. Measuring directional transfer functions

The pressure transformation from a location in space to
the listener’s eardrum is referred to as the head-related trans-
fer function~HRTF!. There is a different HRTF for each ear
and each direction in space. A set of HRTFs was recorded for
each of the four subjects who participated in the VAS local-
ization experiments. Recordings were carried out in a triple-
walled anechoic sound chamber. Inside the chamber was a
height-adjustable platform used to position the subject so
that his/her head was in the center of the room. There was
also a robotic arm inside the chamber configured as a

double-hoop system that could revolve about the subject.
The robotic arm was able to position a loudspeaker accu-
rately ~within a fraction of 1 deg! at points on an imaginary
surface of a sphere 1 meter in radius and centered about the
subject’s head. The HRTF measurements were made for both
ears simultaneously using a ‘‘blocked ear’’ recording tech-
nique with a small Sennheiser electret microphone~KE4-
211-2! placed in each ear~Møller et al., 1995!. For each
subject, 393 HRTF measurements were made at locations
evenly distributed around the subject’s head. In order to im-
prove the signal-to-noise ratio, digitally constructed Golay
codes with a 1024 length were used as the recording stimu-
lus. The response of the microphone was bandpass filtered
from 200 Hz to 16 kHz, digitized at 80 kHz, and averaged
over 16 repetitions of the stimulus. The standard processing
technique for Golay sequences was then used to derive the
impulse responses~see Zhouet al., 1992!. The transfer func-
tion of the external ear was obtained by deconvolving the
response of the microphone in the free field from the re-
sponse recorded at the entrance to the blocked ear~see Me-
hrgardt and Mellert, 1977; Pralong and Carlile, 1994; Wight-
man and Kistler, 1989!. The free-field calibration of the
recording system was recorded without the subject in the
anechoic chamber and at the position corresponding to the
center of the subject’s head.

The directional transfer functions~DTFs! were derived
from the HRTFs as described in Middlebrooks and Green
~1990!. First, the average log-magnitude spectrum was cal-
culated across all 393 positions to provide an estimate of the
location-independent transfer function. The location-
independent transfer function was then deconvolved from the
HRTFs to obtain the DTFs. The virtual-space sound stimuli
were constructed by convolving the stimuli with the mea-
sured DTFs. The sound stimuli were presented to the sub-
jects using the ER-2 earphones. The ear-canal resonance, al-
though not present in the blocked ear recording, is not
reintroduced by the earphones and was not compensated for
when synthesizing virtual noise stimuli using the DTFs. The
reasons for ignoring this detail are that:~1! accurate localiza-
tion of broadband noise stimuli is empirically obtained with-
out simulating the ear-canal resonance~see Carlileet al.,
1997, for details!, and~2! the ear-canal resonance generally
occurs between 3 and 4 kHz and does not play a significant
role with respect to the high-frequency~.5 kHz! spectral
cues of the outer ear~see Blauert, 1997!, which are the pri-
mary focus of this work. To assess the quality of the DTF
measurements and the virtual-space sound stimuli, the sub-
jects’ VAS localization performance was compared with their
free-field performance~data presented in Sec. V A!. We refer
to this step as empirical validation of the DTF filters and
have found that most subjects can accurately localize sounds
filtered with DTF filters.

C. The VAS stimuli

Four different sound conditions were used in the VAS
localization experiments. These sound conditions differed by
the manipulations applied to the frequency magnitude spec-
trum of the subjects’ DTF filters. Specifically, as discussed
below, there were two control conditions~A and B!, a ver-
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idical interaural~VI ! condition, and a veridical right~VR!
condition. For each condition in which the DTF magnitude
spectra were modified, minimum-phase filter approximations
were used to generate new FIR filters. When using the
minimum-phase filters, the relative phase delay~ITD! be-
tween the original left and right filters was analytically de-
termined by filtering a low-pass~4-kHz cutoff! noise stimu-
lus with the filters and then calculating the delay
corresponding to the peak of the cross correlation between
the signals. This relative phase delay was then modeled by
applying an appropriate all-pass delay to the minimum-phase
filters. Kulkarni et al. ~1999! have recently observed that
there can be an intrinsic phase delay between the filters for
the left and right ears that should be taken into account when
creating the all-pass delay. This phase correction was not
applied in this work when generating the all-pass delay.
However, we empirically demonstrate control-level localiza-
tion performance~control B sound condition, see below! for
the minimum-phase DTF filters, so the intrinsic phase delay
errors are presumably small.

The noise stimuli consisted of Gaussian noise~300 to
14 000 Hz, 150-ms duration with 10-ms raised-cosine onset
and offset ramps! that was regenerated for each localization
trial. In the control A sound condition, the virtual noise
stimuli were digitally filtered with the subjects’ original DTF
filters for the left and right ear. In the control B sound con-
dition, the virtual noise stimuli were filtered using a
minimum-phase approximation of the subject’s DTF filters
with an all-pass delay applied to model the ITD as described
above. In the two test sound conditions, the magnitude of the
frequency spectrum of the DTF filter for the left ear was
made spectrally flat between 300 and 14 000 Hz for all target
locations. This resulted in sound stimuli with a flat frequency
spectrum being presented to the left eardrum regardless of
the direction of the virtual source. The sound-pressure level
of the noise stimuli at the left ear was then adjusted so that
averaged across frequency it was equal to that of the corre-
sponding control stimulus for that ear and location@Fig.
1~a!#. After setting the filter for the left ear, the magnitude of
the frequency spectrum of the right ear’s filter was deter-
mined. In the VI sound condition, an effort was made to
preserve the interaural spectral difference~ISD! cue by spec-
trally shaping the filter for the right ear. In the VR sound
condition, the original and spectrally correct right-ear DTF
filter was used, resulting in an incorrect ISD cue.

In order to clarify the description of the sound condi-
tions, the spectra of example sound stimuli for the location
~240°,0°! are shown in Fig. 1. Consider first the left mon-
aural spectra. The spectrum for the control sound stimulus
shows a broad peak around 5 kHz, a notch around 8 kHz
~indicated by an arrow!, and another broad peak between 12
and 14 kHz. In contrast, the magnitude spectrum of the left
sound stimulus for both the VI and VR sound conditions has
been flattened and is at roughly the same level across fre-
quency. The levels of the spectra for the VI and VR sound
stimuli have been set at the linear average level across fre-
quency corresponding to the control sound stimulus. Note
that this results in varying level changes across frequency, so
that, for example, at 5 kHz the test sound stimuli are roughly

6 dB lower than the control stimulus, while at 7 kHz they are
approximately 8 dBhigher. Consider next the right monaural
spectra. In this case, the control sound stimulus and the VR
sound stimulus have a similar spectral shape. The spectrum
of the VI sound stimulus, on the other hand, has level
changes across frequency that correspond to theopposite or
negativeof the level changes in the left ear. These level
changes preserve the interaural spectral differences. This is
shown in Fig. 1~c!, where the shape of the interaural spectra
for the control and VI conditions are well matched. For ex-
ample, the interaural spectral notch at 7 kHz~indicated by
the arrow! is preserved for the VI sound condition, but re-
moved for the VR sound condition.

The crux of the method for this experiment, then, was
how to shape the frequency spectrum of the right ear’s DTF
filter in order to preserve the ISD cue for a specified target
location despitethe flat sound spectrum present at the left
eardrum. To accomplish this task, we made the simplifying
approximation~justified below! that a sound’s cochlear exci-
tation pattern can be estimated by a smoothed version of the
logarithm of the magnitude of the sound’s frequency spec-
trum. The logarithm was applied to approximate the cochlear
compression of the signal, and a moving average was applied
to improve the spectral inversion process, which involves
dividing one spectrum by another. With this approximation,
the ISD excitation pattern was calculated as the difference
between the smoothed magnitudes of the left and right sound
spectrums on a logarithmic~or decibel! scale. If the ISD

FIG. 1. Spectra corresponding to the three sound conditions for the location
~240°,0°! are contrasted in each plot. The plots show in top-down order: the
spectra corresponding to the left ear, the right ear, and the interaural differ-
ence spectra.
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excitation pattern is defined as the left excitation pattern mi-
nus the right excitation pattern, e.g.,

ISDe.p.5Lefte.p.2Righte.p.,

then the sound excitation pattern required at the right ear-
drum is simply the left excitation pattern minus the ISD ex-
citation pattern

Righte.p.5Lefte.p.2ISDe.p..

A detailed list of the methodological steps used to generate
the stimuli for the VI sound condition is given in Appendix
A.

The validity of the sound stimuli derived using the
above spectral manipulations was checked using the Glas-
berg and Moore cochlear excitation pattern model~see Ap-
pendix B for a description of the model!. After the sound
stimuli for the VI condition were generated for a particular
target direction, its ISD excitation pattern was calculated us-
ing the Glasberg and Moore model. If the approximations
made above were reasonable, then this ISD excitation pattern
should be similar to the ISD excitation pattern calculated for
the control sound condition for a source at the same location.
A graphical comparison of the differences between the ISD
excitation patterns for the control sound condition and the VI
sound condition is shown in Fig. 2. The graphs show that
although the approximations made were not perfect, the ISD
excitation patterns were very similar given the amount of
spectral variation associated with adjacent spatial locations.
That is to say, the spectral variation between the ISD excita-
tion patterns for the control and VI sound conditions was
much less than the spectral variation between the ISD exci-
tation patterns for adjacent locations. It is also evident that
larger errors were made at the higher frequencies. In order to
quantify these results, the mean-square difference across fre-
quency between the corresponding ISD excitation patterns of
the VI sound condition and the control sound condition was
calculated~i.e., the error in the VI excitation patterns was
calculated for each frequency, squared, and then averaged
across frequency!. A similar analysis was also applied to the
spectral difference between the ISD excitation patterns for
neighboring spatial locations separated by 10° of spherical
angle in the control sound condition. The mean-square errors
described above were calculated and averaged over the full
database of DTF filters. It was found that the spectral differ-
ence errors associated with the VI sound condition were ap-
proximately 60 percent smaller than the spectral difference
associated with the ISD excitation patterns of neighboring
locations separated by 10° of spherical angle. This suggests

that the approximations used to generate the sound stimuli
for the VI sound condition were reasonable, at least for the
task in question.

D. Testing procedure

For each sound condition, the four subjects performed
five repeat localization tests at each of 76 test locations
evenly distributed around the sphere within640° of eleva-
tion. The same 76 test locations were used for each sound
condition. In order to ensure that the listeners were not bi-
ased by an unbalanced attraction of localization responses to
a particular region of space, the sound stimuli for the two test
conditions~VI and VR! were randomly interleaved with the
control sound stimuli, from the control A sound condition
~see Sec. II C!. The randomization was performed such that
the three stimulus types were evenly balanced across three
sound lists. Each sound list contained 76 interleaved sounds
that were identified with a random sequence of the 76 test
locations. A different random sequence of locations was used
for every trial, with the constraint imposed that across the
three sound lists each stimulus type would be presented from
each of the 76 test locations once. Because the sequence of
locations was randomized for every trial, it would be virtu-
ally impossible for a listener to anticipate the location of a
sound source. The localization tests for the control B sound
condition were performed separately in five repeat localiza-
tion trials containing a random sequence of the 76 test loca-
tions.

As this experiment involved stimuli that were not natu-
ral, it should be made clear that none of the subjects reported
a break in their perceptual spatialization of the sound stimuli.
Subjects did at times report ‘‘spatial broadness and blurring,’’
but none of the subjects observed multiple images or ‘‘in-
the-head’’ listening or lateralization of the sound stimuli. The
subjects were instructed to point their nose in the direction of
the sound source, with no explicit instructions given regard-
ing spatially broad sound images. Also, when performance
on early control blocks was compared with later control
blocks, no learning effects were observed in these subjects.

III. GRAPHICAL PRESENTATION OF LOCALIZATION
DATA

Scatter plots have been used to display the localization
data for the test sound conditions because there were many
large localization errors and these plots render a relatively
‘‘clean’’ picture of the data. In addition, spherical and circu-
lar statistics provided a convenient means for analyzing the
sound localization data visually as well as numerically. Be-

FIG. 2. The ISD excitation pattern for the VI sound
condition is compared with that for the control sound
condition at three neighboring locations~in degrees of
azimuth and elevation!: ~a! ~0°,10°!; ~b! ~0°,0°!; ~c!
~10°,0°!. Although there is a consistent difference of a
few dB at the high frequencies between the control and
VI sound condition, the change at the high frequencies
between neighboring positions on the sphere is much
greater.
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cause a complete description of these graphical methods is
rather lengthy, a detailed presentation has been reserved for
Appendix C and only a brief presentation is provided here.
With respect to describing the statistics and the localization
data, it is important to note that we use the lateral–polar
angle coordinate system, where the lateral angle indicates the
angle of incidence with respect to the midsagittal plane and
the polar angle indicates the angle around the interaural axis.
The method of spherical statistics is well suited to the task of
describing the global distribution of the localization re-
sponses for all spatial directions about the subject. The
spherical correlation coefficient, mean spherical angle error,
and front–back error rates were statistical quantities used to
describe the data. Circular statistics, in contrast to spherical
statistics, is well suited to describing the distribution of the
polar angle component of the localization responses. In this
context, the correspondence between the response and target
polar angles was analyzed visually using plots that are re-
ferred to here as circular hair plots. The utility of these plots
over scatter plots is that the clustering of polar angle re-
sponses to one direction, as might be expected because a flat
spectrum stimuli was continuously presented to the left ear,
becomes much more readily apparent. Also, the von Mises
distribution was used to model the polar angle data and a
nonparametric homogeneity test know as the WWM test was
used to statistically compare two different polar angle data
distributions.

IV. MUTUAL INFORMATION AND THE CONE OF
CONFUSION

Information theory was used to theoretically compare
the amount of information contained within the monaural
and interaural spectral cues. The analysis was aimed at dif-
ferentiating which spectral cue provides more information
for resolving directions within a cone of confusion. To this
end, the average mutual information between spectral cue
and location was examined for 32 different cones of confu-
sion spaced every 5 deg in lateral angle from280° to 80°.
Importantly, the mutual information was calculated based on
cochlear excitation patterns corresponding to stimulus spec-
tra and is a theoretical quantity that is later compared with
observed performance data. A detailed presentation of the
mutual information analysis is provided in Appendix D.

V. RESULTS

A. Psychophysical validation of the fidelity of VAS

The validity of each subject’s measured acoustic transfer
functions was assessed by comparing his/her free-field sound
localization performance with his/her VAS localization per-
formance in a set of validation localization trials. As with all
of the localization experiments, the subjects performed 5 re-
peat localizations for 76 test locations. Note that the valida-
tion localization data are separate and in addition to the con-
trol localization data obtained in the main experiment.
Localization performance for all subjects was evaluated both
visually and statistically using the methods of spherical sta-
tistics ~Appendix C 2!. The localization data indicated that
accurate localization performance was obtained in VAS as

well as in the free field~see Table I!. Although there was a
definite increase in the percentage of front–back errors for
Subjects A and D in the VAS as compared to the free-field
condition, this increase is small compared to the increase
obtained in the test conditions of the main experiment. In
addition, an increase in front–back errors is a common oc-
currence with most VAS presentations~see Carlileet al.,
1997!. Since conclusions are only drawn from comparisons
between test and control conditions, the statistical data for
the validation localization trials indicate that the DTF filters
properly rendered the acoustic filtering of the subjects’ exter-
nal auditory periphery.

B. Control localization performance

The subjects’ localization performance in the two con-
trol sound conditions was measured and compared with their
corresponding localization in the VAS validation trials. The
purpose of the comparisons was to check that the perfor-
mance effects of interleaving the sounds~control A! and us-
ing a minimum-phase filter approximation~control B! were
relatively small compared with the performance effects seen
across the two test sound conditions. A statistical summary
of the localization performance results for both control sound
conditions is given in Table II. In the control A sound con-
dition the mean spherical correlation coefficient across all
subjects was 0.90, which was indicative of accurate localiza-
tion performance similar to that obtained in the VAS valida-
tion trials. In the control B sound condition, the subjects also
demonstrated accurate localization performance, with a mean
spherical correlation coefficient across all subjects of 0.89
and the lowest spherical correlation coefficient being 0.85.
The average spherical angle error for each subject in both of

TABLE I. A comparison of free-field and VAS localization performance.

Spherical
correlation
coefficient

Mean
spherical angle

error
Percentage
front–backs

Subject A Free-field 0.92 11 0.2
VAS 0.88 13 5.3

Subject B Free-field 0.90 13 2.0
VAS 0.92 12 1.8

Subject C Free-field 0.93 10 1.3
VAS 0.91 13 2.4

Subject D Free-field 0.91 13 1.8
VAS 0.89 13 6.0

TABLE II. Summary localization statistics for the two control conditions.

Spherical
correlation
coefficient

Mean
spherical angle

error
Percentage
front–backs

Subject A Control A 0.91 12 0.7
Control B 0.85 14 1.6

Subject B Control A 0.89 13 2.3
Control B 0.92 11 0.5

Subject C Control A 0.88 17 5.3
Control B 0.89 16 4.2

Subject D Control A 0.90 13 1.3
Control B 0.88 15 10
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the control sound conditions was approximately 15° and the
rate of front–back confusions was less than 6 percent, except
for Subject D in the control B sound condition, for whom the
rate of front–back errors was 10 percent. Visual inspection of
the localization data~see Figs. 3–6! for each subject also
indicated accurate localization performance. Finally, it
should be noted that the variations described here aremuch
smaller than those seen in the two test sound conditions~de-
scribed in Sec. V C below!.

C. Localization performance in the two test sound
conditions

All subjects demonstrated a substantial degradation in
their localization performance for the veridical interaural
~VI ! and veridical right~VR! test sound conditions, as com-
pared to the control sound condition. In order to provide a
suitable reference with which to compare the localization
results in the two test sound conditions, the data for all sub-
jects in the control B sound condition are shown along side
the localization data for the test sound conditions in Figs.
3–6, which show scatter plots~see Appendix C 1! of the
front–back angle and the elevation angle. The control B

sound condition is used asthecontrol sound condition. In the
scatter plots, the target angle is indicated by the horizontal
axis and the response angle is indicated by the vertical axis.
The plane spanning the target and response angles was di-
vided into square sections with a side length of 5 deg. The
number of responses in each square was indicated by a gray-
scale color value, with the darker colors indicating a greater
number of responses.

The localization data for the VI and VR sound condi-
tions clearly indicate that the subjects’ localization perfor-
mance was disrupted by the flat monaural sound spectrum
presented to the left eardrumdespitethe preserved interaural
sound spectrum or preserved right monaural sound spectrum.
The data show an increase in front–back confusions, eleva-
tion errors, and an increased mean spherical angle error as
compared to the control localization data~compare Tables III
and II!. Nonetheless, the data do not show a complete ab-
sence of spatial discrimination in the left hemisphere of
space~as would be expected for monaural VAS sound local-
ization by naturally binaural listeners, e.g., see Wightman
and Kistler, 1997!. A distinguishing characteristic of the lo-
calization data is that the probability of responses to the front

FIG. 3. A scatter plot of the front–back angles and the elevation angles associated with the localization performance data of Subject A are shown for the three
sound conditions:~a! control; ~b! veridical interaural; and~c! veridical right. The target angle is indicated by the horizontal axis and the response angle is
indicated by the vertical axis. The number of responses falling in each 5 by 5-deg square in the plane was indicated by a gray-scale color value, with thedarker
colors indicating a greater number of responses. The data have been divided into groups based on spatial regions to make it more accessible. See the text for
further details.
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hemisphere is somewhat reduced in the VI sound condition
compared to the VR sound condition~see Table III and Figs.
3–6!. Because of the bilateral symmetry of the human exter-
nal auditory periphery, a flat sound spectrum at the left ear-
drum in the VI sound condition entails a relatively flat sound
spectrum at the right eardrum for target directions on and
close to the midsagittal plane. For the VR sound condition,
on the other hand, the sharp spectral features associated with
the acoustic filtering of the external auditory periphery in the
front hemisphere of space were preserved in the sound spec-
trum at the right eardrum. Therefore, the reduced number of
localization responses to the front hemisphere of space in the
VI sound condition, as compared with the VR sound condi-
tion, suggests that the monaural spectral features may be
playing an important role in human auditory localization
with respect to the accurate localization of sounds to the
front hemisphere of space.

It is clear that the flat sound spectra that were present at
the left eardrum for all test stimuli disrupted auditory local-
ization performance and that the cue information in the VI
and VR conditions was unable to support control level local-
ization. This raises the issue of whether the flat sound spec-
trum at the left ear was causing localization responses to be
clustered toward a specific region of space. This question,

which cannot be answered easily from the scatter plots, is the
focus of the next section.

D. Analysis of the lateral and polar angles

In order to better characterize the subjects’ mislocaliza-
tions and the possible clustering of responses as a result of
the flat sound spectra presented to the left eardrum in the two
test sound conditions, the localization data were analyzed in
terms of the lateral–polar angle coordinate system. The
analyses indicate that the mislocalizations largely preserved
the lateral angle component of the target direction, but not
the polar angle component. In other words, the subjects’ abil-
ity to resolve the virtual source direction within the cone of
confusion was disrupted.

1. Lateral angle analysis

There is a strong correlation between the lateral angle of
the response direction and the lateral angle of the target di-
rection. This correlation is an important feature of the local-
ization performance data that was constant across all of the
subjects and all of the sound conditions. The average mag-
nitude of the lateral angle error across all of the performance
data was approximately 10°, with a standard deviation of
about 10°. The lateral angle data were analyzed visually us-

FIG. 4. A scatter plot of the front–back angles and the elevation angles associated with the localization performance data of Subject B are shown for the three
sound conditions:~a! control; ~b! veridical interaural; and~c! veridical right. See the text for further details.
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ing a scatter plot for each subject and each sound condition.
As the data were visually similar across all of the subjects,
the data were pooled across all of the subjects~shown in Fig.
7!. The lateral angle data were modeled using linear regres-
sion. In all three sound conditions, the lateral angle of the
target location is a good predictor of the lateral angle of the
response location.2 Despite the ‘‘unnatural’’ and modified
sound spectra, the interaural time and level difference cues
preserved accurate perception of the target direction’s lateral
angle.

2. Polar angle analysis

The accuracy of the subjects’ response directions within
the cone of confusion was analyzed by collapsing the local-
ization data across lateral angles and examining the polar
angle component of the subjects’ response directions. The
polar angle data for the control B sound condition is shown
in Fig. 8 using a separate circular hair plot~see Sec. III and
Appendix C 3! for locations in the left hemisphere~azi-
muthal angles:2140° to240°!, in the right hemisphere~azi-
muthal angles: 40° to 140°!, and in the front and back hemi-
spheres near the midline~azimuthal angles:250° to 50°,
130° to 180°, and2130° to 2180°!. For each circular hair
plot, a circle was drawn representing the cone of confusion.

The target polar angles were then indicated by the location of
small dots on the circle. For a given target direction, the
response polar angle was indicated by a short line segment
that was connected to the small dot and drawn such that it
pointed in the direction of the response polar angle. So, for
example, front–back errors correspond to a dot on the circle
connected to a horizontal line, and up–down errors corre-
spond to a dot on the circle connected to a vertical line. For
the control B sound condition, the hair lines were approxi-
mately tangent to the circle, indicating quite accurate local-
ization performance. For each circular hair plot, a von Mises
distribution was fit to all of the response polar angle data
within the plot, and the concentration parameter,k, of the fit
is shown underneath the plot. The concentration parameter,
k, is a metric of the degree of clustering of the responses
within the plot. In the case thatk.0.65, an arrow is drawn
on the plot to indicate the mean circular direction across all
of the response polar angle directions.

The polar angle data distributions for the VI and VR
sound conditions are shown in Figs. 9 and 10, respectively.
Comparisons of these two figures show that for the two test
sound conditions, the circular hair plots corresponding to the
same subject and the same hemisphere of space are remark-
ably similar. That is to say, the circular hair plots show a

FIG. 5. A scatter plot of the front–back angles and the elevation angles associated with the localization performance data of Subject C are shown for the three
sound conditions:~a! control; ~b! veridical interaural; and~c! veridical right. See the text for further details.
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clustering of response directions in the left hemisphere of
space, numerous front–back errors, and a mild clustering of
response directions in the right hemisphere of space. The
most salient characteristic of these data is the tendency for
many responses to sources in the left hemisphere of space to
cluster to a polar angle that was relatively constant for each
subject, but that varied across subjects. This observation in-
dicates that it is likely that the subjects’ response directions
in the left hemisphere of space were partially driven by the
flat sound spectrum that was presented to the left eardrum,

despite the fact that the interaural spectral cue was preserved
in the VI sound condition and the right monaural spectral cue
was preserved in the VR sound condition. In addition, the
clustering of the response directions in the left hemisphere of
space, as indicated byk, was greater for all subjects in the
VR sound condition compared to the VI sound condition.
The significance of the increased clustering of response di-
rections in the VR condition compared to the VI condition
was statistically tested using the WMM test~see Appendix
C 3! and was significant for all subjects, excepting Subject A
~see Table IV!. The reduced clustering of responses in the
left hemisphere of space for the VI sound condition com-
pared to the VR sound condition is consistent with a reduc-
tion in the mean value of the magnitude of the polar angle
error as shown in Table V.

A difference between the VI sound condition and the VR
sound condition is also seen for the response directions near
the median plane. In this region of space, the clustering of
the responses directions, as indicated byk, was greater for all
subjects in the VI sound condition compared to the VR
sound condition. The significance of the increased clustering
of response directions in the VI condition compared to the
VR condition was statistically tested using the WMM test
and was significant for all subjects, excepting Subject D~see

FIG. 6. A scatter plot of the front–back angles and the elevation angles associated with the localization performance data of Subject D are shown for the three
sound conditions:~a! control; ~b! veridical interaural; and~c! veridical right. See the text for further details.

TABLE III. Summary localization statistics for the two test conditions. VI
and VR refer to veridical interaural and veridical right, respectively.

Spherical
correlation
coefficient

Mean
spherical angle

error
Percentage
front–backs

Subject A VI 0.08 50 33
VR 0.34 35 21

Subject B VI 0.35 34 18
VR 0.64 24 13

Subject C VI 0.26 33 24
VR 0.45 33 18

Subject D VI 0.09 46 30
VR 0.20 42 29
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Table IV!. The reduced clustering of responses in the median
plane region of space for the VR condition compared to the
VI condition is consistent with a reduction in the mean value
of the magnitude of the polar angle error as shown in Table
V.

With regard to the polar angle data distributions in the
right hemisphere of space, there were no statistically signifi-
cant differences between the two sound conditions for all
subjects, excepting Subject D~see Table IV!. In addition,
there is no consistent trend across subjects in the mean value
of the magnitude of the polar angle error for the right hemi-
sphere of space~see Table V!.

Relative to previous experiments, the polar angle data
shown here have been collected across a wide range of di-
rections in space and demonstrate that neither the veridical
interaural spectrum nor the veridical right monaural spec-
trum preserves control levels of localization performance in
the face of conflicting monaural spectral cues. Circular sta-
tistics indicate that the differences between the VI and VR
condition are not significant for 3 of the 4 subjects for the
right hemisphere of space, but are significant for 3 of the 4
subjects for the left hemisphere of space and also for the
region of space near the median plane. For the left hemi-
sphere of space, the localization responses are slightly less
clustered and more accurate for the VI condition compared
to the VR condition. The opposite is true for the median
plane region of space, where the localization responses are
slightly less clustered and more accurate for the VR condi-
tion compared to the VI condition.

E. Comparison of mutual information for the spectral
cues

The information available for the discrimination of loca-
tions within a cone of confusion can be analyzed quantita-
tively using mutual information as discussed in Sec. IV~see
Appendix D for details!. More precisely, the mutual informa-
tion between spectral cue and location provides a quantita-
tive measure of the degree of spatial discrimination conferred
by the spectral cue. The mutual information varies depending
on the spectral cue and the cone of confusion as shown in
Fig. 11. In Fig. 11, the mutual information associated with
the left, right, and interaural spectral cues is shown for 32
different cones of confusion varying in lateral angle by 5°
between280° and 80° for all 4 subjects who participated in
the localization experiments. What is shown is that depend-
ing upon the lateral angle, different spectral cues provide
more or less information and are therefore more or less reli-
able. For example, for all 4 subjects the monaural spectra
provide more information than the interaural spectra~with
respect to resolving locations within a cone of confusion! for
lateral angles within 20° of the median plane. As one moves
more laterally toward one side or the other, the information
provided by the interaural spectral cue increases and can, in
some cases, even exceed the information provided by the
monaural spectral cues. The fact that the mutual information
between the ISD cue and locations within the cone of con-
fusion is smaller for the midsagittal plane~i.e., 0° lateral
angle! than for any other lateral angle is a reasonable finding
in view of the fact that if one assumes that the subject has a
bilaterally symmetric body~mainly, head and ears!, then the

FIG. 7. The lateral angle component of the localization
performance data was pooled across all subjects and is
shown using a scatter plot for the three sound condi-
tions: ~a! control; ~b! veridical interaural; and~c! ver-
idical right. The lateral angle error was Gaussian dis-
tributed and the distribution for each sound condition is
shown below the scatter plots~m is the mean ands is
the standard deviation.! See Fig. 3 for further details
concerning the scatter plots.
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ISD cue would not vary at all along the midsagittal plane.
However, people are not perfectly bilaterally symmetric and
Duda~1997! has shown that estimates of sound elevation can
be extracted computationally from the ISD cue even along
the midsagittal plane~see also Carlile and Pralong, 1994!.
Figure 11 also shows that for all subjects the near ear gener-
ally carries more information than the far ear, although sub-
stantial intersubject variations exist.

VI. DISCUSSION

The psychoacoustic experiment presented here investi-
gates the ability of the auditory localization system to use the
ISD cue ~i.e., the pattern of interaural intensity differences
across frequency! and monaural spectral cues to resolve di-
rections within a cone of confusion. In other words, we have
focused on the accuracy of polar angle localization as op-
posed to azimuth angle localization. Compared to many of
the very early experiments, the target locations are not re-
stricted to the midsagittal plane or the frontal hemisphere of

FIG. 8. The polar angle component of the localization performance data is
shown for all subjects in the control sound condition using circular hair
plots. The four subjects~Subjects A–D! are identified by the letters of the
alphabet~a!–~d!, respectively. Each row corresponds to one subject. Each
column shows polar angle data that have been collapsed across a region of
space, as indicated by the column headings, based on the target direction of
the sound source. The target polar angle is indicated by the angular position
of a solid black dot on the perimeter of the circle. The response polar angle
matching that target angle is indicated by a short line segment that is con-
nected to the black dot and points in the direction of the response polar
angle. Thus, the response polar angle can be determined by extending the
short line segment until it intersects the circle. The angular position of the
point of intersection along on the circle gives the response polar angle. The
orientation of the circle with respect to the listener is the same in all cases
and is indicated by a compass outline in the right margin of the figure. See
the text for further details.

FIG. 9. The polar angle component of the localization performance data for
the VI sound condition is shown for all subjects using circular hair plots. See
Fig. 8 for further details describing the circular hair plots.

FIG. 10. The polar angle component of the localization performance data
for the VR sound condition is shown for all subjects using circular hair
plots. See Fig. 8 for further details describing the circular hair plots.
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space~as in, e.g., Butler, 1969a,b; Fisher and Freedman,
1968; Gardner, 1973; Hebrank and Wright, 1974; Searle
et al., 1975! and conclusions are not drawn from compari-
sons between monaural and binaural listening conditions~as
in, e.g., Butler, 1969a,b; Fisher and Freedman, 1968!. In ad-
dition, this experiment preserves the natural overall ITD cue
and overall ILD cue, while investigating the ISD cue and the
monaural spectral cues, similar to several recent experi-
ments, e.g., Searleet al. ~1975!, Humanski and Butler
~1988!, Hofman and Opstal~2003!, Morimoto ~2001!. Un-
like the previous experiments, however, this experiment in-
cludes a sound condition in which the veridical ISD cue is
presented in the presence of conflicting monaural spectral
cues. The experimental data~VI condition! presented here
indicate that preservation of the ISD cue does not lead to
accurate localization in the face of conflicting monaural
spectral cues. In other words, the ISD cue is not such a
powerful cue that it can overcome the conflicting monaural
spectral information. In addition, the data~VR condition!
also indicate that in the absence of a veridical ISD cue, ver-
idical spectral information within only one ear does not lead
to accurate localization, especially within the contralateral
hemisphere of space.

Early on, it was argued~e.g., Butler, 1969a,b; Fisher and
Freedman, 1968! that because the binaural listening condi-
tion improved auditory localization performance as com-
pared with monaural listening, the ISD cue was playing an
important role. Our results indicate, however, that the ISD
cue is not so important as to overcome conflicting monaural
spectral information. For example, the flat spectrum pre-
sented to the left eardrum led to substantial clustering of the
localization data in the left hemisphere of space in the VI

condition~Fig. 9!. In the early experiments mentioned above,
the monaural listening conditions in naturally binaural listen-
ers present an unnatural ILD and ITD cue. Therefore, it is
unclear as to whether the binaural localization performance
was improved by the presence of an ISD cue or alternatively
that the monaural localization performance was hindered by
an unnatural ITD and ILD cue. Furthermore, more recent
sound localization experiments in virtual auditory space
show that naturally binaural listenerscannotlocalize sounds
monaurally3 ~Wightman and Kistler, 1997!. Wightman and
Kistler ~1997! have suggested that the ‘‘plug and mufl’’
methods of past free-field monaural experiments did not pro-
vide adequate attenuation and that sound localization at low
intensity levels is difficult to evaluate.

A number of recent studies examine the role of spectral
cues in human sound localization~e.g., Hofman and Opstal,
2003; Humanski and Butler, 1988; Kulkarni and Colburn,
1998; Langendijk and Bronkhorst, 2002; Morimoto, 2001;
Searle et al., 1976; Shinn-Cunninghamet al., 2000!. Of
these, we focus on those which have the most direct rel-
evance to the data presented here. Searleet al. ~1976! devel-
oped a signal detection localization model based on the lo-
calization data from 42 published experiments between 1969
and 1976. They conclude that the ‘‘results suggest the exis-
tence of an interaural pinna cue which is stronger than the
individual monaural pinna cue.’’ Their model uses the
lateral–polar angle coordinate system and calculates the
weighted sum of four different localization cues in order to
predict a source position. These four cues consist of:~1! a
single lateral angle cue that combines the three cues of inter-
aural time delay, interaural head shadow, and monaural head
shadow;~2! an interaural pinna cue;~3! a monaural pinna

FIG. 11. The average mutual information for the left
and right monaural spectral cue and the interaural spec-
tral cue is shown for Subjects A–D~a–d, respectively!.

TABLE IV. Comparison of the localization performance between the VI and
VR sound conditions in the left and right hemispheres of space and also in
the region of space near the median plane.

Left hemisphere
VI and VR

Right hemisphere
VI and VR

Median plane region
VI and VR

W df P W df P W df P

Subject A 3.18 2 0.20 2.1 2 0.36 37.3 2,0.001
Subject B 21.4 2 ,0.001 0.2 2 0.90 17.8 2 ,0.001
Subject C 33.8 2 ,0.001 0.72 2 0.70 16.0 2 ,0.001
Subject D 26.3 2 ,0.001 8.9 2 0.01 1.7 2 0.43

TABLE V. Comparison of the mean value of the magnitude of the polar
angle error, in degrees, between the VI and VR sound conditions in the left
and right hemispheres of space and also in the region of space near the
median plane.

Left hemisphere Right hemisphere Median plane region

VI VR VI VR VI VR

Subject A 63 66 42 51 77 43
Subject B 47 65 21 15 48 23
Subject C 53 79 35 30 57 37
Subject D 80 89 21 33 74 61
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cue; and~4! a shoulder-bounce cue. The weights for these
cues are the reciprocal of their estimated variance~in degrees
squared! which were determined from the average angle er-
rors given in the localization data. Searleet al. ~1976! point
out, however, that the cumulative localization data were in-
sufficient to reliably separate the polar angle variance from
the lateral angle variance. Therefore, they determined only a
single weight for the monaural~weight 0.0017! versus inter-
aural pinna cues~weight 0.0045!. Based on the data pre-
sented here, we suggest that the lateral angle variations con-
tribute principally to the results obtained by Searleet al.
~1976! and that a veridical ISD cue cannot overcome con-
flicting monaural spectra with respect to resolving directions
within the cone of confusion.

Experimental results comparing the relative importance
of the near and far ear to the perception of the vertical or
elevation angle have been described by Humanski and Butler
~1988!, Morimoto ~2001!, and Hofman and Opstal~2003!. In
these studies, the ISD cue is not directly compared with the
monaural spectral cues, but rather the relative significance of
the monaural spectral cues obtained from the near and far ear
is obtained from behavioral data obtained following manipu-
lation of the pinna structure. In these experiments, ear molds
were used to distort the spectral cues at either one or both
ears. The general conclusion is that there is a smooth change
in the relative importance of the near and far ear as a func-
tion of the sound’s lateral angle, with the near ear playing the
more important role. The data presented here are in accor-
dance with the observation that the near ear generally seems
to play an important role in resolving directions within a
cone of confusion. For example, when the spectra presented
to the near~left! ear were falsely flat and the spectra pre-
sented to the far~right! ear were veridical, the polar angle
data for the left hemisphere were strongly clustered~Figs. 9
and 10, left column!. Also, when the spectra for the near
~right! ear were veridical and the spectra for the far~left! ear
were falsely flat, the polar angle data for the right hemi-
sphere were much less clustered and more accurate~Figs. 9
and 10, right column!. Hofman and Opstal~2003! have sug-
gested further that the azimuth angle is being used by the
auditory system to somehow weight the relative importance
of the spectral cues from the near and far ear. However, it
may be that an ear mold that essentially fills the cavity of the
outer ear disrupts the spectral information from the near ear
more than for the far ear as a smooth function of lateral
angle. In other words, the effect of the ear molds used in the
above experiments isnot independent for each lateral angle.

With regard to the relative importance of the ISD cue
versus the monaural spectral cues for resolving directions
within a cone of confusion, considering the information
available to the auditory system is likely to be important. As
a first step in this direction, Fig. 11 compares the theoretical
mutual information between the spectral cues and locations
within the cone of confusion as a function of lateral angle.
What is shown is that within 20° of the midline, the monau-
ral spectral cues carry more information for resolving direc-
tions within a cone of confusion than the ISD cue, but as one
moves more laterally there is a substantial increase in the
information associated with the ISD cue. In this context, it is

interesting that the behavioral results indicate that the polar
angle data for the left hemisphere of space are slightly more
accurate for the VI condition compared to the VR condition,
and that this result was statistically significant for 3 of 4
subjects~see Sec. V D 2!. Similarly, it is interesting that for
the region of space near the median plane, the behavioral
results indicate that the polar angle data are slightly more
accurate for the VR condition compared to the VI condition,
and that this result was also statistically significant for 3 of 4
subjects~Sec. V D 2!. These results indicate that with respect
to localization in the left hemisphere of space, the auditory
localization system seems to be extracting more information
from the ISD cue than from the monaural spectral cue for the
far ~right! ear, and that within the region of space near the
median plane, the auditory localization system seems to be
extracting more information from the right monaural spectral
cue than from the ISD cue. These observations are consistent
with the fact that the mutual information analysis shows that,
for lateral locations, the ISD cue can carry more information
than the monaural spectral cue for the far ear~see Fig. 11!
and that near the median plane, the monaural spectral cues
carry more information than the ISD cue. The difficulty with
the above interpretation is that the mutual information analy-
sis also shows that, in some cases and for lateral locations,
the ISD cue carries more information than even the monaural
spectral cue for the near ear. Clearly, one wouldnot want to
argue that, in the left hemisphere of space, the monaural
spectrum from the near ear is less significant than the ISD
cue. The data certainly show that the flat spectrum at the left
ear strongly influenced the response directions in the left
hemisphere of space. Obviously then, our understanding is
incomplete, but perhaps the resolution to this difficulty is
related to the fact that the mutual information analysis does
not take into account sound level or signal-to-noise ratio, and
that the signal-to-noise ratio at the near ear is certainly
greater than that at the far ear. In addition, the mutual infor-
mation analysis does not consider variations in the spectra of
the source. Given these limitations, one should not overinter-
pret the mutual information analysis.

An important reason for seriously considering the ISD
cue as a localization cue for resolving locations within a
cone of confusion is its robustness to spectral irregularities in
the source spectrum~see Hebrank, 1976; Hebrank and
Wright, 1974; Searleet al., 1975!. This should allow separa-
tion of the spectral filtering of the external auditory periphery
from the source spectrum. Indeed, Searleet al. ~1975! dem-
onstrated that the ISD cue or ‘‘binaural pinna disparity cue’’
gives an advantage in the presence of spectral irregularities.
Auditory localization performance was tested at only five
restricted directions in the midsagittal plane
~0°,45°,90°,135°, 180°! and localization performance in the
binaural listening condition was much better than in a diotic
listening condition where the spectra presented to the two
ears were identical. Furthermore, when the spectrum of the
sound source was scrambled by65 dB in 1/3-octave bands,
the binaural listening condition demonstrated even greater
advantage, consistent with the idea that the ISD cue is robust
to spectral irregularities. A serious criticism of the above
methodology is that the diotic listening condition disrupted
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the monaural spectral cue to one ear as much as it suppos-
edly removed the ISD cue. By presenting the same sound to
both ears,both the ISD cue and one monaural spectral cue
were disrupted, and it is difficult to clearly argue that one is
more important than the other. It would be interesting to
repeat the VAS localization experiment presented here with
spectrally scrambled stimuli as in Searleet al. ~1975!.

VII. CONCLUSIONS

The differential contribution of the monaural and inter-
aural spectral cues have been examined from a psychoacous-
tical and mutual information viewpoint. Techniques of vir-
tual auditory space were used to present a flat spectrum
sound to the left eardrum. The sound spectrum at the right
eardrum was then adjusted so that either the true right mon-
aural spectrum~VR condition! or the true interaural spec-
trum ~VI condition! was preserved, while maintaining both
the overall ITD cue and overall ILD cue at their natural
values. To the extent that the signal manipulations were able
to preserve the auditory system’s internal representation of
the ISD information in the VI condition, the psychoacousti-
cal evidence indicates that the ISD cue cannot preserve ac-
curate localization performance in the face of conflicting
monaural spectral cues. Also, in the absence of a veridical
ISD cue, veridical spectral information within one ear~the
right ear in the VR condition! does not lead to accurate lo-
calization. Using an information analytic approach, it was
shown that the amount of spectral information available for
resolving the cone of confusion varies with lateral angle. The
experimental data and analytical results are consistent with
the view that the auditory localization system can extract
information from both the monaural spectral cues and ISD
cue for resolving locations within a cone of confusion.
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APPENDIX A: GENERATING STIMULI FOR THE VI
SOUND CONDITION

~1! The logarithms of the magnitude of the frequency spec-
trum ~referred to as the log-magnitude spectrum! for the
true left and true right DTF filters representing a specific
target direction were calculated.

~2! A moving average spanning approximately 200 Hz was
applied to the log-magnitude frequency spectra.

~3! The ISD spectrum was estimated as the left smoothed
log-magnitude frequency spectrum minus the right
smoothed log-magnitude frequency spectrum.

~4! A ‘‘false’’ spectrally flat log-magnitude frequency spec-
trum was generated for the left ear.

~5! The level of the spectrally flat log-magnitude frequency
spectrum for the left ear was set equal to the mean level
across frequency of the original, unsmoothed log-
magnitude frequency spectrum for the left ear.

~6! The log-magnitude frequency spectrum for the right ear
was then calculated as the left ear’s new spectrally flat
log-magnitude spectrum minus the calculated ISD spec-
trum.

~7! New minimum-phase FIR filters were generated from
the calculated left and right log-magnitude frequency
spectra.

~8! The correct relative phase delay~ITD! between the left
and right filters was set by adding an all-pass delay.

~9! The sound stimulus for each ear was created by filtering
the noise stimuli with the new filters.

APPENDIX B: EXCITATION PATTERN MODEL

The basic premise of excitation pattern models is that
the pattern of auditory-nerve excitation as a function of fre-
quency can be represented by the output of a bank of over-
lapping bandpass filters whose filter shapes broaden with in-
creasing level~e.g., Bakeret al., 1998; Glasberg and Moore,
1990; Lutfi and Patterson, 1982; Moore and Glasberg, 1987;
Moore et al., 1997; Patterson, 1976; Patterson and Moore,
1986!. Estimates of the ISD cue for a given direction in
space were derived using the subject’s DTFs and an updated
version of the Glasberg and Moore excitation pattern model
~Moore et al., 1997!. This model was essentially composed
of a set of modified rounded-exponential auditory filters.
These filters were logarithmically spaced on the frequency
axis with a total of 200 filters between 300 Hz and 14 kHz.
The cochlea’s compressive nonlinearity was modeled math-
ematically using a logarithmic function. Thus, the logarithm
of the output energy of a given filter indicated the amount of
neural activity in that particular cochlear channel.

The computer program for the model was written using
theMATLAB software package and calibrated according to the
psychophysical sound conditions used in the laboratory. The
calibration was accomplished by measuring the sound-
pressure level of a 1-kHz tone at the maximum amplitude of
the sound system~comprised of TDT system II hardware and
ER-2 earphones! and incorporating this value~75 dB SPL! as
a stored parameter in the model. A Zwislocki coupler and
Brüel & Kjær 4192 pressure microphone were used for the
sound-level measurements.

After calibration of the model, three basic steps were
used to calculate the interaural spectrum:~1! a broadband
Gaussian noise was filtered with the subject’s left and right
ear DTF filters corresponding to a specified location in
space;~2! the directional sounds for both ears were then
further processed using the excitation pattern model de-
scribed above to produce directional excitation patterns
~DEPs!; ~3! the linear spectral difference between the left
and right auditory-nerve excitation patterns was then taken
as the computational representation of the interaural spec-
trum.

APPENDIX C: GRAPHICAL AND STATISTICAL
METHODS FOR LOCALIZATION DATA

1. Scatter plots of localization data

Scatter plots have been used to display the localization
data for the test sound conditions~see Fig. 3!. These plots are

3137J. Acoust. Soc. Am., Vol. 115, No. 6, June 2004 Jin et al.: Contrasting monaural and interaural spectral cues



similar in style to the ‘‘triple pole’’ scatter plots described by
Kistler and Wightman~1992!. In order to create these plots,
the azimuth component of the localization responses was de-
composed into two angles:~i! the left–right angle formed by
the response location vector and the midsagittal plane~nega-
tive angles towards the left and positive angles towards the
right!; ~ii ! the front–back angle formed by the response lo-
cation vector and the vertical plane containing the interaural
axis ~negative angles towards the back, positive angles to-
wards the front!. The elevation component of the response
directions is described by the elevation angle which is
equivalent to the up–down angle described by Kistler and
Wightman, 1992. In the scatter plots, the target angle is in-
dicated by the horizontal axis and the response angle is in-
dicated by the vertical axis. The plane spanning the target
and response angles was divided into square sections with a
side length of 5 deg. The number of responses in each square
was indicated by a gray-scale color value, with the darker
colors indicating a greater number of responses. The front–
back angle data have been separated into two groups depend-
ing upon whether the target direction lies in the left or right
hemispheres of space. This division highlights the hemi-
spheric differences that may be attributable to the different
sound stimuli presented to the left and right ears in the dif-
ferent sound conditions. In addition, the front–back angle
data have been sorted into three groups depending on the
elevation of the target direction. The elevation angle compo-
nent of the localization data is shown for the four hemi-
spheres of space: front, back, left, and right.

2. Spherical statistics

Statistical summary of localization performance is speci-
fied in terms of spherical correlation coefficient, front–back
error rates, and mean spherical angle error. The front–back
errors were defined as the localization responses in which the
perceived location, relative to the target location, crossed the
vertical plane through the interaural axis which separates the
anterior and posterior hemispheres of space. However, target
locations within 5° of lateral angle with respect to the verti-
cal plane containing the interaural axis were excluded from
the front–back error analysis. The correlation between two
sets of spherical data~viz., the target directions of sound
stimuli and the directions of human localization responses to
those sound stimuli! can be calculated using the spherical
correlation coefficient~see p.232 of Fisheret al., 1993a!.
The spherical correlation coefficient ranges from21 for
complete negative correlation to11 for complete positive
correlation. Assuming that the direction cosines~i.e., the Car-
tesian coordinates! of the unit length vectors forN target
directions are specified by anN33 matrix, X, and that the
corresponding matrix of direction cosines for the unit length
vectors ofN response directions is specified byY, the spheri-
cal correlation coefficient,r, is calculated as

r5
det~XTY!

@det~XTX!det~YTY!#1/2
.

3. Circular statistics

The correspondence between the response and target po-
lar angles was analyzed visually using plots that are referred
to here as circular hair plots. The utility of these plots over
scatter plots is that the clustering of polar angle responses to
one direction, as might be expected because a flat spectrum
stimuli was continuously presented to the left ear, becomes
much more readily apparent. For example, for the VR con-
dition and Subject A, contrast the elevation data for the right
hemisphere of space in Fig. 3~c! with the polar angle data for
the right hemisphere in Fig. 10~a!. The degree of clustering is
clear in Fig. 10~a!, but not in Fig. 3~c!. In order to create
these plots, for each subject, the localization data were di-
vided into overlapping groups based on the azimuthal angle
of the target direction. The groups were centered at290, 90,
0, 180 deg of azimuth, and all target directions within a
50-deg span of the center azimuth in both the clockwise and
anticlockwise directions were included in each group. In
other words, the data were collapsed over lateral angle for
the midline and the left and right hemispheres of space. The
polar angle component of the localization data was then dis-
played in three separate circular hair plots:~i! one for the left
hemisphere of space~the group centered at290° and span-
ning 2140° to 40°!; ~ii ! one for the right hemisphere of
space~the group centered at 90° and spanning 40° to 140°!;
and ~iii ! one for both the front hemisphere of space~the
group centered at 0° and spanning250° to 50°! and back
hemisphere of space~the group centered at 180° and span-
ning 130° to 180° and2130° to 2180°!. For each circular
hair plot, a circle was drawn representing the cone of confu-
sion. The target polar angles were then indicated by the lo-
cation of small dots on the circle. For a given target direc-
tion, the response polar angle was indicated by a short line
segment that was connected to the small dot and drawn such
that it pointed in the direction of the response polar angle.
That is to say, if the short line segment was extended until it
intersected the circle, the intersection point would be the
location of the response polar angle. For example, a front–
back error would be represented by a dot on the circle con-
nected to a horizontal line pointing inwards~toward the other
half of the circle!, and an up–down error would be repre-
sented by a dot connected to a vertical line. If the response
polar angle matches the target polar angle, the short line
becomes tangent to the circle. The tangent lines are not so
noticeable and by contrast thereby emphasize the localization
errors. For targets with multiple identical responses, the lines
were overlaid on top of each other.

The distribution of the polar angle of the response direc-
tions across all target polar angles shown in the circular hair
plot was then modeled using a von Mises distribution,
VM(m,k,u), which is commonly used to model unimodal
circular data distributions~see Fisher, 1993b!. The von Mises
probability density function foru, the sample angle, is given
by

VM~m,k,u!5
1

2pI 0~k!
exp@k cos~u2m!#,

where
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I 0~k!5
1

2p E
0

2p

exp@k cos~f2m!#df

is the modified Bessel function of order 0,m represents the
mean direction, andk, the concentration parameter, is in-
versely related to the ‘‘spread’’ in the distribution and there-
fore provides a measure of the data clustering. In the case
that thek of the response polar angle distribution was greater
than the arbitrary, but reasonable, cutoff of 0.65, an arrow
was drawn on the plot to indicate the mean circular direction
of the polar angle data distribution.

In addition, a nonparametric homogeneity test known as
the Wheeler–Watson–Mardia~WWM! statistical test~see
Fisher 1993b! was used to measure the similarity of two
different polar angle data distributions. The first step in this
test is to pool the data across the two sample groups and then
calculate the ‘‘circular ranks’’ of the pooled data. The circu-
lar ranks of the data can be calculated as follows. The pooled
data are first treated as linear data and arranged in ascending
order according to their direction. The linear rank,r, of each
data point is calculated as its position in the ordered arrange-
ment, with a rank of 1 indicating the smallest value. The
circular rank,g, of each data point is then defined as

g5
2pr

N
,

whereN is the total number of data points in the pooled data.
In other words, the circular rank maps the linearly ranked
data around a circle so that each data point represents a di-
rection on the unit circle. Now, letg i j represent the circular
rank of thejth data point in theith sample group within the
pooled data. For each sample group, labeled byi, the quan-
tities, Ci andSi are defined as

Ci5(
j 51

ni

cosg i j , Si5(
j 51

ni

sing i j ,

where ni is the number of data points in theith sample
group. The test statistic,W, is then given as

W52(
i 51

2
~Ci

21Si
2!

ni
,

and is proportional to the sum of the squared magnitude of
the vector sum of the directions for each sample group. If the
two sample groups are similar, then the circular rank inter-
leaves and rather evenly distributes the data points for each
sample group around the circle so that vector sum of the
directions for each sample group is a short vector andW is
small. On the other hand, if the two sample groups are very
different, then the circular rank will cluster the data points
for each sample group on one half of the circle and the vector
sum of the directions for each sample group is now a longer
vector andW is larger. Statistical significance at the 100~1
2a!% level is determined by comparingW with the upper
100~12a!% point of thex2M22

2 distribution.

APPENDIX D: MUTUAL INFORMATION ANALYSIS OF
SPECTRAL CUES

The average mutual information between spectral cue
and location was examined for 32 different cones of confu-
sion spaced every 5 deg in lateral angle from280° to 80°.
For each lateral angle, 88 positions were chosen evenly dis-
tributed around the cone of confusion, i.e., 88 polar angles
were chosen. For each of the 88 polar angles, there exists a
corresponding left and right monaural spectral cue as well as
an interaural spectral difference cue. Given one of these
spectral cues for one of the 88 positions as an input, one can
ask how probable is it that any of the 88 positions would
actually be chosen as the source position by some sound
localization algorithm. In other words, one pairs a spectral
cue with a position on the cone of confusion and asks how
probable is the given combination of spectral cue and posi-
tion. Intuitively, the probability of a response at a given lo-
cation, Li , is related to the spectral similarity between the
spectral cue,Si , associated with the chosen position and the
given spectral cue,Sj . In other words, the conditional prob-
ability p(Li uSj ) is based, in theory, on the degree of spectral
similarity between the DEP spectra~calculated as described
in the Appendix B! corresponding to locationsLi and L j ,
and would therefore be inversely proportional to the spectral
variance between the two spectra. Thus, the conditional
probability p(Li uSj ) was taken as proportional to the recip-
rocal of the spectral variance across frequency between the
spectral cuesSi and Sj . The spectral variance betweenSi

andSj was calculated as described in Middlebrooks~1999!.
For each frequency bin, the difference in dB between the two
spectra was determined and the variance of these values cal-
culated. The variance of these values~in dB2! represents the
spectral variance. In this way, a constant dB offset across
frequency between the spectra does not change the value of
the spectral variance. In order to ensure that the spectral
variance was never zero~i.e., an infinite conditional prob-
ability!, a small constant offset~approximately 20% of the
mean spectral variance across all pairs of spectra! was added
to all spectral variance calculations representing noise in the
system.

Within information theory, it is well-known that all of
the properties of a discrete communication channel are com-
pletely determined by the joint probability matrix specifying
the joint probabilities for a given pairing of transmitted and
received letters~e.g., Reza, 1961!. In this case, the machin-
ery of information theory can be employed by considering
the pairing as not between letters of the alphabet, but be-
tween a given spectral cue and a given position on the cone
of confusion. It then follows that one can calculate~e.g., see
Reza, 1961! the average of the mutual information,I (L;S),
for the pairing of a given type of spectral cue with locations
within the cone of confusion

I ~L;S!5(
j 51

88

(
i 51

88

p~Li ,Sj !log2S p~Li uSj !

p~Li !
D , ~D1!

where L5$Li u i<88% represents the set of 88 locations
within the cone of confusion,S5$Sj u j <88% represents the
set of 88 spectral cues corresponding to the 88 locations,
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p(Li ,Sj ) represents the joint probability for the pairing ofLi

andSj , p(Li uSj ) represents the conditional probability forLi

given Sj , andp(Li) represents the marginal probability for
Li . For the purposes of calculation, it is convenient to use
the rules of probability to re-express the above formula as

I ~L;S!5(
j 51

88

(
i 51

88

p~Li uSj !p~Sj !log2S p~Li uSj !

(k51
88 p~Li uSk!p~Sk!

D ,

~D2!

wherep(Sj ) represents the marginal probability forSj . The
advantage of the second equation is that the mutual informa-
tion is expressed in terms of only two quantities,p(Li uSj )
andp(Sj ), which can be readily determined. The determina-
tion of p(Li uSj ) has already been described above. With re-
gard to p(Sj ), it is reasonable to assume that the source
positions in the localization experiment were randomly cho-
sen so that eachSj is equally likely, i.e.,p(Sj )51/88. All
probabilities were normalized appropriately to be within 0
and 1.

1The ILD cue is used here to refer to an interaural intensity difference
calculated as a single value averaged across frequency, while the interaural
spectral difference~ISD! cue is used to refer to a spectral intensity pattern
representative of the intensity differences in and across each frequency
band.

2The distribution of the lateral angle error for the pooled data was modeled
using the normal distribution and the goodness-of-fit tested. The statistical
results showed that the null hypothesis that the data possess a normal dis-
tribution could not be rejected for all three sound conditions. Figure 7
shows that the variance of the lateral angle data was greater for the two test
sound conditions than for the control sound condition.

3It has been shown that some chronically monaural listeners can use the
monaural spectral cues for auditory localization in the absence of the inter-
aural cues~see Slattery and Middlebrooks, 1994!.
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Localization dominance in the median-sagittal plane:
Effect of stimulus duration
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Localization dominance is an aspect of the precedence effect~PE! in which the leading source
dominates the perceived location of a simulated echo~lagging source!. It is known to be robust in
the horizontal/azimuthal dimension, where binaural cues dominate localization. However, little is
known about localization dominance in conditions that minimize binaural cues, and most models of
precedence treat the phenomena as ‘‘belonging’’ to the binaural system. Here, localization
dominance in the median-sagittal plane was studied where binaural cues are greatly reduced, and
monaural spectral/level cues are thought to be the primary cues used for localization. Lead–lag pairs
of noise bursts were presented from locations spaced in 15° increments in the frontal,
median-sagittal plane, with a 2-ms delay in their onsets, for source durations of 1, 10, 25, and 50-ms.
Intermixed with these trials were single-speaker trials, in which lead and lag were summed and
presented from one speaker. Listeners identified the speaker that was nearest to the perceived source
location. With single-speaker stimuli, localization improves as signal duration is increased.
Furthermore, evidence of elevation compression was found with a dependence on duration. With
lead–lag pairs, localization dominance occurs in the median plane, and becomes more robust with
increased signal duration. These results suggest that accurate localization of a co-located lead–lag
pair is necessary for localization dominance to occur when the lag is spatially separated from the
lead. © 2004 Acoustical Society of America.@DOI: 10.1121/1.1738687#

PACS numbers: 43.66.Qp, 43.66.Rq, 43.66.Pn@AK # Pages: 3142–3155

I. INTRODUCTION

Sounds generated in reverberant rooms produce multiple
reflections that arrive from hard surfaces such as walls, and
that contribute to the spatial character of the sound. How-
ever, they have a surprisingly small effect on source local-
ization when the source contains a well-defined onset~Hart-
mann, 1983!. This phenomenon has commonly been referred
to as the ‘‘precedence effect’’~PE! ~Wallach et al., 1949;
Zurek, 1980! or ‘‘law of the first wavefront’’~Blauert, 1997;
Litovsky et al., 1999!. The PE has gained interest since it is
thought that the auditory system may perform specialized
processing to achieve this performance. The PE has been
described as resulting from a temporary reduction in sensi-
tivity to localization information contained in reverberation
following the onset of a source. As such, in a simple para-
digm whereby a source~lead! and single echo~lag! occur,
perceived location of the lead–lag pair is dominated by the
localization information associated with the leading stimulus.
For click stimuli, this dominance is most robust when the
lagging stimulus occurs within a few ms of the lead.

The PE and related phenomena have been a topic of
interest for over half a century~for review see Litovsky
et al., 1999!, although most of what is known relates to tem-
poral characterization of the phenomena, rather than spatial
variables, including the locations of the source and simulated
reflections. Furthermore, experiments have typically utilized
or simulated stimuli that occur in the azimuthal plane, where

changes in source locations are associated with clearly de-
fined and often perceptible differences in binaural cues such
as interaural differences in time and level. Cue manipulation
in the azimuthal dimension has been preferred since interau-
ral cues map precisely to azimuthal locations. In addition,
they are easily generated, as well as replicated and presented
in a realistic manner to subjects. An additional benefit of
presenting sounds in the azimuthal dimension is that results
can be compared with what is known about neurophysiologi-
cal activity in the auditory pathway in a relatively straight-
forward manner~Yin, 1994; Fitzpatricket al., 1995; Lito-
vsky et al., 1997a; Litovsky and Yin, 1998a,b!. Finally,
models of the PE that can successfully predict performance
rely on interaural cues that are available in the azimuthal
dimension ~e.g., Lindemann, 1986; Shinn-Cunningham
et al., 1993; Hartung and Trahiotis, 2001; Tollin, 1998!.

In contrast, the processes involved in determining the
location of sound sources occurring in the median-sagittal
plane are more poorly understood and little is known about
the PE in the median plane. This problem is especially inter-
esting because localization in the median-sagittal plane is
mediated primarily by spectral filtering by the pinnae, head
and torso of stimuli reaching the ears from various elevations
~Searle et al., 1975; Gardner and Gardner, 1973; Butler,
1969; Hebrank and Wright, 1974; Middlebrooks and Green,
1991!. While it has been shown that binaural cues cannot be
ruled out as contributing to median plane localization~e.g.,
Middlebrooks, 1992; Hofman and Van Opstal, 2003!, a sig-
nificant amount of evidence suggests that monaural spectral
cues may be primary. To date, little is known about the PE in
the median plane and the extent to which directional infor-

a!Present address: University of Wisconsin, 1500 Highland Avenue, Madi-
son, WI 53705; electronic mail: Litovsky@waisman.wisc.edu.
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mation in reflections can be outweighed by information con-
tained in the source when spectral cues are the primary cue
for localization.

One study reported that fusion echo thresholds measured
in the median sagittal plane are similar to those found in the
azimuthal plane~Rakerdet al., 2002!. Two studies have at-
tempted to measure dominance of the leading source in lo-
calization for stimuli in the median-sagittal plane. In a brief
report, Blauert~1971! suggested that the leading stimulus
dominates localization for inter-stimulus intervals of 550ms,
but not for smaller delays~within the summing localization
range!. Litovsky et al. ~1997a! found dominance by the lead
location for delays up to 5-ms~within the range of the PE!,
with diminished dominance at longer delays. In both studies
however, source locations were limited to front, back, and
overhead, where localization of single source sounds is dif-
ficult to interpret, both due to front–back errors and to the
fact that sounds presented overhead are very poorly local-
ized. There are also physiological data which suggest that the
strength of echo suppression in the responses of single neu-
rons in the inferior colliculus is highly similar in the azi-
muthal and median planes~Litovsky et al., 1997a; Litovsky
and Yin, 1998a!. Although that does not predict the relative
strength of localization dominance in the two planes, it pro-
vides further evidence for the existence of precedence phe-
nomena in the median plane. Our hypothesis, that well-
localized sounds should produce localization dominance
regardless of which directional cues are being utilized, could
not be affirmed by previous work.

In the present study, we selected six locations, all in the
frontal hemifield on the median-sagittal plane, where single-
source noise bursts were well localized by all subjects. Lead
and lag stimuli were presented from various combinations of
these locations, and the effect of source duration was also
explored. Using these parameters we tested the hypotheses
that localization dominance is robust in the median-sagittal
plane, providing that a co-located lead and lag stimulus pro-
duces a well-localized image.

II. METHODS

A. Subjects

Four subjects~two male, two female! between the ages
of 18 and 24 participated in the experiments. Each had some
prior experience in sound localization experiments. How-
ever, all subjects were naive as to the nature of the stimuli
and the goals of the experiment. Each was given at least an
hour of practice with feedback to become familiar with the
experimental setup and paradigm before the start of the ex-
periment. Subjects were also given 10 min of practice with
feedback prior to each session. All subjects had normal hear-
ing as verified by a standard audiometric threshold exam.

B. Apparatus

The experiments were performed in an anechoic cham-
ber. The subject was seated with his or her head at the center
of a circular arc approximately 2.4 m in diameter mounted
vertically and positioned such that it was aligned with the
subject’s median-sagittal plane. Six speakers composed of a

single 6.35 cm driver in a sealed enclosure (7.9 cmH
37.6 cmW312 cmD) were mounted at 15° increments be-
tween230° and 45°. The speakers produced a flat response
from 300 Hz to 15 kHz. Variations in frequency response
among the speakers were minimal and not compensated for.
The speakers were visible to the subjects and were labeled 1
through 6 as shown in the Fig. 1.

The subject’s head was constrained by a headrest
mounted on the rear of the seat~Whitmeyer Biomechanix
Soft-2S!. The headrest has adjustable padded supports on the
back of the head and under the jaws that provide support but
which are not constrictive, while also being minimally
acoustically obtrusive. The subjects were also told to keep
their head still during stimulus presentation. They were how-
ever free to look at the speakers, which were all within the
subject’s visual field.

Hardware including Tucker Davis Technologies~TDT!
System II hardware~AP2,DD1,PM1! in conjunction with a
PC host, was responsible for stimulus computation and gen-
eration, control of the multiplexer for speaker switching,
communication with the response terminal, and used as the
user interface for the experimenter. The direct sound and
simulated reflection signals from the D/A converter~sam-
pling rate 50 kHz! were amplified by a Crown D-75 ampli-
fier which was calibrated for equal gain to both channels.
The amplified signals were directed to the appropriate speak-
er~s! with a multiplexer~TDT PM1!.

C. Stimuli

Measurements were made on single-speaker and prece-
dence~localization dominance! trials. On each trial, stimuli
were comprised of a train of four identical broadband noise
bursts, whose onsets were spaced 250-ms apart, as shown in
Fig. 2. Noise bandwidth was effectively limited only by the

FIG. 1. Speakers are placed on a circular ring 2.4 m in diameter in the
positions shown. The subject is seated with his/her head in the center of this
ring.
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speaker drivers, which are flat to 15 kHz. A different sample
of noise was used for every trial. Onset and offset ramps
were not applied, resulting in abrupt onsets and offsets since
the broadband bursts were presented at full bandwidth by the
playback system. On precedence trials, two trains were pre-
sented from separate speakers; lead and lag noise bursts were
always identical to one another except for the 2-ms onset
delay in the lag. Noise burst durations were 1, 10, 25, and
50-ms. Since the lead–lag delay was always 2-ms, the lead
and lag bursts overlapped in time for durations of 10, 25, and
50-ms but not for the 1-ms duration. For the single-speaker
trials, the lead and lag stimuli were digitally summed prior to
presentation from the single speaker. The lag is included in
the single-speaker trials so that differences between single-
speaker and PE performance can be attributed to lag location
specifically, as opposed to both the presence and the location
of the lag. It is important to note that the spectral comb
filtering created by the addition of the delayed repetition
would occur for the single-speaker trials as well as the pre-
cedence trials.

Presentation levels were chosen for each subject indi-
vidually. Detection thresholds were first established for the
1-ms stimulus presented from speaker 3~directly in front!.
Subsequent presentations of 1-ms bursts were presented at
40 dB above this level, while the amplitudes of the longer
duration signals were digitally attenuated by the square root
of their durations to provide some degree of loudness com-
pensation.

For the precedence paradigm trials, three pairs of
speaker positions were used. These were position pairs 1 and
5, 2 and 5, and 2 and 6, using the position numbering con-
vention shown in Fig. 1. These pairs contain angular separa-
tions of 60°~1-5 and 2-6!, or 45° ~2-5!. These wide separa-
tions were chosen based on pilot data~Dizon et al., 1997!,
which suggested that separations as wide as these were nec-
essary to observe the influence of the PE, given the decrease
in localization precision for the PE stimuli in that study. The
three position pairs, along with their alternate order equiva-
lents, result in six combinations of lead and lag positions.

These, combined with all six single-speaker trials~lead and
lag from the same speaker!, result in twelve possible position
types. Each position type was presented at each of the four
durations 30 times, for a total of 1440 trials per subject.
Trials were mixed randomly and presented in blocks of 100
~with one block of 40!. Hence, single-speaker localization
was measured within the same blocks as the precedence tri-
als.

D. Testing protocol

Responses were made using a small handheld response
terminal~QSI Qterm II!. The subject’s task was to identify a
speaker that was nearest to the perceived location of the au-
ditory image. If the stimulus appeared to emanate from more
than one speaker or from a location other than one of the six
possible locations, instructions were to choose the one
speaker that appeared to be most salient and to contain the
majority of the sound image. No feedback was provided dur-
ing the experimental runs. However, subjects were trained on
the single-speaker condition, and given feedback during a 1
h training session before the experiments begun, as well as
for 10 min at the beginning of each session.

The forced choice protocol was chosen based on the
results of an earlier median plane study~Dizon et al., 1997!
in which a more unconstrained response method produced a
high inter-subject variability in the mapping of their percep-
tions onto the response choices. In that study, subjects were
permitted to choose either one or two locations, depending
on which one better described their percept. One subject
chose two locations almost exclusively, while another chose
two locations only twice out of 1500 trials. Given the vari-
ability in the data, the poor evidence of localization domi-
nance for the nonfused judgments, and the informal com-
ments regarding the vagueness of the stimuli, it was decided
that a simple and constrained response method would best
uncover a bias toward the leading stimulus. Finally, the iden-
tification paradigm was selected in an attempt to maximize
any effects of localization dominance, bearing in mind the
fact that identification paradigms are easier for subjects than
unconstrained localization paradigms. One of the motiva-
tions for this study~see Sec. I! was to extend an earlier report
by Litovsky et al. ~1997a! in which an identification para-
digm was used with only three source positions, including
directly overhead.

III. SINGLE-SPEAKER RESULTS AND DISCUSSION

A. Results

Single-speaker results are shown in Fig. 3. Each row
comprises data from one subject and results for the four du-
rations are organized according to columns. These data cor-
respond to trials in which both the lead and the lag emanated
from the same speaker. Data are presented as confusion ma-
trices, where thex-axis corresponds to the actual speaker
number and they-axis corresponds to the subject’s response.
The area of each closed circle is proportional to the number
of responses for each condition.

Perfect source identification performance would corre-
spond to subject responses exclusively consistent with the

FIG. 2. Plot of sample lead and lag stimuli for the precedence conditions.
This example includes 50-ms bursts, hence the 2-ms delay might be difficult
to discern on this scale. All bursts within each train are identical, as are the
lead and lag bursts. Lead and lag stimuli differ only in the onset delay of the
lag.
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source speaker, which would appear as maximal response
frequencies along the positive diagonal in each panel. Com-
paring single-speaker performance across durations for each
subject reveals that identification accuracy improves as burst
duration is increased. Specifically, there is only a weak trend
toward the diagonal in the responses for the 1-ms duration,
with variation in the trend between individual subjects, while
there is a strong trend toward responses near the diagonal for
the 50-ms duration case for each subject.

Precision of responses improves as burst duration is in-
creased, which can be seen by qualitatively comparing the
‘‘spread’’ in the responses across the speaker positions for
each burst duration. The response distributions for the 50-ms
case are much more tightly clustered than those in the 1-ms
cases. Also noticeable is the inter-subject variability, which is
most evident in the 1-ms duration data. Subjects 1 and 3
appear to be able to extract some directional information at
this duration, while subjects 2 and 4 are less able to do so.
These data were exposed to a number of statistical analyses
to allow more quantitative descriptions of trends in the data.

The response meanM @k# was computed for each sub-
ject as the mean of that subject’s responses when speakerk
was presented, and is given by

M @k#5
1

N (
n51

N

r n,k ,

wherer n,k5response to trialn when speakerk was presented
~if the subject responded ‘‘4’’ when speaker 2 was presented
for the 25th time, thenr 25,254). N5the number of presen-
tations at each speaker~30!.

The response standard deviations@k# for each subject is
the standard deviation from the mean responseM @k# ex-
pressed in degrees,

s@k#5AA2

N (
n51

N

~r n,k2M @k# !2.

whereA5the speaker spacing in degrees~15°!.
The rms errorE@k# for each subject is the standard de-

viation from the actual speaker numberk expressed in de-
grees, as given by

E@k#5AA2

N (
n51

N

~r n,k2k!2.

Additionally, an average of each of these statistics over
the four subjects was computed, which are denoted as
^M @k#&, ^s@k#&, and^E@k#&.

These across-subject averages are shown in Fig. 4. In
each panel, data for each burst duration are shown and dif-
ferentiated from each other with symbols as indicated in the
legend. Also within each panel, a sub-panel is shown which
represents the standard deviation of that statistic averaged
over the four subjects for each duration. A ‘‘chance’’ statistic
is also shown within each panel using a dashed line, and is
computed from a hypothetical response distribution repre-
senting chance performance, in which responses to the 30
trials for each source speaker position are distributed evenly
over the six possible responses.

Considering the response mean^M @k#& in Fig. 4~a!, the
slopes of these mean curves start out shallow for the shortest
duration, and approach a slope of 1 as duration is increased.
Perfect performance would correspond to a slope of 1, while
chance performance is indicated with the dashed horizontal
line, and is simply a mean of the angles of the six speakers.
Based on̂ M @k#& alone, there appears to be a compression
of perceived elevation that is more pronounced as burst du-
ration is shortened. However, without considering the other
statistics, such as the standard deviation, it is difficult to
make a claim of a perceived compression of elevation.

The standard deviation̂s@k#& is shown in Fig. 4~b!, and
represents the deviation from the meanM @k#, for individual
subjects at each duration.^s@k#& gets smaller as duration is
increased, with the largest jump in̂s@k#& between 1 and
10-ms. In addition,̂s@k#& is of similar magnitude across the
six positions for each of the durations. All values of^s@k#&
are less than the chance statistic, which is fixed at 27.5°.
Based on^s@k#&, localization precision improves as burst
duration is increased. This is evident qualitatively in the raw
response distributions shown in Fig. 3.

The rms error̂ E@k#& is shown in Fig. 4~c!. Similar to
^s@k#&, ^E@k#& decreases as duration is increased. However,
unlike ^s@k#&, ^E@k#& increases toward either edge of the set
of responses for the 1-ms case, and also somewhat for the
10-ms case, whilês@k#& remained approximately constant
with k relative to the response set. Since^E@k#& is referenced
to the actual speaker presented, this statistic is a reflection of
the compression in̂M @k#&, which is more pronounced for
the shorter durations.

FIG. 3. Results for the single-speaker trials. Each row comprises data from
one subject and results for the four durations are organized according to
columns. Thex-axis labels correspond to the actual speaker number and the
y-axis labels correspond to the subject’s response. The area of each closed
circle is proportional to the number of responses for each condition.
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These statistics, as well as the raw data, suggest that
localization of overlapping lead and lag bursts of noise in the
median plane is more difficult for burst durations less than
approximately 10-ms. The statistics further suggest that this
increased difficulty is manifested as a decrease in precision
and an apparent compression of perceived elevation as well.

B. Discussion

The most notable features in the above-presented single-
speaker data are the influence of stimulus duration on source
location identification and the compression that characterizes
performance for shorter durations. Preliminary experiments
~Dizon et al., 1997! indicated that clicks were difficult to
localize precisely, while 100-ms noise bursts were well lo-
calized. Hence, the present study focused on stimuli with
intermediate durations. Evidence of duration-dependent
compression in median-plane localization has been reported
previously in the literature.

Hofman and Van Opstal~1998! studied median plane
localization for stimuli with identical long term spectra, but
with varying short term spectra. The intent was to character-
ize the temporal course of spectral estimation, and also to
investigate the ability of subjects to benefit from ‘‘multiple
looks’’ of a short-time spectrum. The authors fitted an ‘‘el-
evation gain’’ to their data, corresponding to the slope of the
best fit line to the scatter plot data of response elevation
versus actual elevation. Elevation gains indicated a high de-

gree of compression at the shortest durations~3-ms! with
increasing gains with longer duration, stabilizing near unity
at approximately 80 ms.

Linear regression statistics were calculated on our
single-speaker data to permit direct comparison with Hofman
and Van Opstal’s statistics. Table I lists the correlation coef-
ficient r, the elevation gaing, they-interceptb in degrees, as
well as the rmsd of the differences between each data point
and the fitted line. The statistics indicate that the correlations
are too low for the 1-ms duration for the computed slopes to
be meaningful. However, the correlations for 10, 25, and
50-ms are significant. The elevation gains for these durations
climb steadily for each subject, indicating less elevation
compression as duration is increased from 10-ms (0.63,g
,0.82) to 50-ms (0.91,g,0.95). Hofman and Van Op-
stal’s gains, measured for durations between 3 and 80 ms, are
quite similar both qualitatively and quantitatively@Table II in
Hofman and Van Opstal~1998!#.

Macpherson and Middlebrooks~2000! also found eleva-
tion compression for short 3-ms bursts that was not evident
with the longer 100-ms bursts. However, this result was
found to be dependent on presentation level, such that higher
level ~;50–60 dB SL! stimuli produced significant elevation
compression while lower level stimuli did not. The stimuli
used in the present study were presented at 40 dB SL only,

FIG. 4. ~a! Mean response in degrees
M @k#, ~b! standard deviationŝs@k#&,
and ~c! rms error ^E@k#& for the
single-speaker condition plotted
against actual speaker number for each
of the four durations as indicated in
the legend. Each data point represents
a mean of the statistic over the four
subjects. The standard deviations
about each mean are plotted in the in-
set of each panel. The dashed line rep-
resents the statistic for chance perfor-
mance.
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which is a level for which the data of Macpherson and
Middlebrooks did not show significant compression.

Interestingly, neither Hofman and Van Opstal nor
Macpherson and Middlebrooks found any dependence of lo-
calization precision on duration, even for a duration of 3-ms,
the shortest duration used in either study. In our study, we
find a slight increase in variability between 10 and 50-ms~d
in Table I!, with a much larger increase in variability for a
duration of 1-ms.

The difference in performance for the shortest duration
in our study compared with either of the referenced studies
may relate to the shorter duration~1-ms as compared to 3-
ms!, but may also relate to the comb filtering present in our
study that was not present in either of the referenced studies.
One might expect the comb filtering to influence localization
performance due to the additional notches in the high fre-
quency spectrum. However, the comb filtering did not appear
to degrade performance for the three longer durations. The
elevation gains and the response variability at these durations
are quite similar to those found by Hofman and Van Opstal.
Perhaps the 1-ms duration combined with the comb filtering
was sufficient to degrade performance.

Regarding the compression at the three longer durations,
two possible sources for the compression in the elevation
responses can be considered: spectral variability in the noise
bursts, and edge effects resulting from the response para-
digm. Since localization in the median plane is assumed to
depend on elevation dependent spectral filtering by the pin-
nae, it follows that good localization performance is contin-
gent on the subject’s ability to acquire an accurate and clean
estimate of this spectral filtering~Wightman and Kistler,
1997!. Stimuli such as clicks or Gaussian noise are well
suited for use in median plane localization experiments due
to the smoothness of their magnitude spectra. However, the
perceived smooth spectra of Gaussian noise results from pe-
ripheral filtering of the finely spaced peaks and notches in

the spectra of noise samples of sufficient length. For shorter
samples, peaks and notches may persist beyond peripheral
filtering due to their wider spacing, and thus may compete
with the spectral features that are the primary cues for me-
dian plane localization.

In a hypothesized model of performance, Hofman and
Van Opstal suggested that the compression observed in their
studies could have been due to subjects relying on an initial
‘‘default’’ estimate of elevation when there is an absence of
sufficient spectral information to generate a more accurate
judgment. In their study, the subject responded with saccadic
eye movements, where the saccade always originated from a
location directly in front of the listener. In our study, the
subject’s head was constrained to face directly in front,
which is near the center of the speaker array. It is thus pos-
sible that in our experiment, subjects were biased toward the
center of the distribution when localization was difficult.

Although previous work suggests that elevation com-
pression is not unexpected in these experiments, it is possible
that ‘‘edge effects,’’ which refer to the influence of the lim-
ited spatial range of response choices available to the listener
in this identification task, may contribute to the apparent
compression in our study. The two studies discussed above
~Hoffman and Van Opstal, 1998; MacPherson and Middle-
brooks, 2000! used analog response methods which were ef-
fectively unconstrained at the edges.

If we assume here that a listener who localized a stimu-
lus at a position outside the range of responses would choose
the speaker nearest the perceived elevation, which would
simply be the speaker at the appropriate edge of the response
range, we would expect the standard deviations@k# and the
rms errorE@k# error to decrease toward the edge speakers
since the spatial variance in the responses is rectified by the
limited response range. In the data,s@k# is relatively con-
stant across the speaker positions whileE@k# grows toward
the edge speakers. Thus, the error statistics are not consistent
with the hypothesis that the elevation compression is due
solely to edge effects. We also note that Hofman and Van
Opstal ~1998! as well as Macpherson and Middlebrooks
~2000! observed compression in elevation using paradigms
where edge effects were likely not a factor.

In summary, the most notable features in the data de-
scribed in the present study are the apparent compression in
perceived elevation as well as the increased spatial variance
in the responses, especially for the 1-ms duration. It was
suggested that the compression may have been partly due to
the stimuli themselves~duration dependent spectral variabil-
ity! or to the response paradigm~edge effects!.

IV. PRECEDENCE RESULTS AND DISCUSSION

A. Results

The single-speaker results provide a measure of baseline
localization performance of stimuli at the six speaker loca-
tions for the four durations chosen. The results with prece-
dence pairs can be compared directly with the single-speaker
results as a means of investigating whether and how the lo-
cation of the lagging noise burst influenced localization. In
Fig. 5, results for the PE trials for subject S1 are shown using

TABLE I. Linear regression statistics for the single-speaker data for each
subject. Included are the correlation coefficientr, the elevation gaing, the
y-interceptb in degrees, as well as the rmsd of the differences between each
data point and the fitted line.

Subject
Dur
~ms! Corr r Gain g

Offset b
~deg!

d
~deg!

S1 1 0.32 0.42 8.58 16
10 0.82 0.82 0.28 9.8
25 0.88 0.87 21.45 8.2
50 0.92 0.95 20.39 7.4

S2 1 0.30 0.64 23.2 25
10 0.75 0.75 2.4 11
25 0.86 0.85 1.3 8.6
50 0.89 0.95 21.5 8.4

S3 1 0.09 0.24 11 18
10 0.67 0.64 6.4 11
25 0.73 0.75 4.1 12
50 0.89 0.95 1.1 8.7

S4 1 0.09 0.25 23.1 20
10 0.49 0.63 1.6 16
25 0.70 0.79 22.3 13
50 0.80 0.91 21.2 12
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bubble plots similar to those used for the single-speaker data
in Fig. 3. Each panel in Fig. 5 shows PE data for a single
lead–lag combination, its swapped-pair counterpart, as well
as the matching single-speaker results for the lead and lag
positions. By comparing the perceived location on single-
speaker trials~closed symbols! with that of the PE trials
~open symbols! in which either the leading or lagging
sources matched the single-speaker position, the extent of PE
can be effectively visualized. If the PE is operating, then the
distribution of perceived locations on PE trials should be
similar to that of the single speaker condition matching the
lead. It is important to consider the single-speaker data when
viewing the PE data, since a certain amount of the variability
and bias in performance should be common to the single-
speaker and PE conditions. Certainly, one would not expect
performance in the PE trials to be any better than that seen in
the single-speaker trials.

In Fig. 5, each row of panels contains data for one lead–
lag pair combination, one panel for each of the four dura-
tions. The three rows correspond to the three lead–lag pairs
chosen~1-5, 2-5, and 2-6!, as described in Sec. II. Figures
6–8 show the same data for subjects S2, S3, and S4, respec-
tively.

Considering the data in Figs. 5–8, it should be evident

qualitatively that while the localization dominance is not
complete, in most conditions there is a clear bias in re-
sponses toward the speaker position corresponding to the
leading speaker of each PE pair. However, this bias toward
the leading speaker is in all cases not as strong as it is for the
single-speaker response distribution for the leading speaker.
It can be concluded from this difference in bias shifts that
localization dominance is not complete, since absolute local-
ization dominance predicts that the precedence stimuli would
be localized identically with their single-speaker counter-
parts corresponding to the leading speaker location. In addi-
tion, subjects appear to be able to localize the single-speaker
stimuli more precisely, with the exception of the 1-ms dura-
tion, where performance is generally poor for both single-
speaker and precedence stimuli. Thus, it appears that the
presence of the spatially separated lagging stimulus influ-
ences the variance in the responses for the combined lead–
lag stimulus as well.

The influence of the lag on the shape of the response
distributions is often not consistent across subjects for the
same position and duration. For instance, for the 50-ms du-
ration, position pair 1-5 response distribution for subject S1
~Fig. 5! is bimodal, while that of the other three subjects are
not. For subject S3~Fig. 7! at a duration of 50-ms, the re-

FIG. 5. Raw precedence data for subject S1. Each panel shows response distributions for a position pair and its swapped-speaker counterpart~open symbols!,
flanked by the single-speaker distributions for each of the speakers in the position pair~closed symbols!. Each of the three rows contains data for the same
position pair, while the four columns indicate the duration. As in Fig. 3, the area of the bubbles is proportional to the number of responses.
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sponse distribution for position pair 6-2 is clustered very
close to position 6, while the response distribution for the
swapped-speaker counterpart~2-6! is spread fairly evenly
over the whole distribution range. The other three subjects
did not exhibit this pattern of performance. Additionally, for
the same subject and duration, the response distributions
across the three position pairs can differ as well~consider
subject S1 at the 50-ms duration!.

As a comparison of localization precision between the
single-speaker and PE trials, Fig. 9 shows the standard de-
viations of the response distributions for both single-speaker
and PE trials as a function of duration. For each data point,
data are averaged over all positions for the single-speaker
data, and over all lead–lag pairs for the PE data. Precision
appears to be better for the single-speaker trials than for the
PE trials at the longer-duration stimuli, as evidenced by the
higher standard deviations for the PE trials. Note also that
while precision generally improves for single-speaker trials
as duration is increased, there is little evidence of an influ-
ence of duration on precision for the PE trials, other than an
increase in precision in S2’s data going from 1 to 10-ms.

The extent of localization dominance in a paired setup
can be quantified using a descriptive statistic~accounting for
both localization dominance and discrimination suppression!
proposed by Shinn-Cunningham~1993! for headphone data
and validated for free-field data by Litovsky and Macmillan

~1994!. A single metricc is calculated, which is bounded
between 0 and 1 and represents the extent of leading source
localization dominance. It is calculated using the following
formula:

c5~ap2t2!/~t12t2!,

whereap is the judged position~or ITD!, andt1 andt2 are
the lead and lag positions, respectively. The metricc will
equal 1.0 for localization judgments at the leading position,
0.5 for judgments consistent with an equal contribution of
lead and lag, and 0.0 for judgements at the lagging position.
We extend this model to the median-sagittal plane by using
the elevation of the lead and lag speaker positions in degrees
for t1 andt2 , and the elevation of the judgment in degrees
for ap .

A c value was computed for every trial at each lead–lag
pair. The means are plotted in Fig. 10, with one subject’s data
in each panel. A thickened horizontal dashed line marking
the point at whichc equals 0.5 demarcates the boundary
between lead dominance and lag dominance in localization.
Data for all six of the lead–lag pairs are plotted in a group
above the appropriate duration indicated on thex axis. The
symbols indicate the lead–lag pair as indicated in the legend,
and the error bars represent the standard deviation ofc across
the 30 trials.

FIG. 6. Same as Fig. 5 but for subject S2.
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A majority of the mean values ofc are above 0.5, with a
few close to 1. Note that it is possible forc to be above 1 or
below 0 if the judgment is not within the range between the
lead and lag positions. The standard deviations are quite
high, indicating that subjects were not consistent across tri-
als, and frequently localized nearer to the lagging stimulus.
These observations on the mean and standard deviations are
qualitatively consistent with the scatter plots in Figs. 5–8,
which showed response distributions with a lot of spread but
generally skewed toward the lead, especially at the longer
durations.

Also interesting in Fig. 10 is the variation inc over the
lead–lag pairs. For example, S3’s data at 25 and 50-ms in-
dicate higherc values when the lead is at high elevations~the
open symbols! as compared to when the lead is low. This
may indicate individual bias toward the higher elevations in
this paradigm. Conversely, S4’s data indicate the opposite,
with lower elevations having higherc values.

The low means~near 0.5 to 0.7, rather than 1.0! and high
variance in thec values highlights the fact that the PE is not
as strong in the median plane as it is in the free-field azi-
muthal plane or when ITDs are used over headphones. In the
study by Shinn-Cunninghamet al. ~1993! in which c values
were computed for their own data as well as other studies on
precedence using ITDs,c values typically reached close to
unity ~generally above 0.8! for delays near 2 ms. Similarly,

Litovsky and Shinn-Cunningham~2001! reported averagec
values of 0.9–1.0 for localization dominance with ITDs at
delays of 1 and 2-ms. In free field, Stecker and Hafter~2002!
used a similar observer weighting method to estimate local-
ization dominance for lead–lag click pairs, and reported val-
ues between 0.7 and 0.8 for delays of 1 to 3-ms.

A note of caution to observing thec values alone is that
a highc value does not necessarily imply localization domi-
nance in our analyses, since a highc value ~.0.5! for a
lead–lag pair combined with a lowc value ~,0.5! for the
swapped pair counterpart can indicate apositional domi-
nance, signifying a dominance of one elevation over another
independent of which contained the leading stimulus. To see
why this is the case, recall that whenc equals zero, the sub-
ject localizes toward the lag. Ifc equals one for a lead–lag
pair and zero for the swapped pair, then the subject localized
both pairs at the same position. Thus, to more effectively
gauge the strength of localization dominance, we must look
at statistics that compare the response distribution of a lead–
lag pair with that of its swapped-pair counterpart.

The following discussion focuses on statistical analyses
comparing the responses to presentations of a lead–lag pair
with those of its swapped-speaker counterpart. If localization
dominance is not effective, then an appropriate statistical test
should indicate that the two distributions are not statistically
different. The two distributions could have any of the follow-

FIG. 7. Same as Fig. 5 but for subject S3.
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ing configurations:~1! near one of the two locations, reflect-
ing biased judgments,~2! bimodally distributed in the event
that the lead and lag were both heard/localized, or~3! at a
location between the lead and lag, in the event that both
sounds contributed equally to localization.

A t-test was performed on the response distribution for a
given lead–lag pair with that of its swapped-speaker coun-
terpart. For example, for the combinations of 1-5 and 5-1
~stimuli at 230° and 130°!, a strong PE would produce
distributions that were near location 1 for the 1-5 case and
near location 5 for the 5-1 case. The generalized t-statistic
for two distributionsA andB is given by

t2N225
MA2MB

ŝA,B
,

whereŝA,B is a pooled variance given by

ŝA,B5AsA
21sB

2

N
,

and whereMA , MB , sA , andsB are the mean and standard
deviations of the response distributionsA andB.

We denote the mean of the distribution for a lead–lag
pair asM @k1 ;k2#, wherek1 denotes the lead speaker number
andk2 the lag.M @k1 ,k2# is given by

FIG. 8. Same as Fig. 5 but for subject S4.

FIG. 9. Standard deviations of the responses for each subject in units of
degrees. Each point represents the mean of the individual standard devia-
tions across all positions~for the single-speaker trials! or position pairs~for
the precedence trials!. Closed symbols represent the precedence trials, open
symbols the single-speaker trials.
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M @k1 ,k2#5
A

N (
n51

N

r n,k1 ,k2
,

where r n,k1,k25response to trialn when the leading sound
was presented from speakerk1 and the lagging sound was
presented from speakerk2 . Similarly, s@k1 ;k2 ,k2 ;k1# de-
notes the pooled variance for the two swapped-pair distribu-
tions, and is given by

ŝ@k1 ;k2 ,k2 ;k1#5As2@k1 ;k2#1s2@k2 ;k1#

N
,

where

s@k1 ,k2#5AA2

N (
n51

N

~r n,k1 ,k2
2M @k1 ,k2# !2.

The t-statistic for the swapped-pair test is given by

t2N225
M @k1 ;k2#2M @k2 ;k1#

ŝ@k1 ;k2 ,k2 ;k1#
.

Note that this formulation of the t-statistic presumes that
M @k1 ;k2#.M @k2 ;k1# for the statistic to be positive. This
requires the mean of each distribution to be biased toward
the leading siderelative to the other mean—a requirement
that is consistent with localization dominance. This require-
ment held for all but one of the 48 statistics computed.

It is useful to compare the swapped-pair t-statistic with
the ‘‘single–single’’ statistic, which is a t-test comparing the
distributions of responses to each position presented in iso-
lation. These distributions are available from the single-
speaker trials. If localization dominance was complete, the
leading source completely dominates the lag, so we would
expect the statistic from the swapped pair comparison to be
identical to the single–single statistic.

The t-statistic for the single–single test is given by

t2N225
M @k1#2M @k2#

ŝ@k2 ,k1#
,

wheres@k1 ,k2# is a pooled variance given by

ŝ@k2 ,k1#5As2@k2#1s2@k1#

N
.

Figure 11 shows the t-statistic for the swapped-pair test on
the y axis plotted against burst duration on thex axis for all
four subjects~one in each panel!. In each panel, the statistics
for each of the three lead–lag pairs~open symbols! are

FIG. 10. c values computed as indicated in the text.
Data represent the meanc value across the 30 trials at
each position-pair and duration for each subject. Posi-
tion pair is indicated by symbols defined in the legend.
The error bars represent the standard deviation of thec
across those 30 trials. Data are shown grouped above
the duration indicated on thex axis, and are shifted
laterally for clarity.

FIG. 11. t-statistics for both the precedence data~open symbols! and the
single-speaker data~closed symbols!. Symbols indicate position or position
pair as shown in the legend. t-statistics for the 0.05 and 0.001 levels are
shown as dashed lines.
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shown along with those for the single–single comparison
~closed symbols!. Dashed horizontal lines are shown repre-
senting t-statistic values significant to the 0.05 and 0.001
levels. One value is not shown~S4, square symbol at 1-ms!
since the means for the two distributions were biased toward
the lag rather than the lead. The standard deviations of the
response distributions were frequently very high for this
stimulus, particularly for subject S4.

The single–single statistics are consistently higher than
those for the swapped pairs. This indicates that either the
mean shifts are larger for the single–single case, or the vari-
ance is smaller. It is notable, however, that the swapped-pair
statistics are still highly significant. It is not surprising that
the single–single statistics are high given the accuracy and
precision of localization of the single-speaker stimuli~Fig.
3!. However, the high significance of the swapped pair sta-
tistics is not as obvious from a qualitative view of the raw
data in Figs. 5–8. The statistical results also suggest some
dependence on duration, since the 1-ms statistics are lower
for almost all cases. From 10 to 50-ms there is no clear trend
in the swapped-pair statistics. It is likely that the higher vari-
ability in the responses to these stimuli makes any trends
difficult to observe. There is also some inter-subject varia-
tion, with subjects S1 and S2 having generally higher statis-
tics overall.

Overall, these analyses indicate that there is a statisti-
cally significant temporal order effect favoring the leading
stimulus. Recall that this result was not obvious from thec
values, which consider the distributions in isolation, rather
than relative to each distribution’s swapped speaker counter-
part. Specifically, this means that the response distribution
for a lead–lag pair is biased toward the leading stimulus
relative to the distribution for its swapped-speaker counter-
part. The distributions themselves may be both biased toward
one position or another, they may differ in width, or one or
both may have bimodal qualities. The raw data in Figs. 5–8
indicate that many of these cases occur. The t-statistics only
indicate that the temporal order influences judgments in a
manner consistent with localization dominance.

B. Discussion

This study was designed to find evidence for localization
dominance in the median-sagittal plane. The two studies
cited in Sec. I~Blauert, 1971 and Litovskyet al., 1997a!
indicated that certain aspects of precedence exist in the
median-sagittal plane, but neither used as fine an elevation
spacing as that used in the present study, nor did those stud-
ies investigate the influence of duration. The results of the
present study are significant in that they are free of front/
back confusions~as a result of the positions chosen!. Also,
they are compared to the single-speaker conditions, allowing
the effects of precedence to be separated from localization
phenomena related to the comb filtering. This comparison
establishes a link between the single-speaker performance
and PE performance. Specifically, if a stimulus comprised of
a lag co-located with the lead cannot be localized accurately,
then one cannot expect to find localization dominance when
the lag is at a different location.

The reasons for the poor performance at 1-ms for both
the single-speaker and precedence trials could include spec-
tral variability in the short samples of noise, and also the
comb filtering imparted by the presence of the lag. As noted
in the Single Speaker Discussion~Sec III B!, one might have
expected the comb filtering to degrade localization for all
durations, yet only the 1-ms duration performance is signifi-
cantly degraded. Perhaps in the 1-ms case, both factors were
responsible. The poor single-speaker performance at 1-ms
leads logically to the weak evidence of localization domi-
nance at this duration. Specifically, localization dominance
of a leading source over a lagging source at a different loca-
tion is not expected, given that the same stimulus but with
the lag co-located with the lead could not be localized pre-
cisely.

The choice of positions enabled a better characterization
of localization dominance in the median plane than had been
shown in the literature. In the present study, both the lead
and lag positions are localized accurately, yet the combina-
tion produces localization dominance. In the prior median
plane studies, there was evidence that a strongly localizable
location ~front! dominated a weakly localizable location
~above! ~Litovsky et al., 1997a!. This ‘‘positional domi-
nance’’ makes it difficult to observe the influence of localiza-
tion dominance.

The use of longer duration noise bursts in the present
study was shown to improve both the accuracy and the pre-
cision of single-speaker localization. This performance im-
provement was helpful for demonstrating statistically signifi-
cant effects of localization dominance that may not be
obvious with shorter duration stimuli. Overall, the results
reaffirmed that localization dominance is effective in median
plane localization. The results also indicate that the effect is
weaker in the median plane as compared to its strength as
reported in the azimuthal plane in other studies~e.g., Shinn-
Cunninghamet al., 1993!. Accompanying the present results
are considerable inter-subject variability and evidence of po-
sitional dependence~variance in performance across position
combinations!, neither of which are typically as influential in
azimuthally based PE experiments~e.g., Litovsky and Shinn-
Cunningham, 2001; Saberi and Antonio, 2003!.

The reason for weak localization dominance in the me-
dian plane is not entirely clear. Echo suppression~measure of
whether the lag is heard as a separate sound! appears to be
similar in strength in the azimuthal and median-sagittal
planes, as measured with single-neuron responses~Litovsky
et al., 1997a; Litovsky and Yin, 1998a! or psychophysically
~Litovsky et al., 1997b; Rakerdet al., 2000!. Hence, it is
difficult to argue that auditory mechanisms underlying sup-
pression of echoes are generally weaker in the median plane.
However, there is another aspect of the PE, discrimination
suppression, which appears to be different in azimuth and
elevation. Listeners’ ability to discriminate small shifts in the
vertical position of the lag is not compromised at any delays,
but discrimination of small shifts in the azimuthal position is
delay-dependent, being quite poor at brief delays and im-
proving as delays are increased~Litovsky et al., 1997b!.
Taken together, previous work along with findings from the
present study suggest that, while at brief delays the lag may
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not be subjectively audible, directional properties of the lead
do not dominate~take precedence! over those of the lag as
strongly in the median plane as they do in azimuth. Weaker
dominance of directional cues might be due to the fact that in
the median plane there is poorer spatial resolution for source
locations than in azimuth. That is, the strength of localization
dominance may be a by-product of localization accuracy in
each plane.

Computational models of precedence in the azimuthal
plane would be difficult to adapt to median plane data. Mod-
eling of elevation localization for single sources is itself not
well understood. Computations based on the actual received
spectra using the subject’s HRTFs as well as the actual noise
samples may provide some insight into performance. How-
ever, if long term statistics are used, these are likely to bear
little fruit in predicting precedence since long-term spectra
~assuming that all operations are linear! will be the same if
the leading and lagging positions are switched, whereas psy-
chophysical performance clearly depends on which position
is leading. More complex models incorporating peripheral
nonlinearities~Hartung and Trahiotis, 2001!, onset-driven
suppression~Lindemann, 1986!, or spectral weighting of in-
teraural differences~Tollin, 1998! have shown some success
in describing many aspects of azimuthally based precedence.
To describe median plane precedence, all of these models
would need to be modified to produce an elevation judgment,
and may also require sensitivity to spectral profiles. On the
other hand, if pinna disparity cues provide a usable cue to
median plane localization~e.g., Middlebrooks, 1992; Hof-
man and Van Opstal, 2003!, perhaps interaural difference
models of precedence could predict median plane localiza-
tion dominance as well.

V. CONCLUSIONS

The experiments presented here studied localization
dominance in the median-sagittal plane. Localization of
single sources in the median plane is mediated primarily by
spectral cues, and localization performance in this plane is
characterized by front–back confusions as well as high vari-
ability when compared to azimuthal localization. The single-
speaker data provided a baseline measure of performance in
the task using speaker positions in the frontal portion of the
median-sagittal plane as a function of burst durations. These
data indicated that stimulus duration has a big effect on the
single-speaker localization, with longer durations leading to
greater precision and less elevation compression. The prece-
dence data were characterized by higher variability in the
response distributions, but with a statistically significant bias
toward the leading speaker for the longer burst duration con-
ditions. Thus, thec values reported here, when compared
with those of Shinn-Cunninghamet al. ~1993! are consistent
with there being weaker localization dominance in the
median-sagittal plane than in the azimuthal plane, not unlike
the differences observed by Litovskyet al. ~1997a!.

Considering the precedence effect in general, the exis-
tence of localization dominance in the median plane indi-
cates that it is a general phenomenon that applies to paired
stimuli in ~at least! a two-dimensional space, rather than be-
ing confined to the azimuthal dimension only. If one pre-

sumes that the phenomenon serves as a means of suppressing
reflections, then it should not be surprising that it is a general
spatial effect.
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Thresholds for interaural intensitive disparities~IIDs! for a 500-Hz tone were measured in several
stimulus conditions including those in which the use of intracranial position as a cue was effectively
eliminated by roving theinteraural temporal disparityof the stimuli. Removing position as a cue
resulted in substantial degradation of sensitivity to IID. The overall patterning of the data suggests
that threshold-IIDs measured in standard binaural paradigms that yield fused intracranial images
reflect the use of changes in intracranial position. That is, comparisons among the data suggest that
listeners’ judgments depend upon binaural spatial cues and not on comparisons of the concomitant
monaural increments and decrements in level, per se, that inevitably result from the imposition of
IIDs. © 2004 Acoustical Society of America.@DOI: 10.1121/1.1719025#
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I. INTRODUCTION

Much of what is known about how and how well human
listeners process interaural temporal disparities~ITDs! and
interaural intensitive disparities~IIDs! has been gleaned from
investigations in which the sounds have been presented via
earphones~for reviews, see Durlach and Colburn, 1978 and
Hafter and Trahiotis, 1997!. If identical stimuli are presented
to each ear in this fashion, the perception is of a single fused
‘‘auditory image’’ that is perceived to be located within the
head~i.e., intracranially! and near midline. The introduction
of ITDs or IIDs can result in the intracranial position of the
sound being perceived as displaced, orlateralized, toward
the ear at which the physical waveform either leads in time
or is more intense.

The focus of this report is on the resolution of IIDs. A
number of investigators have measured listeners’ sensitivities
to changes in IID as a function of several parameters of the
stimuli including center frequency, bandwidth, interaural co-
herence, baseline overall level, baseline ITD, and/or baseline
IID ~e.g., Domnitz, 1973; Domnitz and Colburn, 1977;
Hafter et al. 1977; Grantham and Ahlstrom, 1982; Nuetzel,
1982; Grantham, 1984; Yost and Dye, 1988!.

Despite these efforts, it remains unclear whether and to
what degree listeners’ threshold-IIDs reflect their use of a
binaural spatial cue, i.e., changes in the lateral position of
intracranial images or, instead, reflect their use of strictly
monaural cues. This is so because the imposition of an IID,
besides potentially changing lateral position, necessarily pro-
duces a change of intensity at one or both ears. This results
in there being at least three potential manners by which lis-
teners could resolve IIDs. One way would be to attend to
changes in the intracranial position of the acoustic image, a
binaural cue referred to here as theposition cue. A second
way would be to attend to changes in intensity~increments
or decrements! that occur in one or both ears. That is, the

listeners could attend to changes in intensity occurring atone
ear or to changes in intensity occurring ateach ear, consid-
ered as independent channels. Depending upon the method
used to produce the IID, an increment may be presented at
one ear, a decrement may be presented at one ear, or there
may be a combination of increments and decrements at the
ears. All of these types of monaural cues are referred to here
as single-ear cues. It should be noted that if an IID is im-
posed via symmetric~up in one ear and down at the other!
changes in level across the ears, then another potential cue, a
change in binaural loudness, is rendered ineffective for
IIDs<about 10 dB~Keene, 1972; Domnitz and Colburn,
1977!.

In an attempt to limit the confounding use of single-ear
cues, some investigators have followed Leshowitzet al.
~1974! and measured threshold-IIDs while ‘‘roving’’ the
overall level of the stimuli. Given a sufficiently large range
over which the intensities of the stimuli are roved, one can
partition the measured threshold-IIDs into two regions: those
that are so large that performance could be attributable to
monaural changes in intensity and those that are so small that
the monaural changes available are insufficient to explain
performance~e.g., Nuetzel, 1982; Grantham, 1984; Hart-
mann and Constan, 2002!.

While roving the levels of the stimuli can allow one to
preclude the use of single-ear cues as the basis for threshold-
IIDs, the listener could still solve the task by yet a third
strategy. Logically, the listener could solve the task by some-
how comparingindependentmeasures of the level of the
stimuli that are simultaneously present at each ear. This po-
tential cue is referred to here as themonaural difference cue.
For the purposes of this report, it is important to note that
both the monaural difference cues and the single-ear cues
could, logically, be used to solve the IID-task in the absence
of any fused binaural image and in the absence of any infor-
mative changes in lateral position.

Taking all of the above into consideration, when
threshold-IIDs are measured in the absence of roving overalla!Electronic mail: les@neuron.uchc.edu
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level, the listener would have available the position cue, the
single-ear cue~s!, and the monaural difference cue. Roving
overall level can eliminate the use of the single-ear cue~s!,
but would leave available both the position cue and the mon-
aural difference cue. The purpose of this study was to mea-
sure threshold-IIDs in several stimulus conditions including
those in which the position cue was effectively eliminated by
roving theITD of the stimuli. It will be seen that removing
the position cue produced substantial degradation of sensitiv-
ity to IID. That result, taken together with other comparisons
among the data, suggests that threshold-IIDs, as typically
measured, do, indeed, reflect the use of the binaurally based
position cue, and not the use of single-ear cue~s! and/or the
monaural difference cue.

II. EXPERIMENT

A. Procedure

Two monaural conditions and four binaural conditions
were employed. In the monaural conditions, the listeners’
task was to detect an increment in the intensity of a 500-Hz
tone. Thresholds were measured separately for the left and
right ears. In the binaural conditions, the listener’s task was
to detect the presence of an IID imposed on a 500-Hz tone.
The IID was always produced by altering the level of the
tone across the ears symmetrically~up in the left ear and
down at the right! by IID/2. Imposing the IID in this manner
precluded the use of binaural changes in loudness as cues to
the presence of the IID~e.g., Keene, 1972; Domnitz and
Colburn, 1977!.

In the ‘‘No Rove,’’ binaural condition, neither the over-
all level nor the ITD was roved. Thus, based on the discus-
sion in the previous section, three types of cues were avail-
able to the listener: single-ear, position, and monaural
difference.

In the ‘‘Level Rove’’ binaural condition, the overall level
of the 500-Hz tone at both ears was chosen randomly, on
each presentation, within and across trials, from a range of
10 dB ~1.0 dB steps!. Roving the overall level in this manner
effectively eliminated the single-ear cues, leaving the posi-
tion and monaural difference cues as potential bases on
which to detect the IID.

In the ‘‘ITD Rove’’ binaural condition, the ITD of the
500-Hz tone was chosen randomly, on each presentation,
within and across trials, from a range of6400 ms ~5-ms
steps!. Roving the ITD in this manner effectively eliminated
the position cue, leaving the single-ear and monaural differ-
ence cues as potential bases on which to detect the IID.

Finally, in the ‘‘ITD/Level Rove’’ condition, both overall
level and ITD were roved on each and every presentation in
the manners described above. This effectively eliminated
both the single-ear and position cues, leaving the monaural
difference cue as a potential basis on which to solve the task.

For all conditions, 500-Hz tones were presented for 300
ms ~including 20-ms cos2 rise-decay ramps!. The tones were
generated digitally with a sampling rate of 20 kHz~TDT
array processor!. Subsequent to digital-to-analog conversion
~TDT Power-DAC!, the stimuli were low-pass filtered at 8.5
kHz ~TDT FLT2! and presented via TDH-39 earphones to

listeners seated in single-walled, IAC booths. The overall
level of the tones~prior to the imposition of an increment,
IID, or rove! was 70 dB SPL.

Thresholds were determined using a two-cue, two-
alternative, temporal forced choice adaptive task~see Bern-
stein and Trahiotis, 1982!. Each trial consisted of a warning
interval ~500 ms! and four 300-ms observation intervals
separated by 400 ms. Each interval was marked visually on a
computer monitor. Correct-answer feedback, which was
based on the interval containing the increment~monaural
conditions! or the interval containing the nonzero IID~bin-
aural conditions!, was provided for approximately 400 ms
following the listener’s response. The stimuli in the first and
fourth intervals served as ‘‘cues.’’ For the monaural condi-
tions, the cues were 500-Hz tones presented at the ‘‘stan-
dard’’ level of 70 dB SPL. For the binaural conditions, the
cues were 500-Hz tones presented with an IID of 0 dB. The
‘‘signal’’ to be detected~an increase of level in the monaural
conditions, an IID in the binaural conditions! was presented
either in the second or the third interval with equala priori
probability. The nonsignal interval, like the first and fourth
‘‘cueing’’ intervals contained an IID of 0 dB. When roving
conditions were employed, the rove was applied indepen-
dently and in the same manner to all four intervals. The size
of the signal was varied adaptively in order to estimate 71%
correct ~Levitt, 1971!. The step sizes within the adaptive
track depended upon the size of the signal. Prior to the sec-
ond reversal, if the size of the signal was>3 dB, then the
step size was 1.0 dB; if the size of the signal was between 1
and 3 dB, then the step size was 0.5 dB; if the size of the
signal was,1 dB, then the step size was 0.2 dB. Following
the second reversal, the step sizes were reduced to 0.5, 0.2,
and 0.1 dB, respectively. A run was terminated after 12 re-
versals and ‘‘threshold’’ was defined as the mean value of the
signal ~an increase of level in the monaural conditions, an
IID in the binaural conditions! across the last ten reversals.

Five normal-hearing young-adults served as listeners.
For each listener, three consecutive thresholds were first ob-
tained in the left-ear and then in the right-ear monaural con-
ditions. Then, three thresholds were obtained from each lis-
tener, sequentially, in the No Rove, Level Rove, and ITD
Rove conditions. The ordering of conditions was then re-
versed and three more thresholds were obtained for each lis-
tener. This process was repeated until each listener’s perfor-
mance became asymptotic. Typically, this required
measuring about 12 thresholds per listener per condition.
Thresholds in the ITD/Level Rove condition were measured
subsequent to those in the other conditions because the need
for them became apparent as this report was being prepared.

The adaptive tracks corresponding to the final two sets
of three thresholds for each combination of listener and con-
dition were examined. Any set of three thresholds that con-
tained an adaptive track with a standard deviation larger than
0.75 dB was discarded and new sets of three thresholds were
measured until all the standard deviations for all three adap-
tive tracks were< 0.75 dB. Such ‘‘re-runs’’ proved to be
necessary for only the ITD Rove and ITD/Level Rove con-
ditions. The final estimate of threshold for each combination
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of listener and condition was computed as the average of the
last six accepted measurements.

B. Results and discussion

Because the patterning of the data was highly similar
across the five listeners, the mean thresholds are representa-
tive and only they are displayed in Fig. 1. The error bars
indicate the standard error of the mean computed across the
five estimates of threshold, one being provided by each lis-
tener. The thresholds for the two monaural conditions~left-
most pair of bars! are plotted as the difference in decibels
between the level required to detect the increment and the
level of the standard~i.e., 10 log(I1DI)210 logI). The re-
maining four bars represent the threshold-IIDs obtained in
the binaural conditions. They represent the difference in
decibels between the level at the left ear and the level at the
right ear ~i.e., 10 log(I1DI/2)210 log(I2DI/2)). The hori-
zontal line plotted above the fourth and sixth bars from the
left represents the IID that would have to be imposed in
order for an ideal observer to achieve 71% correct if the
decisions were based solely on the increment in level avail-
able at one ear~e.g., Green, 1988; Hartmann and Constan,
2002!. The types of cues available~i.e., position, single-ear,
monaural difference! to the listener in each of the six stimu-
lus conditions are indicated below the abscissa by check-
marks.

Beginning with the two monaural conditions~left-most
pair of bars!, the mean thresholds obtained were essentially
identical, being 0.7 dB for the left ear and 0.9 dB for the
right ear. The mean threshold-IID obtained in the binaural
condition with no rove was 1.4 dB. As indicated in the fig-

ure, this is the only condition in which all three types of cues
were available. This threshold-IID of 1.4 dB was produced
by imposing an increment and a decrement of 0.7 dB in the
left and right ears, respectively. Therefore in the binaural No
Rove condition, there was a sufficient increment in level at
the left ear to support threshold performance. Note that
thresholds in these three ‘‘baseline’’ conditions are consistent
with those obtained in earlier studies~e.g., Hafteret al.,
1977; Jesteadt and Wier, 1977; Grantham, 1984; Bernstein
et al., 1998!.

Roving the levels of the stimuli in the binaural Level
Rove condition ~fourth bar from the left! resulted in a
threshold-IID of 1.5 dB, a value essentially unchanged from
that obtained in the binaural No Rove condition~third bar
from the left!. This outcome indicates that performance in
the binaural No Rove condition wasnot based on a single-
ear cue. If listeners had relied solely on the single-ear cue,
then roving the overall level of the stimuli by65 dB would
have degraded performance and led to a threshold-IID of at
least 4.7 dB, as indicated by the solid line above the bar
representing threshold in the binaural Level Rove condition.
As described earlier, that is the value that would have to be
imposed in order for the listener to achieve threshold perfor-
mance if the decisions were based solely on the increment in
level available at one ear. Alternatively, if performance were
based on an optimal combination of single-ear cues and if
sensitivity to increments and decrements were equal, then,
following Jesteadt and Wier~1977!, one would expect a
threshold-IID 3.7 dB. Neither of these outcomes occurred.
Therefore, it seems reasonable to infer that single-ear cue~s!
did not mediate performance in the binaural No Rove task.

On the other hand, roving the ITD, the manipulation of
principal interest in this experiment because it can render
ineffective the position cue, led to a threshold-IID of 2.7 dB
~fifth bar from the left!. Assuming an ITD/IID ‘‘trading ra-
tio’’ at 500 Hz of between 20 and 40ms/dB ~see Table I of
Trahiotis and Kappauf, 1978!, then one can compute the IID
necessary to overcome the randomly occurring changes in
intracranial position produced by the6400 ms rove of ITD.
The assumption of a particular trading ratio, taken together
with the optimal processing scheme described earlier, leads
to the conclusion that listeners would require an IID between
4.7 and 9.4 dB in order to reach threshold. Clearly, themea-
suredthreshold-IID of 2.7 dB would not produce a sufficient
change in lateral position to overcome the effects of roving
the ITD.

The crucial observation is that, when ITD is roved, so
that theposition cueis rendered ineffective, threshold-IIDs
become much larger than those obtained in the binaural No
Rove condition and much larger than those obtained in the
binaural condition in which the overall level was roved.
These findings suggest that the position cueis a primary
determiner of threshold-IID in both the No Rove and Level
Rove conditions and that the monaural difference cue, which
was available in all three binaural conditions discussed so
far, is not a primary determiner of threshold-IID. If it were,
then threshold-IIDs measured with roving ITDs would be
expected to be as small as those measured in the No Rove
and Level Rove conditions. This is so because the monaural

FIG. 1. Mean thresholds, in dB, computed across the five listeners in the six
experimental conditions. Error bars indicate the standard error of the mean.
Thresholds for the two monaural conditions~leftmost pair of bars! represent
the increase in level at threshold (10 log(I1DI)210 logI). Thresholds for
the binaural conditions~remaining four bars! represent IIDs (10 log(I
1DI/2)210 log(I2DI/2)). The horizontal line plotted above the fourth and
sixth bars from the left represents the IID that would have to be imposed in
order for an ideal observer to achieve 71% correct if decisions were based
solely on the increment in level available at one ear. The types of cues
available~i.e., position, single-ear, monaural difference! to the listener in
each of the six stimulus conditions are indicated below the abscissa by
check marks.
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difference cue relies only on a comparison of the average
level computed at each ear. As discussed explicitly by Hart-
mann and Constan~2002!, who measured threshold-IIDs
with diotic, interaurally phase-reversed, and interaurally un-
correlated noises, such measurements of level at each ear
would be made independently of the measurements at the
other ear and would not stem from, and would not be af-
fected by, the imposition of an ITD.

Finally, it is important to evaluate the potential use of
single-ear cues in the ITD Rove condition. Those cues, like
the monaural difference cue, would be unaffected by roving
the ITD. Were the listeners able to make use of single-ear
cues~i.e., increments or decrements occurring at one ear!,
their threshold-IIDs in the ITD Rove condition would be
expected to be about 1.4 dB, a value commensurate with the
threshold increment of 0.7 dB that was measured in the mon-
aural stimulus conditions. Instead, the threshold-IID mea-
sured in the ITD Rove condition was 2.7 dB. This means
that, at threshold, there were increments and decrements of
1.35 dB in the left and right ears, respectively. Those incre-
ments are essentially twice the 0.7 dB increments~decre-
ments! in level required in the monaural stimulus condition.
Therefore, it appears that even when it would be advanta-
geous for the listener to use the single-ear cue, as in the
roving ITD stimulus condition, listeners either cannot use
single-ear cues or do so in a manner that yields substantially
elevated threshold-IIDs. On the other hand, as indicated in
the figure, the listeners could have solved the task by using
the monaural difference cue. That possibility was explored
by investigating one more stimulus condition.

After the main experiment was completed, threshold-
IIDs were obtained while rovingboth ITD and overall level.
This was done to determine how well listeners could perform
the task when both the position cue and the single-ear cue
were rendered ineffective, leaving the monaural difference
cue as a potential mediator of performance. The right-most
bar indicates that threshold-IIDs in this condition were 2.8
dB, essentially identical to those measured in the ITD Rove
condition, an outcome consistent with the use of the monau-
ral difference cue in both ITD Rove and the additional ITD/
Level Rove conditions.

It is also possible that listeners may have, at least in part,
based their decisions on a binaural spatial cue in the ITD
Rove and ITD/Level Rove conditions. Specifically, listeners
may have utilized changes in the perceived width/diffuseness
of intracranial images produced by incongruent combina-
tions of ITDs and IIDs often produced in those two stimulus
conditions~see Domnitz, 1973, p. 1550 and Gaik, 1993!. The
potential use of such a cue in those two stimulus conditions
is supported by the listeners’ statements that they felt that
they could determine which interval contained the IID by
choosing the one containing the ‘‘wider’’ intracranial image.
At this time, the use of such cues is presented as conjecture
because independent control and measurement of perceived
width/diffuseness was well beyond the scope of this investi-
gation.

III. GENERAL DISCUSSION AND CONCLUSIONS

Threshold-IIDs were measured in several stimulus con-
ditions including those in which the use of lateral position as
a cue was effectively eliminated by roving the ITD of the
stimuli. Removing lateral position as a cue resulted in sub-
stantial degradations of sensitivity to IID. That result, taken
together with other comparisons among the data, suggests
that threshold-IIDs, as typically measured in standard binau-
ral paradigms~in which ITD is not roved!, do, indeed, reflect
the use of changes in the intracranial position of fused, bin-
aural auditory images. In such paradigms, it appears that nei-
ther the monaural increments and decrements in level nor the
monaural difference cues that are concomitant with the im-
position of an IID are utilized.

This is not to say that single-ear cues and/or monaural
difference cues are only utilized or utilizable when ITD is
roved while measuring threshold-IIDs. For example, at the
103rd meeting of the Acoustical Society of America, Nuetzel
~1982! reported that threshold-IIDs were fairly constant, in-
dependent of whether the ‘‘standard’’ stimuli presented to the
two ears were interaurally correlated noises~i.e., diotic!, in-
teraurally uncorrelated noises, diotic tones, interaurally
phase-reversed tones, or tones differing interaurally in fre-
quency by over half an octave. Similar results were reported
at the same meeting by Grantham and Ahlstrom~1982!, who
employed interaurally correlated and uncorrelated narrow-
band and wideband noises. More recently, Hartmann and
Constan~2002! measured threshold-IIDs with interaurally
uncorrelated noises and obtained data consistent with the ear-
lier two studies.

In summary, the experiments and analyses reported here
suggest that when threshold-IIDs are measured in standard
binaural paradigms with stimuli that produce fused, auditory
images, listeners’ judgments appear to be based upon
changes in the position of intracranial images and not on
changes in single-ear cues or monaural difference cues. This
appears to be so even under conditions for which it would be
advantageous for listeners to attend to single-ear cues. For
stimuli that do not foster fused, acoustic images and for
which position cues are unavailable or impoverished, listen-
ers may rely upon single-ear and/or monaural difference
cues.
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Viscoelastic shear properties of human vocal fold tissues have been reported previously. However,
data have only been obtained at very low frequencies~<15 Hz!. This necessitates data extrapolation
to the frequency range of phonation based on constitutive modeling and time-temperature
superposition. This study attempted to obtain empirical measurements at higher frequencies with the
use of a controlled strain torsional rheometer, with a design of directly controlling input strain that
introduced significantly smaller system inertial errors compared to controlled stress rheometry.
Linear viscoelastic shear properties of the vocal fold mucosa~cover! from 17 canine larynges were
quantified at frequencies of up to 50 Hz. Consistent with previous data, results showed that the
elastic shear modulus (G8), viscous shear modulus (G9), and damping ratio~z! of the vocal fold
mucosa were relatively constant across 0.016–50 Hz, whereas the dynamic viscosity~h8! decreased
monotonically with frequency. Constitutive characterization of the empirical data by a quasilinear
viscoelastic model and a statistical network model demonstrated trends of viscoelastic behavior at
higher frequencies generally following those observed at lower frequencies. These findings
supported the use of controlled strain rheometry for future investigations of the viscoelasticity of
vocal fold tissues and phonosurgical biomaterials at phonatory frequencies. ©2004 Acoustical
Society of America.@DOI: 10.1121/1.1736272#

PACS numbers: 43.70.Aj, 43.70.Bk, 43.35.Mr@AL # Pages: 3161–3170

I. INTRODUCTION

It has been shown that the biomechanical properties of
vocal fold tissues, particularly their elastic and viscous shear
properties, are important data for a wide range of applica-
tions, including the computer modeling of vocal fold vibra-
tion, the quantification of phonation onset or threshold con-
ditions, and the prediction of clinical voice outcomes for
phonosurgical implantable biomaterials~Alipour et al., 2000;
Berry, 2001; Chan and Titze, 1999; Chanet al., 2001!. In our
previous studies, a rotational or torsional rheometer~Bohlin
CS-50, Bohlin Instruments, Inc., East Brunswick, NJ! was
used to measure the viscoelastic shear properties of the vocal
fold mucosa, specifically the human vocal cover~i.e., the
superficial layer of the lamina propria extracellular matrix!
~Chan, 1998; Chan and Titze, 1999!. However, valid rheo-
metric data were obtained at relatively low frequency~up to
only 15 Hz!, an order of magnitude below the typical physi-
ological frequency range of voice production, which is usu-
ally around 125 to 175 Hz for men and around 200 to 250 Hz
for women~Titze, 1994!.

Although the low-frequency viscoelastic shear data ob-
tained previously could be extrapolated to physiological fre-
quencies of phonation based on constitutive modeling ap-
proaches~Chan and Titze, 2000! as well as the principle of
time-temperature superposition~Chan, 2001!, the applicabil-
ity of these modeling and extrapolation approaches to the
description of vocal fold tissues has to be corroborated by

empirical data obtained at higher frequency, preferably in the
physiological range of phonation.

The limitation of the previous data to a low-frequency
range was at least partially due to the fact that they were
obtained with oscillatory shear rheometry on the basis of
prescribing and controlling an input stress and measuring the
output strain, i.e.,controlled stress rheometry. In the con-
trolled stress torsional rheometer system used in our previous
studies~Bohlin CS-50 with a parallel-plate geometry!, a test
sample was subjected to a precise sinusoidal torque~con-
trolled stress! introduced by a drag cup motor rotating the
upper plate while the lower plate remained stationary~Fig.
1!. The deformation of the test sample resulting from the
small-amplitude oscillatory torque input was detected as the
sinusoidal angular velocity or displacement of the upper
plate by a sensitive optical transducer assembly attached to
the shaft of the upper plate~Chan and Titze, 1999, p. 2012!.
Unfortunately, there existed a major source of measurement
errors with such controlled stress rheometry design that lim-
ited the valid frequency range of the measurements. Due to
the moment of inertia of the upper plate and shaft assembly
~including the actuator or motor shaft and coil, part of the air
bearing, as well as the optical transducer disk!, the system
introduced significant inertial errors into the transduction and
measurements of the oscillation of the upper plate, particu-
larly at higher frequencies and for test samples of low vis-
cosities. Specifically, the angular displacement of the oscil-
lating upper plate lagged behind the actual sinusoidal
deformation of the test sample, introducing response delays
due to the instrument system inertia orinertial time delays.
In a thorough analysis of system inertial errors in controlled

a!Portions of this work were presented in the 142nd Meeting of the Acous-
tical Society of America, Fort Lauderdale, Florida, 3–7 December 2001.
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stress rheometers, Krieger~1990! showed that such response
delays on the order of 1.0 s are typical for test samples with
viscosities less than 0.1 Pa•s. These inertial errors ultimately
limit the usefulness of controlled stress rheometry for quan-
tifying the frequency-dependent tissue viscoelasticity of the
vocal fold cover, which has been shown to demonstrate a
shear thinning behavior, with its dynamic viscosity decreas-
ing monotonically with frequency and dropping below 0.1
Pa.s at 15 Hz~Chan and Titze, 1999!. Under this premise,
this paper attempted to explore the use of a rheometer system
with an alternative and improved rheometric design, namely
by prescribing and controlling an input strain and measuring
the output stress, i.e.,controlled strain rheometry. This meth-
odology significantly reduced the response time delays asso-
ciated with the system inertia of the instrument, allowing for
the measurement of empirical viscoelastic data of vocal fold
tissues at a frequency up to around 50 Hz in the present
study, more than three times higher than the previously
achievable limit of 15 Hz, and approaching the lower limit of
the physiological fundamental frequency range for male
speakers. The empirical data obtained were also character-
ized theoretically by two previously used constitutive mod-
els, namely the quasilinear viscoelastic model and the statis-
tical network model~Chan and Titze, 2000!, in order to
facilitate comparison between the present and previous data,
and to better understand the applicability of these models to
the description of vocal fold tissue constitutive response.
Such theoretical constitutive modeling would enhance the
parametric and microstructural descriptions of the tissue be-
havior under small-strain~small-amplitude! oscillatory shear
deformation, which is key to the study of mucosal wave
mechanics and its interaction with the glottal airflow.

II. METHOD

A. Controlled strain rheometer

A rheometric fluid spectrometer~Model RFS-III! ~Rheo-
metric Scientific, Piscataway, NJ! was used for the empirical
measurements. It was a state-of-the-art controlled strain tor-
sional rheometer system for characterizing the rheological

and mechanical properties of fluids and gel-like semi-solid
materials, including biological soft tissues and biomaterials.
The RFS-III is based on the principle of controlled strain
rheometry, and it is a truly controlled strain rheometer. Some
controlled stress rheometers in the market, including the
Bohlin CS-50 used in our previous study~Chan and Titze,
1999!, allow the user to switch to pseudo-controlled strain
operations by imposing a stress~torque! that would maintain
a prescribed level of deformation based on an electronic
negative-feedback control loop~typically with an ‘‘automatic
strain’’ mode!, yet they are not truly controlled strain designs
because the torque motor and the angular velocity transducer
are still attached to the same rotating structure for many of
these rheometers, typically the upper plate assembly~Fig. 1!.
Such designs tend to introduce significant inertial time de-
lays into the measurements and limit the effective frequency
range for obtaining valid dynamic viscoelastic data, espe-
cially for test samples with low viscosity or low elastic
modulus where inertia of the sample also becomes a concern,
in addition to the errors introduced by system inertia of the
instrument. Vocal fold tissues and phonosurgical biomaterials
are primarily low-modulus samples, hence the effects of both
sample inertia and instrument system inertia have to be taken
into account.

B. Effect of sample inertia

As discussed in our previous study~Chan and Titze,
1999, p. 2013!, inertial forces arising from a sample under
oscillatory shear in a parallel-plate geometry with one plate
moving and another plate fixed can be neglected if the so-
called ‘‘gap loading limit’’ applies~Ferry, 1980!:

h!A2ph

r f
, ~1!

where h is the gap size between the parallel plates,h is
viscosity of the test sample,r is density of the sample, andf
is oscillation frequency. According to Ferry~1980! and
Schrag~1977!, the gap loading condition refers to the limit-
ing situation where the sample sheared between the two
plates is so thin~i.e., the gap size so small! that the planar
shear wave developing and propagating away from the mov-
ing plate is immediately reflected to create a strain field in
the sample that is uniformly in phase with the driving plate.
Practically, it is not easy to achieve this limiting condition
because a complex standing shear wave could be created in
the strain field instead to introduce significant magnitude and
phase deviations from the target deformation prescribed for
the sample. According to Eq.~1!, the gap loading condition
may no longer apply when one or more of these conditions
occur: increasing the sample thickness~the gap size!, in-
creasing the oscillation frequency, or decreasing the sample
viscosity. In a thorough analysis of the deviation of spatial
velocity gradient profiles from the gap loading limit, Schrag
~1977! showed that the ratio of shear wavelength (ls) to gap
width ~h! dictates whether the gap loading condition is ap-
plicable or not. The shear wavelengthls can be determined
based on Eq.~10! in Schrag~1977!:

FIG. 1. Schematic of the torsional controlled stress rheometer setup used in
Chan and Titze~1999!, with a parallel plate geometry~cross-sectional view
not to scale!.
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whereD is a phase factor of the complex shear wave propa-
gation coefficient@asb in Schrag~1977!#, v is angular fre-
quency, uG* u is magnitude of the complex shear modulus
G* , and d is the phase shift between stress and strain. By
definition,D52p/ls , hence

ls5AuG* u
r Y f cos

d

2
. ~3!

Schrag~1977! showed that the ratiols /h should be 40
or larger for the gap size to be sufficiently smaller than the
shear wavelength such that the gap loading condition would
apply and the inertia of the sample becomes negligible. From
Eq. ~3!, it can be seen that decreasing the modulus magni-
tude of the sample, increasing the oscillation frequency, or
increasing the phase shift~or damping ratio of the sample,
tand! would all reduce the ratiols /h, as would increasing
the gap sizeh, obviously. In our previous study of the human
vocal fold cover using the Bohlin CS-50 rheometer~Chan
and Titze, 1999!, the gap sizeh was 0.3 mm, thus the shear
wavelengthls had to be at or larger than 12 mm for a ratio
of ls /h>40. At a frequency of 15 Hz, with the assumption
of r'1100 kg/m3 and observation ofd'0.1 rad, in order to
have ls>12 mm, uG* u had to be equal to or larger than
35.55 Pa at 15 Hz@Eq. ~3!#. This calculation shows that the
gap loading limit could be safely achieved with valid vis-
coelastic measurements up to 15 Hz only for those tissue
specimens with a high enough elastic modulus (uG* u
>35.55 Pa). A careful inspection of the originaluG* u data
not reported in Chan and Titze~1999! ~only the elastic shear
modulusG8 was reported! revealed that all of the male vocal
fold specimens fulfilled this criterion but only the stiffest
female specimen~71-year-old female! had a complex shear
modulus magnitude higher than 35.55 Pa.

C. Effect of instrument system inertia

For an estimation of the inertial effects arising from the
rotating part of the rheometer, the response time delays due
to instrument system inertia in controlled stress rheometry
can be quantified by a retardation time constantb according
to Krieger ~1990!:

b5
KI

h
, ~4!

where I is the moment of inertia of the rotating part of the
rheometer, andK is an instrument constant dictated by the
specific rotational geometry. For a circular parallel plate ge-
ometry,

K5
2h

pr 4
, ~5!

wherer is radius of the rotating upper plate. For the Bohlin
CS-50 rheometer used in Chan and Titze~1999! ~Fig. 1!, the
gap sizeh was 0.3 mm~0.0003 m! and the upper plate radius
r was 10 mm~0.01 m!, henceK519 098.59 m23. The mass
moment of inertiaI of the upper plate and shaft assembly

was 1.32231025 kg•m2 according to the Bohlin manufac-
turer, including that of the motor and transducer assembly
(1.331025 kg•m2) and that of the 20-mm stainless steel up-
per plate (2.231027 kg•m2). Based on Eq.~4!, and assum-
ing a test sample viscosity of 0.1 Pa•s, the retardation timeb
due to system inertia of the controlled stress rheometer~in-
ertia of the rotating upper plate and shaft assembly! was
around 2.52 s. Inertial time delays of such magnitudes intro-
duced apparent time-dependent artifacts into the rheometric
measurements, such as phase errors in the system response,
and limited the valid frequency range of the viscoelastic data
that can be obtained.

D. Controlled strain rheometry

Unlike in controlled stress rheometry, a test sample in
the controlled strain torsional rheometer~RFS-III! in the
present study was subjected to a precise sinusoidal deforma-
tion ~controlled shear strain! from the lower plate, and the
shear stress~torque! that developed in the sample as a result
of the induced deformation was detected by a sensitive
torque transducer attached to the upper plate~Fig. 2!. Tor-
sional shear~twist! of the sample was realized by an actuator
~motor! attached to the lower plate, while the resulting
torque of the sample was transduced by a ‘‘force rebalance
torque’’ ~FRT! transducer attached to the upper plate. The
unique feature of the present controlled strain design was
that the upper plate is highly noncompliant, i.e., it is kept
almost stationary by an imposed torque in the opposite di-
rection that attempts to precisely counter-balance the torque
output generated by the sample deformation. This FRT
torque balancing mechanism is mediated by a negative-
feedback control circuitry as the sample is twisted by the
oscillating lower plate~Fig. 2!. When this balancing mecha-
nism for torque and the feedback control of strain are tuned
optimally, such a design can minimize errors introduced by
inertial time delays since the oscillation amplitude of the
rotating structure~upper plate assembly! would become al-
most zero and would thus have a much smaller effective
moment of inertia. For the present testing geometry using an
upper plate with a diameter of 7.90 mm, the mass moment of
inertia of the upper plate assembly~including the FRT trans-

FIG. 2. Schematic of the torsional controlled strain rheometer in the present
study, with a parallel plate geometry~cross-sectional view not to scale!.
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ducer! was minimal~around 31.0 g•cm2!, leading to response
delays of less than 100 ms, which are typical for controlled
strain rheometers~Krieger, 1990!. This was much smaller
than the estimated response delays of around 2.52 s for the
controlled stress rheometer~Bohlin CS-50! used previously,
partly because of the controlled strain design with FRT
torque balancing mechanism, and also because of a smaller
nominal moment of inertia of the upper plate assembly~31.0
g•cm2 or 3.131026 kg•m2 versus 1.32231025 kg•m2 for
the Bohlin CS-50!. This difference in inertial response delays
resulted in significantly smaller phase errors in computation
of the viscoelastic functions, namely the complex shear
modulusG* , yielding a wider effective frequency range.

The RFS-III system we used was equipped with an ac-
tuator~motor! with a dynamic strain amplitude (g0) range of
0.005–500 mrad~milli-radians! and an angular deflection
resolution of 0.001 mrad, and an FRT transducer with a
torque range of 0.000 39–100 mNm and a resolution of
0.0001 mNm. These sensitivities and resolutions were at
state-of-the-art precision levels for controlled strain rheom-
eters at the time of the empirical experiments~2001–2002!,
but were lower than those of the most advanced controlled
stress rheometers available in the market. Nonetheless, dy-
namic rheological measurements of vocal fold tissue samples
up to a frequency of 316 rad/s, or approximately 50 Hz,
could be achieved. This frequency range was limited by er-
rors in maintaining optimal tuning of the FRT torque balanc-
ing mechanism and the feedback control of strain, and also
by inertia of the sample~deviations from the gap loading
limit !. It is anticipated that ongoing improvements in system
design, precision, and corrections for inertial errors will fur-
ther extend the effective frequency range of valid viscoelas-
tic measurements to reach the typical physiological range of
phonation, up to 100–200 Hz.

E. Vocal fold tissue specimens

Vocal fold tissue specimens were harvested from 17
dogs, following experiments that led to painless euthanasia
of the animals. No animals were sacrificed specifically for
the present study. The animal use protocol was approved by
the Institutional Animal Care and Use Committee of the Uni-
versity of Wisconsin—Madison, in accordance with the PHS
Policy on Humane Care and Use of Laboratory Animals, the
NIH Guide for the Care and Use of Laboratory Animals, and
the Animal Welfare Act~7 U.S.C. et seq.!. All specimens
were obtained from healthy male Beagles of 1.5–2 years old
with an average weight of 12.52 kg~standard deviation
51.45 kg!. An otolaryngologist and a speech pathologist ex-
amined all of the animals and there was no evidence of any
head and neck abnormalities or laryngeal pathologies ob-
served. Tissue scarring was mechanically induced in one of
the vocal folds in some of the dogs as part of a separate
study, but the specimens procured for the present study were
obtained from the contralateral normal vocal folds in those
cases.

For each excised canine larynx, the cover or mucosa
~lamina propria plus the epithelium! of one vocal fold was
carefully isolated from its thyroarytenoid muscle as there is
no vocal ligament in the canine larynx. Specimens were ex-

cised and dissected immediately postmortem, quickly frozen
with liquid nitrogen, and stored at280 °C. Biomechanical
data obtained from postmortem and frozen tissues were be-
lieved to be representative of the tissuesin vivo, as a previ-
ous study showed that postmortem changes up to 24 h and
frozen storage up to 1 month following quick freezing with
liquid nitrogen did not significantly alter the viscoelastic
shear properties of the canine vocal fold mucosa~Chan and
Titze, 2003!. All specimens were shipped overnight while
frozen in dry ice to the author’s laboratory at Purdue Univer-
sity, where empirical measurement of tissue viscoelasticity
was conducted. Prior to the rheometric measurements, the
specimens were thawed quickly in an incubator at 37 °C and
mounted on the rheometer, such that the epithelium was in
complete contact with the upper plate and the inferior surface
~or cut surface! of the lamina propria was in complete con-
tact with the lower plate. The epithelium remained attached
to the lamina propria in the specimen throughout tissue dis-
section and testing, serving as a natural boundary of attach-
ment between the specimen and the rheometer.

F. Experimental measurements of tissue
viscoelasticity

A parallel-plate torsional geometry was used in the rhe-
ometer, where the dissected vocal fold mucosa specimen was
sandwiched between a 7.9-mm upper plate and a 55-mm
lower plate, with a 1.0-mm gap~Fig. 2!. With this sample
geometry, the sample volume required to completely fill the
gap between the plates was around 0.05 cm3, close to the
typical volume of a canine vocal fold cover specimen. The
specimen was incubated in 0.9% saline solution to prevent
water loss and maintain a constant osmotic level throughout
the experiments. All measurements were made at a tempera-
ture of 37 °C, maintained by the lower plate coupled to a
solid-state Peltier heating device capable of rapid tempera-
ture changes~30 °C/min!.

For controlled strain rheometry involving the parallel-
plate torsional geometry in the RFS-III rheometer~Fig. 2!,
average strain and stress quantities can be derived from the
torsional twist applied and the torque developed in the tissue
sample, respectively. A twist anglef ~in radians! was applied
to the tissue sample via the lower plate, resulting in a shear
straing given by

g5
R

H
f, ~6!

whereR is radius of the upper plate~3.95 mm! andH is the
gap size between the two plates~1.0 mm!. The torqueT
developed in the sample was measured by the FRT trans-
ducer in the RFS-III in nonstandard cgs units@g•cm#. An
average shear stresst in standard units~Pascals! can be de-
rived from the torqueT measured at the upper plate:

t5
200g

pR3
T, ~7!

where g is gravitational acceleration in cgs units~980.665
cm/s2!, and R50.395 cm. Based on the measured shear
stress and strain and the phase difference~d! betweent and
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g, linear viscoelastic functions of the tissue sample were
computed by the software of the RFS-III system according to
the theory of linear viscoelasticity~Chan and Titze, 1999;
Ferry, 1980; Fung, 1993!. Specifically, components of the
complex shear modulusG* , i.e., the real part, elastic shear
modulus (G8), and the imaginary part, viscous shear modu-
lus (G9), as well as the dynamic viscosity~h8! and the
damping ratio~z! of the tissue sample were obtained under a
variety of linear small-amplitude oscillatory shear condi-
tions, with oscillation frequency~angular frequencyv! and
the amplitude of shear strain (g0) being the independent
variables. Details of the mathematics of oscillatory shear de-
formation and the derivations of these viscoelastic functions
can be found in Chan and Titze~1999!.

In order to ensure that the rheometer was accurately cali-
brated and to provide an estimate of the magnitude of experi-
mental error associated with the oscillatory shear tests of the
rheometer, the elastic shear modulus (G8) and viscous shear
modulus (G9) of a silicone putty ~polydimethylsiloxane!
sample were measured as a function of frequency~v!, i.e.,
under dynamic frequency sweep. The silicone putty sample
was provided by the manufacturer as a rheological standard
for calibration of the rheometer and had precisely known
viscoelastic properties under standard conditions. The test
was performed with a standardized 25-mm parallel-plate tor-
sional geometry, a strain amplitude (g0) of 0.25 rad, and a
standard temperature of 25 °C.

Next, a dynamic strain sweep test was conducted on a
tissue specimen from one dog in order to estimate the linear
viscoelastic limit of the vocal fold mucosa. Oscillatory shear
deformation was applied to the specimen across a range of
shear strain amplitude (g050.0001– 0.5 rad), and the com-
plex shear modulus (G* ) of the specimen was quantified
according to the theory of linear viscoelasticity. This was an
important test prior to measurements of the linear viscoelas-
tic properties because rheometric measurements in the non-
linear region would violate the assumption of a linear con-
stitutive equation and invalidate the viscoelastic mea-
surements.

The primary experimental protocol consisted of dynamic
frequency sweep tests performed on all of the vocal fold
mucosa specimens. Linear small-amplitude oscillatory shear
conditions were applied on the tissue specimens, with the
strain amplitudeg0 set at a level within the linear region of
viscoelasticity, which was identified by the dynamic strain
sweep test described above. Measurements of the linear vis-
coelastic shear properties of the specimens were made in an
angular frequency range ofv50.1–316.23 rad/s~corre-
sponding to a range of 0.016–50.33 Hz!, in upward fre-
quency sweeps. No tests were done in downward frequency
sweeps because no significant differences have been ob-
served between upward and downward sweeps~Chan, 1998!.
No preconditioning or repeated testing of the tissue speci-
mens was done, because previous results showed that pre-
conditioning did not appear to significantly change the vis-
coelastic shear properties of vocal fold tissues~Chan and
Titze, 1999!.

G. Constitutive characterization of linear viscoelastic
properties

The viscoelastic shear properties of the vocal fold mu-
cosa measured empirically were also described by two con-
stitutive models of viscoelasticity previously used for char-
acterizing vocal fold tissues, namely the quasilinear
viscoelastic model~Fung, 1993! and the statistical network
model~Zhu et al., 1991!. Chan and Titze~2000! showed that
both models were capable of predicting the viscoelastic be-
havior of the human vocal fold cover under small-amplitude
oscillatory shear deformation reasonably well, but it was not
entirely clear which of the two models was superior in the
predictability of the viscoelastic shear properties at higher
frequencies~the extrapolated frequencies in particular!, be-
cause empirical data was only available at frequencies up to
15 Hz at the time for validating the models. In order to better
understand the applicability of these models to the descrip-
tion of vocal fold tissue constitutive response, particularly at
high frequencies, the present empirical data were fitted to
theoretical output of the two models based on adjustments of
specific model parameter values, using a procedure similar to
that described in Chan and Titze~2000!.

III. RESULTS AND DISCUSSION

Viscoelastic measurements of the rheological standard
material ~polydimethylsiloxane silicone putty! under stan-
dard test conditions are shown in Fig. 3. The data for the
dynamic frequency sweep test consisted of the elastic shear
modulus (G8) and the viscous shear modulus (G9) of the
sample plotted as a function of frequency on a log-log scale
~the standard for rheological data display!. The dynamic
shear moduli curves conformed closely to the standard
shapes or slope changes, and the cross-over point between
G8 and G9 occurred at v55.0119 rad/s andG8 ~or
G9)526.0195 kPa. These data were within 5% of the known
values of the rheological standard material, as provided by
the manufacturer. The findings suggested that the rheometer
was accurately calibrated and it was estimated that the re-
peatability or magnitude of experimental error of the RFS-III
system was around 5% within the 1–100 rad/s frequency
range.

Figure 4 shows the results of a dynamic strain sweep test
on a canine vocal fold mucosa specimen, performed in order

FIG. 3. Elastic shear modulus (G8) and viscous shear modulus (G9) of a
rheological standard material~polydimethylsiloxane! measured as a function
of frequency~v! ~shear strain amplitudeg050.25 rad, temperature525 °C!.
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to estimate the small-strain linear region of viscoelasticity.
G8 andG9 of the tissue specimen were measured as a func-
tion of strain amplitude (g0) at v5100 rad/s and at 37 °C.
Results showed that small-amplitude oscillation of the speci-
men was linear in the region withg0<0.01 rad, whereG8
and G9 remained roughly constant asg0 increased. Asg0

further increased beyond around 0.01 rad,G8 andG9 began
to decrease withg0 , indicating a dependence of the phase
differenced on g0 , which was representative of stress-strain
nonlinearity and would violate the assumption of a linear
constitutive equation underlying the derivations of the vis-
coelastic functions. Hence, viscoelastic measurements of all
specimens were performed under dynamic frequency sweep
tests with the strain amplitudeg0 set at 0.01 rad, where the
linearity assumption was valid and the viscoelastic data ob-
tained can be assured to be in the meaningful linear regime
~Ferry, 1980; Fung, 1993!.

The results of dynamic frequency sweep tests performed
on the canine vocal fold mucosa specimens are shown in
Figs. 5–7. Figure 5 shows the viscoelastic functionsG8 and
G9 of the vocal fold mucosa measured as a function of fre-
quency in the linear viscoelastic region (g050.01 rad) at
37 °C. With the use of the controlled strain RFS-III system,
the effective frequency range of viscoelastic measurement
was 0.016–50.33 Hz. The data showed that both the elastic

and viscous shear moduli of the canine vocal fold mucosa
increased slowly with frequency, similar to that observed
previously for the canine and the human vocal fold cover
~Chan and Titze, 1999, 2003!. It is clear that the storage
componentG8 always remained larger than the loss compo-
nent G9, indicating relatively low energy loss in the tissue
during oscillatory shear deformation, a behavior that can be
characterized as ‘‘viscoelastic solid’’~Ferry, 1980!. The data
at higher frequencies previously unattainable~at 15–50 Hz!
generally followed the trends established at the lower fre-
quencies, without sudden changes in the slope of the curves.
This was a significant finding because it provided general
support to the use of data extrapolation approaches for the
prediction of tissue viscoelastic behavior at frequencies be-
yond the reach of experiments, whether the extrapolation in-
volves constitutive characterization or alternative approaches
~like time–temperature superposition!. Indeed, it has been
shown that both constitutive characterization and time-
temperature superposition tend to predict trends of viscoelas-
tic shear properties that would follow those empirically ob-
served at lower frequencies, rather than drastically deviate
from them~Chan, 2001; Chan and Titze, 2000!.

Figure 6 shows the dynamic viscosity~h8! of the canine
vocal fold mucosa as a function of frequency. Similar to the
results of previous experiments,h8 decreased monotonically
with frequency or the rate of deformation, a ‘‘shear thinning’’

FIG. 4. Elastic shear modulus (G8) and viscous shear modulus (G9) of a
specimen of canine vocal fold mucosa as a function of shear strain ampli-
tude (g0) ~frequencyv5100 rad/s, temperature537 °C!.

FIG. 5. Elastic shear modulus (G8) and viscous shear modulus (G9) of
canine vocal fold mucosa as a function of frequency. Means and standard
deviations~upper error bars! of 17 specimens are shown.

FIG. 6. Dynamic viscosity~h8! of canine vocal fold mucosa as a function of
frequency. Means and standard deviations~upper error bars! of 17 speci-
mens are shown.

FIG. 7. Damping ratio~z! of canine vocal fold mucosa as a function of
frequency. Means and standard deviations~upper error bars! of 17 speci-
mens are shown.
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effect that has been observed repeatedly and was predicted
by both of the constitutive models. It has been proposed that
this effect is important for phonation to be possible at high
frequency, as viscous energy loss keeps decreasing with fre-
quency at the same time as tensile tissue stiffness increases
with frequency~Chan and Titze, 2000!. The data obtained at
higher frequencies~15–50 Hz! seemed to provide support to
the continuation of this shear-thinning effect into phonatory
frequencies, which would help to explain the sustaining of
vocal fold oscillation during high-pitched vocalizations such
as singing.

The damping ratio~z! of the canine vocal fold mucosa
was found to be not as much a relatively flat function of
frequency as was observed in previous human data~Chan
and Titze, 1999!, and it was particularly evident thatz in-
creased slowly with frequency between a frequency range of
around 1–20 Hz, with a local peak developing at about 20
Hz ~Fig. 7!. However, the numerical values ofz were actu-
ally within a relatively small range of 0.1–0.3, quite similar
to the range previously observed for the human vocal fold
cover ~0.1–0.5!. These damping ratio values suggested that
small-amplitude oscillation of the vocal fold would be under-
damped~whenz,1.0! for the frequency range observed, ex-
plaining why phonation may be energetically feasible for
both canine and human.

The empirical viscoelastic data were characterized con-
stitutively based on the quasilinear viscoelastic model and
the statistical network model. Theoretical predictions based
on specific parameter values of the two models were opti-
mized and curve-fitted to the average empirical data shown
in Figs. 5–7. The curve fitting was performed using a proce-
dure similar to that described in Chan and Titze~2000!, and
it was implemented in the software package MATLAB for
the present study. The parameters of the quasilinear vis-
coelastic model included the constant ‘‘parameterc,’’ and the
limits of a continuous relaxation spectrumt1 and t2 ,
whereas for the statistical network model there were four
independent model parametersh0 ~zero shear-rate viscosity!,

h` ~infinite shear-rate viscosity!, l0 ~maximum relaxation
time of the statistical network!, ands0 ~maximum number of
segment complexity that defines the range of chain segments
under shear in the network!, and one dependent parametera
~a function ofh0 , h` , ands0).

In order to assess the agreement or ‘‘goodness of fit’’
between the empirical data and the theoretical predictions
based on the two models, a correlation coefficientr c was
calculated for each of the viscoelastic functions as follows
~the subscript ‘‘c’’ stands for constitutive modeling!:

r c5A12
( i~yi2 ŷi !

2

( i~yi2 ȳ !2
, ~8!

whereyi were the empirical data values,ŷi were the predic-
tions based on constitutive modeling, andȳ was the average
of the empirical values. The ‘‘best fits’’ were found by fine-
tuning the model parameters individually until the sum of the
correlation coefficientsr c for the four viscoelastic functions
(G8, G9, h8, andz! was maximized.

For descriptions based on the quasilinear viscoelastic
model, the best fit was obtained with the parameter values
c510, t150.0001 s, t251000 s, and a scaling factor of
5750, which was introduced to scale the theoretical predic-
tions to approximate the higher stiffness and viscosity of the
canine vocal fold mucosa compared to human values. The
numerical values of the correlation coefficientr c as estimates
of the goodness of fit of curve-fitting between the empirical
data and the theoretical predictions werer c50.972 070 for
G8, 0.00 forG9, 0.995 523 forh8, and 0.00 forz. The model
was capable of describing the changes ofG8 and h8 with
frequency reasonably well~Figs. 8 and 9!, as indicated by
the large values ofr c . However, the correlation coefficients
were zeroes forG9 andz. As shown in Fig. 8, it is clear that
the quasilinear viscoelastic model could only predict the vis-
cous shear modulusG9 as a flat function of frequency, but
not the gradual increase ofG9 with frequency between 1 to
50 Hz. For the damping ratioz, the model could only predict

FIG. 8. Constitutive characterization of elastic shear
modulusG8 ~upper panel! and viscous shear modulus
G9 ~lower panel! of canine vocal fold mucosa based on
the quasilinear viscoelastic model~best fit line with
‘‘O’’ 5mean data and ‘‘1’’ 5standard deviations!.
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a gradually decreasing function of frequency instead of the
observed relatively flat function with gradual changes of the
slope. In particular, deviations between the data and the pre-
dictions were the most evident between 10 and 50 Hz, sur-
rounding the observed local peak ofz at around 20 Hz~Fig.
9!. The quasilinear viscoelastic model did not seem to be
very capable of following the trends of the observed tissue
viscoelastic behavior, particularly at the relatively high fre-
quencies~15–50 Hz!.

For the statistical network model, the best fit was
achieved with the independent model parametersh054.10
3109 Pa•s, h`50.025 Pa•s, l051.103108 s, s0534, and
with the dependent parametera58.26318. The goodness-
of-fit statistical estimate wasr c50.980 111 for G8,
0.845 992 forG9, 0.930 199 forh8, and 0.218 948 forz.
Unlike the quasilinear viscoelastic model, it is clear from
Figs. 10 and 11 that the statistical network model was ca-
pable of closely describing most of the changes ofG8, G9,

h8, andz with frequency, as supported by the high correla-
tion coefficients for three of the four viscoelastic functions
(G8,G9,h8). For the description ofz, it is actually evident
that the graphical curve fit was quite good~Fig. 11!, despite
a low correlation coefficient value. This was related to the
fact that the best-fit line forz was almost a completely flat
function of frequency, as the computation ofr c based on Eq.
~8! was not meaningful for situations of near-zero correla-
tion.

In summary, results of the present study indicated that
viscoelastic shear properties of the canine vocal fold mucosa
obtained at frequencies up to 50 Hz seemed to generally
follow the data trends established at lower frequencies. This
was observed empirically as well as being confirmed by the
results of constitutive characterization, especially with the
statistical network model. Obviously, only canine tissues
were used for the present investigation, so implications of
these data for human phonation are limited. However, the

FIG. 9. Constitutive characterization of dynamic vis-
cosity h8 ~upper panel! and damping ratioz ~lower
panel! of canine vocal fold mucosa based on the quasi-
linear viscoelastic model~best fit line with ‘‘O’’5mean
data and ‘‘1’’ 5standard deviations!.

FIG. 10. Constitutive characterization of elastic shear
modulusG8 ~upper panel! and viscous shear modulus
G9 ~lower panel! of canine vocal fold mucosa based on
the statistical network model~best fit line with ‘‘O’’
5mean data and ‘‘1’’ 5standard deviations!.
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present study has demonstrated the potential of using con-
trolled strain rheometry for the empirical viscoelastic mea-
surements of vocal fold tissues at higher frequencies, which
would involve experiments with human tissues in the next
step.

IV. CONCLUSION

System inertia-related response delays have been a ma-
jor source of measurement errors for controlled stress rheom-
eters in the viscoelastic measurements of low-modulus and
low-viscosity materials at high frequencies. A controlled
strain torsional rheometer with significantly smaller inertial
time delays due to instrument system inertia was used to
quantify the linear viscoelastic shear properties of the canine
vocal fold mucosa as a function of frequency ranging from
0.016 to 50 Hz. The upper frequency limit was more than
three times higher than that achieved previously with a con-
trolled stress rheometer~Chan and Titze, 1999!, and it ap-
proached the physiological fundamental frequency range of
male voice production. The empirically measured elastic
shear modulus (G8), viscous shear modulus (G9), dynamic
viscosity~h8!, and damping ratio~z! of the vocal fold tissue
specimens demonstrated trends of tissue elastic and viscous
behaviors similar to those reported previously, and these
trends were generally corroborated by theoretical descrip-
tions of tissue constitutive response based on the statistical
network model. These findings supported the methodology
of controlled strain rheometry for further investigations of
the viscoelasticity of vocal fold tissues. More effort is needed
to quantify the roles of sample inertia and instrument system
inertia in controlled strain rheometry, and their relative con-
tributions to measurement errors. Future studies should also
involve viscoelastic measurements of the human vocal fold
cover and implantable biomaterials at frequencies of phona-
tion.
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Listener sensitivity to individual talker differences
in voice-onset-time
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Recent findings in the domains of word and talker recognition reveal that listeners use previous
experience with an individual talker’s voice to facilitate subsequent perceptual processing of that
talker’s speech. These findings raise the possibility that listeners are sensitive to talker-specific
acoustic-phonetic properties. The present study tested this possibility directly by examining
listeners’ sensitivity to talker differences in the voice-onset-time~VOT! associated with a
word-initial voiceless stop consonant. Listeners were trained on the speech of two talkers. Speech
synthesis was used to manipulate the VOTs of these talkers so that one had short VOTs and the other
had long VOTs ~counterbalanced across listeners!. The results of two experiments using a
paired-comparison task revealed that, when presented with a short- versus long-VOT variant of a
given talker’s speech, listeners could select the variant consistent with their experience of that
talker’s speech during training. This was true when listeners were tested on the same word heard
during training and when they were tested on a different word spoken by the same talker, indicating
that listeners generalized talker-specific VOT information to a novel word. Such sensitivity to
talker-specific acoustic-phonetic properties may subserve at least in part listeners’ capacity to benefit
from talker-specific experience. ©2004 Acoustical Society of America.
@DOI: 10.1121/1.1701898#

PACS numbers: 43.71.Bp, 43.71.Es@RLD# Pages: 3171–3183

I. INTRODUCTION

Listeners successfully understand the speech produced
by many different talkers. Under normal conditions they ap-
pear to do so effortlessly, despite the presence of a high
degree of variability across talkers in the acoustic properties
of their speech, including those properties that specify par-
ticular phonetic segments~i.e., consonants and vowels! that
make up the words of the language~Allen et al., 2003; Hil-
lenbrandet al., 1995; Newmanet al., 2001; Peterson and
Barney, 1952!. Traditional approaches have typically as-
sumed that during the course of phonetic processing such
individual talker variation is eliminated, or ‘‘normalized’’
~e.g., Ladefoged and Broadbent, 1957; Miller, 1989!. Thus, it
has generally been assumed that talker-specific information
is discarded from the speech signal for the purposes of rec-
ognizing phonetic segments~see Lachset al., 2003!.

However, a growing number of studies have provided
converging evidence that linguistically relevant talker-
specific information is not in fact discarded by the perceptual
system but is instead retained in memory~see Goldinger,
1998, for a review!. It may be that individual talker differ-
ences, rather than being a perceptual problem that must be
eliminated through a normalization mechanism, are instead
stored as useful information to be exploited during speech
processing~see Johnson and Mullennix, 1997; Nygaard and
Pisoni, 1995!. Memory for talker-specific acoustic-phonetic
information would allow listeners to customize for each ex-
perienced talker the mapping from acoustic form to phonetic
categories, thus permitting better perceptual performance as

more experience is gained with the speech of particular talk-
ers.

One line of research in particular strongly supports the
notion that listeners bring talker-specific information to bear
during speech processing. Several studies of word recogni-
tion have shown that familiarity with a particular talker’s
voice improves word recognition performance, suggesting
that listeners can learn individual talkers’ characteristic
implementations of phonetic segments and are thus better
able to perform the mapping from acoustic form to phonetic
categories~Bradlow and Pisoni, 1999; Goldinger, 1996;
Nygaardet al., 1994; Nygaard and Pisoni, 1998; Sheffert and
Fowler, 1995!. For example, Nygaardet al. ~1994! trained
listeners over a period of 9 days to recognize the voices of
ten different talkers, and on the 10th day tested their ability
to recognize novel words in noise. Listeners who heard
words spoken by familiar talkers~the ten talkers on whose
voices they had been trained! performed better in the word
recognition task than did listeners who heard words spoken
by unfamiliar talkers~ten new talkers!. This study showed
that, at least with extensive exposure, listeners were able to
benefit from talker-specific experience. Other evidence sug-
gests that considerably less exposure might be required for
listeners to benefit from talker-specific experience: In a large
study of word intelligibility, Bradlow and Pisoni~1999!
found that, holding talker identity constant for a given lis-
tener over the course of a single experimental session, word
recognition performance improved from the first portion of
the session to the final portion of the session, after listeners
had accumulated experience with the speech of the talker
over the course of the experiment.

Evidence from another domain, that of talker recogni-a!Electronic mail: j.miller@neu.edu
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tion, also supports the notion that listeners are sensitive to
individual talker differences in linguistically relevant acous-
tic properties, and to phonetically relevant acoustic proper-
ties in particular. Traditionally, talker recognition has been
thought to be mediated by acoustic properties distinct from
the acoustic properties involved with phonetic perception
~Abercrombie, 1967!. These nonphonetic acoustic properties
have commonly been referred to as indexical acoustic prop-
erties. Because individual talkers differ systematically in in-
dexical properties, listeners can use these properties as one
source of information to identify talkers from their voices
~see Bricker and Pruzansky, 1976!. Recent experiments~Fel-
loweset al., 1997; Remezet al., 1997; Sheffertet al., 2002!
suggest that phonetic properties can provide another source
of information that listeners can use to identify talkers. In
fact, these experiments indicate that phonetic properties
alone—in the absence of indexical properties—are sufficient
for talker recognition. In these experiments, sine wave syn-
thesis ~Remezet al., 1981! was used to create replicas of
sentences produced by ten different talkers. The sine wave
replicas preserved the time-varying formant structure of the
speech signal by using sine waves of the same central fre-
quencies as the first three formants. Thus, critical phoneti-
cally relevant information was preserved while other infor-
mation, including indexical information, was eliminated.
Even with such drastically impoverished stimuli, Remez
et al. ~1997! showed that listeners could successfully recog-
nize most of the talkers by matching the sine wave replicas
to the corresponding natural samples of the talkers’ voices.
Other listeners who were highly familiar with the voices of
the ten talkers from everyday interactions were able to rec-
ognize most of the talkers even without reference to a natural
sample, that is, by relying solely on long-term memory of
talker-specific voice information. Though it is not known
specifically what acoustic properties of the sine wave repli-
cas underlie listeners’ performance in these experiments,
follow-up analyses carried out by Felloweset al. ~1997! sug-
gest that listeners’ response patterns were not based on any
simple, gross spectral or temporal acoustic properties~e.g.,
central spectral tendency, overall duration!, but instead that
listeners relied on some more complex, detailed acoustic
properties derived from the time-varying sine wave patterns
that mimicked the formant structure of the speech. Thus, the
most plausible explanation of these findings is that listeners
were sensitive to individual talker differences in phonetically
relevant acoustic properties and identified talkers’ voices on
the basis of these individual differences.

These results from studies of talker recognition provide
converging evidence that listeners are sensitive to individual
talker differences in linguistically relevant acoustic proper-
ties. Together with the studies of word recognition reviewed
above, a strong case can be made that listeners retain talker-
specific linguistic information and use such information to
inform perception. However, we do not yet know specifically
what acoustic properties underlie listeners’ ability to benefit
from talker-specific experience, and we do not yet know for
any given phonetically relevant acoustic property whether
listeners can track that property in a talker-specific manner.
The goal of the current study was to test directly whether

listeners are indeed capable of tracking individual talker dif-
ferences in a particular phonetic property.

The property tested was voice-onset-time, or VOT, an
acoustic property defined as the interval from the onset of the
burst associated with a stop consonant to the onset of peri-
odic energy associated with a following vowel. VOT ro-
bustly specifies voicing in English stop consonants, with
voiced stop consonants~/b d g/! having relatively short VOT
values and voiceless stop consonants~/p t k/! having rela-
tively long VOT values~Lisker and Abramson, 1964!. This
property was selected for test for two main reasons. First, the
VOT used to specify voiceless stop consonants is known to
differ systematically from talker to talker, even when differ-
ences among talkers in speaking rate are controlled~Allen
et al., 2003!. Second, listeners are known to be sensitive to
fine-grained variation in VOT, even within a given phonetic
category ~e.g., Carneyet al., 1977; Miller and Volaitis,
1989!. VOT was therefore deemed a good candidate as a
property that listeners might track in a talker-specific
manner.1

The two experiments reported below addressed this is-
sue using a training/test paradigm. Listeners were exposed
during training to the speech of two different talkers produc-
ing isolated words beginning with /d/ or /t/. Critically, the
VOT of the /t/ tokens was manipulated, so that one talker had
relatively short VOTs and the other talker had relatively long
VOTs; which talker served as the short-VOT talker versus
the long-VOT talker was counterbalanced across listeners. At
test, listeners were presented with two variants of a word
from a given talker, differing only in VOT, and were asked to
choose which of the two variants sounded more like the
talker, based on their experience with that talker’s speech
during training.

The experiments consisted of two sessions. In the first
session, listeners were tested on the same /t/-initial word
heard during training in order to determine whether they
would demonstrate a sensitivity to individual talker differ-
ences in VOT. In the second session, listeners were tested on
a /t/-initial word different from that heard during training in
order to test whether they would generalize talker-specific
experience to novel words. This generalization test in the
second session was included to assess the specificity of what
listeners had learned about the speech of the two talkers
based on the limited exposure in training. The previous stud-
ies of word recognition reviewed above~e.g., Nygaardet al.,
1994! found that listeners benefited from talker-specific ex-
perience even when tested on novel words, that is, words
spoken by a given talker that were not heard previously by
listeners in the experiment. This suggests that listeners are
capable of generalizing what they learn from a sample of a
given talker’s speech, applying that experience to facilitate
the recognition of new words spoken by the talker. The gen-
eralization tests in the current experiments tested whether
listeners would generalize talker-specific VOT experience
from a single experienced word beginning with /t/~repeated
many times during training! to a different word beginning
with /t/ presented at test.

Experiments 1 and 2 differ from one another only in
which stimuli served as the familiar versus novel word. In
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experiment 1, listeners were trained on the wordtown ~and
its voiced counterpartdown! and generalization was tested
on the wordtime; in experiment 2, listeners were trained on
the word time ~and its voiced counterpartdime! and gener-
alization was tested on the wordtown. The predictions for
the two experiments are the same. If listeners are sensitive to
individual talker differences in VOT, then their training ex-
perience should predict their responses at test. That is, during
the first session listeners should more often choose the short-
or long-VOT variant for a given talker consistent with
whether they heard that talker produce short or long VOTs
during training. Further, if listeners can generalize talker-
specific VOT information to a novel word, then the same
should be true for the generalization test in the second ses-
sion.

II. EXPERIMENT 1

In each of two sessions, there were two primary phases,
a training phase and a test phase.~These two phases alter-
nated with one another during a given session, as described
in the Procedure subsection.! During the training phase of
both sessions, subjects were exposed to the speech of two
female talkers fictitiously labeled ‘‘Annie’’ and ‘‘Laura.’’
Half of the subjects heard Annie producingtown with rela-
tively long VOTs and Laura producingtown with relatively
short VOTs ~the A-LONG/L-SHORT training group!; the
other half of the subjects heard Annie producingtown with
short VOTs and Laura producingtown with long VOTs ~the
A-SHORT/L-LONG training group!. These town tokens
from the two talkers were intermixed withdowntokens from
the two talkers in randomly ordered lists.~The VOT of the
down tokens was not manipulated, given that the VOTs of
voiced stop consonants vary only minimally; see, e.g., Vol-
aitis and Miller, 1992.! The subjects’ task during training was
to identify both the talker~Annie versus Laura! and the ini-
tial consonant of the word~/d/ versus /t/! on each trial.

The test phase was the same for both training groups.
During the test phase of the first session, the subjects were
presented, on a given trial, with two tokens oftownproduced
by one of the talkers, a short-VOT variant and a long-VOT
variant. The test phase of the second session was the same,
except that on a given trial short- and long-VOT variants of
a novel word,time, were presented. The subjects’ task during
both sessions was to select, on each trial, which variant
sounded more like the talker, based on their experience lis-
tening to that talker during training. The critical question was
whether the choices of the two groups of subjects would
differ, in line with their training experience.

A. Method

1. Subjects

Twenty subjects participated in the experiment. All were
native speakers of English, aged 18 to 45 years, with no
reported speech or hearing disorders. Subjects were either
paid or received course credit for their participation. Any
subject who did not consistently discriminate between the
two talkers’ voices used in the study was replaced with a new
subject~see Sec. II B!; three subjects were replaced for this
reason.

2. Stimulus preparation

The stimuli consisted of two sets, adown/townset and a
dime/timeset, described below. Stimuli from thedown/town
set were used as training stimuli in this experiment and as
test stimuli for the first session. Stimuli from thedime/time
set were used to test generalization during the second session
of this experiment and were used further in experiment 2.

a. Down/town stimuli. The preparation of thedown/town
stimuli involved nine steps. The final product of these nine
steps was a set of stimuli consisting of synthesized versions
of these words, based on the speech of two female talkers.
Critically, multiple variants of each talker’stown were syn-
thesized such that they differed from one another in VOT. As
described below, separate stimulus sets were created for use
during training and during test. Several training stimulus sets
and several test stimulus sets were created; these training and
test stimulus sets were presented in alternation with one an-
other over the course of the experiment~see the Procedure
subsection!.

Step (1). Acquisition of matcheddown tokens from two
talkers. Several female native speakers of American English
produced 20 tokens of the worddown, along with many
other monosyllabic words beginning with voiced and voice-
less stop consonants. Their speech was recorded onto digital
audiotape~Aiwa HHB 1 PRO DAT recorder, AKG C 460B
microphone! in a sound-attenuated room and was transferred
to a Pentium PC at a sampling rate of 20 kHz, using theCSL

system~Kay Elemetrics Corp.!. Eachdown token was iso-
lated using theCSL waveform display, and the VOT and
overall word duration of each were measured. VOT was
measured from the burst onset to the onset of high-amplitude
periodic energy associated with the vowel. Overall word du-
ration was measured from the burst onset to the offset of
low-amplitude periodic energy associated with the nasal con-
sonant. Two talkers whose overall word durations were
roughly comparable were selected to serve as talkers for the
main study.~These talkers were unfamiliar to listeners in the
experiment; listeners were screened to ensure that this was
the case.! One of the two talkers was designated ‘‘Annie,’’
and the other talker was designated ‘‘Laura.’’ Onedown to-
ken from each of the talkers was selected such that the two
selected tokens were approximately matched on both VOT
and on overall word duration. For Annie, the selecteddown
token had a VOT of 13 ms and an overall word duration of
533 ms. For Laura, the selecteddowntoken had a VOT of 9
ms and an overall word duration of 528 ms. In order that
these two tokens be exactly matched in overall duration, both
tokens were truncated to 527 ms in duration by deleting from
the end of the nasal. These two tokens were then equated for
root-mean-square~rms! amplitude.

Step (2). Creation of synthesized versions of the two
matcheddown tokens. Using theASL system~Kay Elemetrics
Corp.!, a pitch-synchronous LPC analysis was performed on
the waveforms of the two matcheddown tokens, using the
autocorrelation method with a filter order of 16. The results
of this analysis were listed in a numeric table where infor-
mation on peak amplitude, fundamental frequency (F0), and
formant frequencies and bandwidths was available frame by
frame. The analyzed data~with the residual excitation! were
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used to create synthesized versions of the two tokens.
Step (3). Creation of twodown-town-* town series based

on the two synthesizeddown tokens. Two series of stimuli,
one for each of the talkers, were created by systematically
changing parameters on a frame-by-frame basis and synthe-
sizing new stimuli using the modified parameters. The first
token in each series used the originally extracted parameters
of the down tokens~see the previous step!. The next step in
the series was created by changing three parameters in the
first voiced frame. Specifically, the excitation parameter was
changed from the residual to a noise source, theF0 param-
eter was changed to 0, and the peak amplitude parameter was
scaled down by multiplying the original peak amplitude of
the frame by a scaling factor of 0.15. The rest of the stimuli
in each series were created by repeating this procedure for
progressively increasing numbers of voiced frames. Each se-
ries consisted of 50 items in all, ranging in VOT from 13 to
249 ms for Annie’s series and 9 to 246 ms for Laura’s series.
The step size of these series corresponded to the duration of
each successive pitch period of the vowel~roughly 5 ms!.
Perceptually, the initial consonant in each series ranged from
a clear /d/ at short VOT values, through a clear /t/ at inter-
mediate VOT values, to a breathy exaggerated version of /t/
~labeled* /t/ for notational purposes! at long VOT values. As
a result of this procedure, syllable duration~527 ms! was
constant across all tokens in the series~see Allen and Miller,
1999!.

Step (4). Perceptual testing of the series. Two prelimi-
nary experiments were conducted for each of the two
down-town-* town series in order to ensure that the stimuli
were perceived as expected and to provide criteria for stimu-
lus selection for the main experiment. Eight different sub-
jects participated in each of the preliminary experiments. In
each experiment, approximately half of the steps from a
given series, spread across the series, were presented to sub-
jects in random order with each stimulus presented numerous
times throughout the experiment. One experiment was a
forced-choice phonetic identification experiment, in which
subjects decided for each stimulus whether the initial conso-
nant was /d/ or /t/. The results showed that, as expected,
stimuli with relatively short VOT values were identified as
/d/, and stimuli with relatively long VOT values were iden-
tified as /t/, with a small area of ambiguity around 45 ms for
both series. The other experiment was a goodness-rating ex-
periment, in which subjects rated each stimulus based on
how good of a /t/ it was, using a 7-point scale with 7 being
the best. As expected from previous work using this para-
digm ~see, e.g., Miller and Volaitis, 1989!, the results showed
that stimuli with relatively short VOT values were given low
ratings, with ratings systematically increasing as VOT
increased—peaking at roughly 85 to 100 ms—and then sys-
tematically decreasing as VOT continued to increase.

Step (5). Selection of stimuli from the series to be pre-
sented during training. Several tokens were selected from
the two series to serve as training stimuli in the main experi-
ment. The VOT values of these stimuli are given in Table I.
These stimuli were selected from the two series as follows:
~1! First, a voiced token ~i.e., one perceived asdown! was
selected from each series—from Annie’s series the first token

in the series~with VOT513 ms! was selected, and from
Laura’s series the second token in the series~with VOT515
ms! was selected. These voiced tokens were presented during
training to both training groups.~2! Next, two short-VOT
voicelesstokens~perceived astown! were selected from each
series. The two selected tokens were two steps apart~roughly
10 ms! in their respective series. The purpose of this separa-
tion was to simulate naturally occurring within-talker vari-
ability in VOT. These tokens were selected so as to have as
short a VOT as possible while still being identified consis-
tently astown ~80% or higher identification as /t/ by all sub-
jects in the preliminary phonetic identification experiment!
and, further, so that across series the short-VOT stimuli
would be well matched both in terms of absolute VOT and in
the mean goodness rating received in the preliminary
goodness-rating experiment. The short-VOT voiceless tokens
for Annie’s series were presented during training to the
A-SHORT/L-LONG training group, and the short-VOT
voiceless tokens for Laura’s series were presented to the
A-LONG/L-SHORT training group.~3! Finally, two long-
VOT voicelesstokens~also perceived astown! were selected
from each series. Like the selected short-VOT voiceless to-
kens, the long-VOT voiceless tokens were two steps apart in
their respective series. These tokens were selected so as to
have as long a VOT as possible without being perceived as
very poor exemplars of /t/~mean rating of 3.5 or higher on
the 7-point scale in the preliminary goodness-rating experi-
ment! and, further, so that across series the long-VOT stimuli
would be well matched both in terms of absolute VOT and in
the mean goodness rating received in the preliminary
goodness-rating experiment. The long-VOT voiceless tokens
for Annie’s series were presented during training to the
A-LONG/L-SHORT training group, and the long-VOT
voiceless tokens for Laura’s series were presented to the
A-SHORT/L-LONG training group. The goal in selecting the

TABLE I. VOT values, in milliseconds, of thedown/towntraining and test
stimuli.

Training stimuli—A-LONG/L-SHORT group

Test voice

‘‘ down’’ ‘‘ town’’

Variant 1 Variant 2

Annie 13 172 182
Laura 15 78 87

Training stimuli—A-SHORT/L-LONG group

Test voice

‘‘ down’’ ‘‘ town’’

Variant 1 Variant 2

Annie 13 76 86
Laura 15 175 186

Test stimuli~both groups!

Test voice

‘‘ town’’

Short-VOT Long-VOT

Annie 81 177
Laura 82 180
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short- and long-VOT stimuli in this manner was to create as
large a discrepancy in VOT as possible between them in
order to maximize the chances that subjects would succeed
in discriminating the difference in VOT in the main
experiment.2

Step (6). Selection of stimuli from the series to be pre-
sented at test. Both training groups received the same test
stimuli. The VOT values of these stimuli are given in Table I.
A short-VOT stimulus and a long-VOT stimulus were se-
lected for each talker. Recall from step 5 that for each talker
the two short-VOT stimuli and the two long-VOT stimuli
used in training were selected so that they were two steps
apart in thedown-town-* townseries. The intervening step in
each case served as a test stimulus. That is, for each series,
the step between the two short-VOT training stimuli served
as the short-VOT test stimulus, and the step between the two
long-VOT training stimuli served as the long-VOT test
stimulus. As a result of this method of selection, during the
test phase of the experiment subjects never heard a stimulus
identical to that heard during the training phase; the subject’s
task during test, then, was to determine which of the two
presented variants was more similar to the training stimuli
~see the Procedure subsection!.

Step (7). Elimination of possible amplitude-based con-
found. As a consequence of the way thedown-town-* town
series were constructed, stimuli early in the series~toward
the down endpoint! were higher in overall amplitude than
were stimuli late in the series~toward the* town endpoint!.
This occurs because, as more successive voiced frames are
converted to voiceless frames, those converted frames are
necessarily lower in amplitude~see step 3! and thus the over-
all amplitude of the syllable decreased slightly with each
successive step in the series. As a result, the short-VOT test
and training stimuli were higher in overall amplitude than
were the long-VOT test and training stimuli. Though subtle
~approximately 2-dB difference!, this was a concern in the
present experiment because subjects might identify the two
talkers during the training phase in terms of amplitude, one
talker ~the short-VOT talker! whose town utterances were
relatively high in overall amplitude and one~the long-VOT
talker! whose utterances were relatively low in amplitude,
and then in the test phase respond on the basis of overall
amplitude. This could give rise to misleading results, in that
subjects may perform well on the task due to a sensitivity to
overall amplitude rather than a sensitivity to VOT. To rule
out this possibility, the relationship between VOT and overall
amplitude in these stimuli was decoupled, as follows. Three
amplitude levels were used—high, medium, and low—which
corresponded at presentation to 75, 73, and 71 dB SPL, re-
spectively. This pattern of amplitudes corresponded roughly
to the pattern of rms amplitudes observed among the un-
modified stimuli selected from eachdown-town-* town
series—that is,downwas roughly 2 dB more intense than the
short-VOT town stimuli, which were in turn roughly 2 dB
more intense than the long-VOTtownstimuli. Eachtraining
stimulus was presented at all three levels~75, 73, and 71 dB
SPL! corresponding to the range of levels among the un-
modified stimuli ~down, short-VOT town, and long-VOT
town training stimuli!. Each test stimulus was presented at

two levels~73 and 71 dB SPL! corresponding to the range of
levels among the unmodified stimuli~short-VOT town and
long-VOT town test stimuli!. As described in the next step,
the stimuli presented at different levels were ordered ran-
domly during the main experiment, with the result that over-
all amplitude varied randomly from trial to trial, both in
training and in test. This eliminated the possibility that sub-
jects could rely on overall amplitude to make their judgments
in the experiment.

Step (8). Construction of training stimulus sets. A train-
ing stimulus set consisted of the high-, medium-, and low-
amplitude versions of each training stimulus. As described in
step 5, for the A-LONG/L-SHORT training group, the train-
ing stimuli consisted of Annie’sdown and two long-VOT
town stimuli, and Laura’sdown and two short-VOTtown
stimuli. For the A-SHORT/L-LONG training group, the
training stimuli consisted of Annie’sdown and two short-
VOT town stimuli, and Laura’sdown and two long-VOT
townstimuli. In addition, an extradowntoken for each talker
was included among the training stimuli so the number of
voiced- and voiceless-initial stimuli would be balanced in
each training set. These stimuli were then placed in random
order into a list for presentation. Two such lists concatenated
together constituted a complete training set. A training set
thus consisted of 48 items~4 stimuli32 talkers33 amplitude
levels32 randomized lists!. Ten such training sets were con-
structed for each of the training groups, to be presented to
the subjects interspersed with the test stimulus sets. In addi-
tion, a familiarization training set was constructed for each of
the training groups. The familiarization set consisted of 24
items ~4 stimuli32 talkers33 amplitude levels! in random
order, to be presented during the familiarization phase of the
experiment~see the Procedure subsection!.

Step (9). Construction of test stimulus sets. A test stimu-
lus set consisted of eight pairs of a given talker’s test stimuli.
Each pair consisted of the short-VOT test stimulus and the
long-VOT test stimulus of a given talker, as described in step
6. Each of these stimuli was presented at each of two ampli-
tude levels, as described in step 7. The order in which the
short- and long-VOT variants were heard on a given trial was
counterbalanced across trials. This resulted in eight pairings
which were placed in random order to make a test set. Four
such test sets were created for each talker, to be presented to
the subjects interspersed with the training stimulus sets. In
addition, a practice test set was constructed for each talker. A
practice test set consisted of four pairs of test stimuli~not all
amplitude variations appeared in practice! in random order,
to be presented during the practice phase of the experiment
~see the Procedure subsection!.

b. Dime/time stimuli. The dime/timestimuli were pre-
pared according to the same steps that were used to prepare
thedown/townstimuli. Except where noted below, the details
of these steps are the same as described fordown/townin the
previous section.

Step (1). Acquisition of matcheddime tokens from two
talkers. Onedime token was selected from each of the talk-
ers’ naturally produced utterances, recorded during the initial
recording session. For Annie, the selecteddime token had a
VOT of 13 ms and an overall word duration of 526 ms. For
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Laura, the selecteddime token had a VOT of 12 ms and an
overall word duration of 545 ms. In order that these two
tokens be exactly matched in overall duration, both tokens
were truncated to 516 ms in duration by deleting from the
end of the nasal. A descending cosine ramp was applied over
the final 20 ms of Laura’sdime token in order to simulate a
realistic amplitude contour for the truncated syllable; no such
ramp was required for Annie’sdimetoken. These two tokens
were equated for rms amplitude.

Step (2). Creation of synthesized versions of the two
matcheddime tokens. See step 2 of previous section.

Step (3). Creation of twodime-time-* time series based
on the two synthesizeddime tokens. Thedime-time-* timese-
ries were created in the same manner as the
down-town-* town series, except that for Laura’s speech the
first and second frames to be edited were multiplied by a
scaling factor of 0.8 and 0.6, respectively, instead of 0.15.
The resulting series consisted of 50 items each, ranging in
VOT from 13 ms to 277 ms for Annie’s series and 12 ms to
245 ms for Laura’s series.

Step (4). Perceptual testing of the series. As with the
down-town-* town series, the twodime-time-* time series
were subjected to perceptual evaluation in a preliminary pho-
netic identification experiment and a preliminary goodness-
rating experiment, each with eight different subjects. The
identification experiment showed that the series were per-
ceived as expected; stimuli with relatively short VOT values
were identified as /d/ and stimuli with relatively long VOT
values were identified as /t/, with a small area of ambiguity
around 40 ms for both series. The goodness-rating experi-
ment showed the expected response function; stimuli with
relatively short VOT values were given low ratings, with
ratings systematically increasing as VOT increased—peaking
at roughly 70 to 85 ms—and then systematically decreasing
as VOT continued to increase.

Step (5). Selection of stimuli from the series to be pre-
sented during training. Table II lists the VOT values of the
selected training stimuli. The first token in each series
~VOT513 ms for Annie; VOT512 ms for Laura! served as
the voiced token during training. Theshort-VOT voiceless
tokens and thelong-VOT voicelesstokens were selected for
the two training groups using the same criteria described in
step 5 of the previous section. Note that, as a result of this
method of stimulus selection, the selectedtime training
stimuli ~as well as thetime test stimuli; see the next step!
were not precisely matched in VOT with the corresponding
town stimuli, but had somewhat shorter VOTs than the cor-
responding town stimuli. Note also that thesedime/time
training stimuli are described here for purposes of explica-
tion but were not in fact used in the present experiment be-
cause this experiment does not involve training withdime/
time. Experiment 2 makes use of these stimuli.

Step (6). Selection of stimuli from the series to be pre-
sented at test. Table II lists the VOT values of the selected
test stimuli, selected according to the same criteria described
in step 6 of the previous section.

Steps (7), (8), and (9). Elimination of possible
amplitude-based confound, Construction of training stimulus
sets, and Construction of test stimulus sets, respectively.

These steps were identical to those described in the previous
section.

3. Procedure—Session 1

Half of the subjects were assigned to the A-LONG/L-
SHORT training group and half to the A-SHORT/L-LONG
training group. They were seated in front of a response key
pad and computer monitor in a sound-attenuated booth. In
two sessions, subjects participated alternately in training and
test phases of the experiment, as described below.

a. Training. During training, subjects were presented
with the down and town training stimuli. Subjects in the
A-LONG/L-SHORT training group heard Annie’stown with
long VOT values and Laura’stown with short VOT values,
whereas subjects in the A-SHORT/L-LONG training group
heard Annie’stownwith short VOT values and Laura’stown
with long VOT values~see Table I!. As described above, the
training stimuli for each group were organized into random-
ized sets of 48 trials each, and one randomized set of 24
trials for use during familiarization.

Familiarization took place at the beginning of the first
session, before the first training phase. A familiarization trial
consisted of the auditory presentation of the word followed
by a visual display indicating the name of the talker on that
trial ~either ‘‘Annie’’ or ‘‘Laura’’ !. This visual display ap-
peared 1750 ms after offset of the auditory stimulus and
remained on the computer screen for 1500 ms. After a pause
of 2000 ms, the next trial began. The subjects’ task during
familiarization was to attend to the stimuli and learn to rec-
ognize the two voices. No responses were collected.

There were nine training phases in the first session,
which alternated with the test phases, as described below.
During a given training phase, subjects were presented with
the stimuli from one of the nine training stimulus sets; the
order in which subjects heard the nine training sets over the

TABLE II. VOT values, in milliseconds, of thedime/timetraining and test
stimuli.

Training stimuli—A-LONG/L-SHORT group

Test voice

‘‘ dime’’ ‘‘ time’’

Variant 1 Variant 2

Annie 13 159 169
Laura 12 68 77

Training stimuli—A-SHORT/L-LONG group

Test voice

‘‘ dime’’ ‘‘ time’’

Variant 1 Variant 2

Annie 13 66 75
Laura 12 157 166

Test stimuli~both groups!

Test voice

‘‘ time’’

Short-VOT Long-VOT

Annie 71 164
Laura 72 161
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experimental session was determined randomly for each sub-
ject. The subjects’ task during training was to simultaneously
identify the talker and the initial consonant on each trial in a
forced-choice paradigm~the phonetic identification task was
included to ensure that these listeners perceived the short-
VOT stimuli as voiceless under these experimental condi-
tions!. Four response buttons on the key pad were labeled
‘‘Annie D,’’ ‘‘Annie T,’’ ‘‘Laura D,’’ and ‘‘Laura T.’’ Feed-
back was provided on each trial in the form of a visual dis-
play reading ‘‘YES’’ and the name of the talker when the
subject correctly identified the talker, or ‘‘NO’’ and the name
of the talker when the subject incorrectly identified the
talker. This visual feedback appeared 750 ms after the key-
press response~or after 5 s passed with no response; on such
trials the feedback consisted only of the talker’s name! and
remained on the computer screen for 1500 ms. No feedback
was provided for the phonetic decision. After a pause of
2000 ms, the next trial began.

b. Test. During test, subjects were presented with the
town test stimuli. As described above, the test stimuli were
placed in pairs into eight randomized sets, four sets contain-
ing Annie’s speech and four sets containing Laura’s speech.
Each set contained eight pairs, with each pair consisting of
the short-VOT variant oftown and the long-VOT variant of
town. In addition, two randomized sets, one for each talker,
were constructed for use during the practice test phase; these
practice sets contained four test pairs each.

During the practice test phase, the two practice sets were
presented in sequence; the order in which the two practice
sets were presented was counterbalanced across subjects.
The purpose of this phase was to introduce the subjects to the
paired-comparison task to be used during the test phase. At
the beginning of each practice test, the name of the talker for
that practice set was briefly displayed on the screen, thus
explicitly informing subjects of the identity of the talker un-
der test. Subjects were given instructions explaining that on
each trial they would hear two variants of the wordtown
spoken by that talker. Their task was to decide which of the
two variants sounded more like the talker, based on their
experience listening to the talker during the initial training
phase. Two response buttons on the key pad were labeled
‘‘1’’ and ‘‘2,’’ and subjects were instructed to press the first
button if they thought the first variant sounded more like the
talker and the second button if they thought the second vari-
ant sounded more like the talker. The interstimulus interval
between the two variants oftown was 750 ms. No feedback
was provided on this task. After each response there was a
pause of 2000 ms before the next trial began~the next trial
began after 5 s if there was no response!.

There were eight test phases in the experiment~four for
each talker!, which alternated with the training phases. Dur-
ing a given test phase, subjects were presented with the
stimuli from one of the eight test stimulus sets; the order in
which subjects heard the eight test sets over the experimental
session was determined randomly for each subject, with the
constraint that no more than three of a given talker’s test sets
occurred consecutively. At the beginning of each test phase,
the name of the talker for that test set was displayed briefly
on the screen, thus explicitly informing subjects of the iden-

tity of the talker under test. The task during the test phases
was identical to that used in the practice test phase.

c. Alternation between training and test. The experiment
was designed so that subjects alternated between training and
test phases over the course of an experimental session. The
relatively brief test phases~8 trials in length! were inter-
mixed with the longer training phases~48 trials in length! in
this way in order to minimize interference of test experience
on talker-specific memory. The concern was that, during test,
exposure to the two alternatives on a given trial—a ‘‘correct’’
alternative~where the VOT corresponded to what the subject
heard during training! and an ‘‘incorrect’’ alternative~where
the VOT did not correspond to what the subject heard during
training!—would interfere with a subject’s memory for VOT
information. Specifically, exposure to the incorrect variant
might lead subjects to modify their mental representations of
the talker’s VOT, despite receiving instructions to base their
decisions during test only on experience gained during train-
ing. Because of this concern, the number of test trials was
kept to a minimum, interspersed among a larger number of
training trials. The delay between the last trial of a training
set and the first trial of the following test set was roughly 20
s. Subjects were given a short break after completing the
third and sixth test sets.

As a result of this design, the sequence of phases in the
first session was as follows:~1! familiarization phase;~2!
training phase;~3! practice test phase;~4! training phase;~5!
test phase;~6! further alternation between training phases
and test phases until all eight test phases had been com-
pleted. There was a total of 432 training trials in nine training
sets~the tenth training set was not used during the first ses-
sion!, and across all eight test sets, there was a total of 32 test
trials for Annie’s voice and 32 test trials for Laura’s voice.
Upon completion of the first session, subjects were told that
they would be hearing the same two talkers’ voices on the
following day, and were instructed to try and remember what
their voices sounded like.

4. Procedure—Session 2

The second session was always carried out on the day
following the first session. In the second session, subjects
first participated in a short review of the previous session, to
reacquaint them with the stimuli and procedure. The review
consisted of a training phase using thedown and town
stimuli, followed by a test phase using thetown stimuli for
one of the two talkers, followed by a second training phase
~again using thedownand town stimuli!, followed by a sec-
ond test phase~again using thetown stimuli! for the other
talker. Which of the talkers subjects heard first in the review
was counterbalanced across subjects, and which of the train-
ing and test stimulus sets was presented was determined ran-
domly for each subject.

After completing the short review, subjects were told
that the remainder of the experiment would alternate be-
tween training and test phases as during the first session,
with one difference: During the test phases, subjects would
hear two variants of the wordtime instead oftown. Their task
during the test was to decide which of the two variants
sounded more like the talker, based on their experience with
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the talker sayingtown during the training phases. The train-
ing phases remained unchanged; subjects would still hear
downand town during training. Subjects then participated in
a practice test phase using thetime test stimuli. Following
practice, subjects alternately participated in training and test
phases until all eight test sets and the remaining nine training
sets had been completed. The order in which subjects heard
the test sets was determined randomly~with the constraint
that no more than three of a given talker’s test sets occurred
consecutively!, as was the order in which they heard the
training sets. Across all ten training sets, there was a total of
480 training trials, and across all eight test sets~excluding
the review portion!, there was a total of 32 test trials for
Annie’s voice and 32 test trials for Laura’s voice.

B. Results and discussion

1. Training

On the forced-choice talker and phonetic identification
task used during training, accuracy was assessed separately
in terms of percent-correct talker identification and percent-
correct phonetic identification during each session. Correct
talker identification was defined for a given trial as an ‘‘An-
nie D’’ or ‘‘Annie T’’ response when Annie was the talker
and as a ‘‘Laura D’’ or ‘‘Laura T’’ response when Laura was
the talker. Correct phonetic identification was defined for a
given trial as an ‘‘Annie D’’ or ‘‘Laura D’’ response when the
word wasdownand as an ‘‘Annie T’’ or ‘‘Laura T’’ response
when the word wastown. Trials on which subjects did not
respond were discarded from the analyses~these trials ac-
counted for 0.1% of the total trials across the two sessions
for the 20 subjects included in the study!. Mean percent-
correct talker identification and mean percent-correct pho-
netic identification were calculated for each subject, across
all training sets of a given session.3 Good performance on
distinguishing the talkers’ voices in the first session was
taken as a prerequisite for inclusion in the study. If on any
given stimulus~across all amplitude levels! a subject per-
formed at less than 90% correct on talker identification, that
subject was excluded from the study. Three subjects were
replaced for this reason.

For the 20 subjects included in the study, performance
on the training task was near ceiling, with mean percent-
correct talker and phonetic identification at 97% or better for
both the A-LONG/L-SHORT training group and the
A-SHORT/L-LONG training group in both sessions 1 and 2.
Thus, the two talkers’ voices were easily distinguished by
these listeners, and the VOT manipulation was effective in
creating a robust voicing distinction for both voices.

2. Test

On the paired-comparison task used during test, perfor-
mance was analyzed separately for each session~and exclud-
ing the review portion of the second session!. Each response
was categorized as either a short-VOT response or a long-
VOT response based on the listener’s choice on that trial.
Trials on which listeners did not respond were discarded
from the analyses; these trials accounted for 0.8% of the total
trials during the first session and 0.2% of the total trials

during the second session. For a given subject, performance
across all four test sets for a given test voice was quantified
as the percent of trials on which the subject made short-VOT
responses and the percent of trials on which the subject made
long-VOT responses.4 Note that because percent short-VOT
responses and percent long-VOT responses must sum to 100,
these two measures are redundant with one another. As a
result, only one of the measures, percent long-VOT re-
sponses, was arbitrarily selected for analysis. Results for the
paired-comparison task~in terms of percent long-VOT re-
sponses! are presented numerically in Table III and graphi-
cally in Fig. 1. The upper half of Fig. 1 shows results from
the first session, and the lower half shows results from the
second session. In each case, the left panel compares re-
sponses for the two training groups when the test voice was
Annie’s, and the right panel compares responses for the two
training groups when the test voice was Laura’s.

An analysis of variance~ANOVA ! was conducted on the
percent long-VOT data with the factors of training group
~between-subjects!, test voice~within-subjects!, and session
~within-subjects!. The critical prediction was the presence of
an interaction between training group and test voice, with
responses patterning according to each group’s training ex-
perience. We tested for such a pattern using two sets of
planned contrasts. The first set involves considering each test
voice separately~i.e., considering the left and right panels in
Fig. 1 separately!. For these between-group contrasts we
used thet distribution with d f518, a50.05. If subjects’
training predicts their responses at test, then when the test
voice was Annie’s, the A-LONG/L-SHORT training group
should choose the long-VOT variant significantly more often
than does the A-SHORT/L-LONG training group; and when
the test voice was Laura’s, the A-LONG/L-SHORT training
group should choose the long-VOT variant significantly less
often than does the A-SHORT/L-LONG training group. The
second set of planned contrasts involves considering each
training group separately~i.e., comparing across the left and
right panels in Fig. 1!. For these within-group contrasts we
used thet distribution withd f59, a50.05. If listeners in a
given training group respond differently to the two test
voices depending on their training experience, then the
A-LONG/L-SHORT training group should choose the long-
VOT variant significantly more often for Annie’s voice than
for Laura’s voice, and the A-SHORT/L-LONG training

TABLE III. Mean results from the test phases of the two experiments, in
terms of the percent of trials on which subjects chose the long-VOT variant
for each the two test voices in each of the two sessions. Mean results are
shown separately for the A-LONG/L-SHORT training group and the
A-SHORT/L-LONG training group, with standard errors of the mean in
parentheses.

Experiment Session

Test voice: Annie Test voice: Laura

A-LONG/
L-SHORT

A-SHORT/
L-LONG

A-LONG/
L-SHORT

A-SHORT/
L-LONG

Experiment 1 1 87~4.4! 11 ~6.3! 33 ~9.8! 82 ~6.2!
2 82 ~5.4! 10 ~5.7! 37 ~12.1! 90 ~5.5!

Experiment 2 1 78~7.8! 20 ~7.5! 29 ~9.0! 70 ~8.1!
2 87 ~6.9! 49 ~14.1! 20 ~9.4! 60 ~11.9!
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group should choose the long-VOT variant significantly less
often for Annie’s voice than for Laura’s voice. Finally, if
listeners generalized talker-specific VOT information to the
novel word, the overall pattern just described should occur in
both sessions. Moreover, if such generalization is complete
~i.e., performance on the novel word does not differ from
that on the familiar word!, then there should be no main
effect of session in the ANOVA and no interactions involving
session.~The presence of any other main effects are inciden-
tal to the purpose of the study.!

The ANOVA indicated no main effect of test voice
@F(1,18)52.8, p.0.10], the presence of a main effect of
training group@F(1,18)54.3, p50.05], and an interaction
between test voice and training group@F(1,18)563.6, p
,0.001]. There was no main effect of session and no inter-
actions involving session@p.0.10 in all cases#. The first set
of planned contrasts confirmed that the data patterned as pre-

dicted, in both sessions. For Annie’s voice~see the left pan-
els of Fig. 1!, the A-LONG/L-SHORT training group chose
the long-VOT variant significantly more often than did the
A-SHORT/L-LONG training group, whereas for Laura’s
voice ~see the right panels of Fig. 1!, the A-LONG/L-
SHORT training group chose the long-VOT variant signifi-
cantly less often than did the A-SHORT/L-LONG training
group. The second set of planned contrasts also confirmed
the predicted pattern, in both sessions. The A-LONG/L-
SHORT training group chose the long-VOT variant signifi-
cantly more often for Annie’s voice than for Laura’s voice,
and the A-SHORT/L-LONG training group chose the long-
VOT variant significantly less often for Annie’s voice than
for Laura’s voice. Taken together, these results indicate that
the different training received by the two groups had a sig-
nificant impact on their responses for the two test voices.
Moreover, this was true both in the first session when listen-
ers were tested on the same word heard during training and
in the second session when listeners were tested on a novel
word.

The results discussed thus far indicate that listeners can
retain talker-specific VOT. However, they do not necessarily
indicate that listeners retain such information automatically.
It may be that the within-category VOT manipulation at test
encouraged subjects to place special attention on this dimen-
sion during training and, without this special attention to
within-category VOT, subjects would not have retained
talker-specific VOT for the /t/-initial stimuli. Initial evidence
that this was not the case can be found in the results from the
practice test phase from the first session. Recall that the prac-
tice test phase occurred prior to any of the test phases and
therefore the practice responses reflect a relatively pristine
measure of what subjects retained in memory about the
speech of Annie and Laura during training; at this point in
the experiment, no special importance has been assigned to
the individual talker differences in VOT of the /t/-initial
stimuli. Thus, if the practice responses show the same gen-
eral pattern as the responses from the test phases of the ex-
periment, then this provides evidence that subjects retained
talker-specific VOT information automatically without spe-
cial attention to within-category VOT variation. The practice
data were analyzed in the same manner as the test data. For
each subject, the mean long-VOT responses for Annie’s
speech and the mean long-VOT responses for Laura’s speech
were calculated~each based on four responses from each
subject!, and an ANOVA with the factors of test voice and
training group was carried out on the data. The results re-
vealed no main effect of test voice@F(1,18)52.1, p
.0.10], no main effect of training group@F(1,18)52.3, p
.0.10], and an interaction between test voice and training
group@F(1,18)531.7,p,0.001]. The same sets of planned
contrasts were performed on these data as were performed on
the main data, and they revealed the same pattern of results.
The data from the practice test phase thus provide at least
initial evidence that subjects automatically retained talker-
specific VOT information in memory even when attention
was not specifically directed to the individual talker differ-
ences in VOT.

Taken together, the results of experiment 1 indicate that

FIG. 1. Mean results from the test phases of experiment 1, in terms of the
percent of trials on which subjects chose the long-VOT variant in the paired-
comparison task. The top half of the figure shows the results from the first
session and the bottom half shows the results from the second session. The
left panels show the results when the test voice was Annie’s, and the right
panels show the results when the test voice was Laura’s. Responses for the
A-LONG/L-SHORT training group are indicated by the solid bars, and re-
sponses for the A-SHORT/L-LONG training group are indicated by the
scored bars. The error bars show the standard error of the mean.
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listeners retain talker-specific information about VOT, and
that they can generalize this information to novel words. To
gain further evidence with this paradigm and to replicate
these results under slightly different stimulus conditions, ex-
periment 2 was run.

III. EXPERIMENT 2

Experiment 2 was identical to experiment 1, except that
the roles of thedown/townand dime/timestimuli were re-
versed; during the first session, subjects were trained ondime
and time and tested ontime, and during the second session,
they continued to be trained ondimeandtimebut ~following
a brief review! were tested on the novel wordtown. It was
expected that the results of this experiment would replicate
those of experiment 1.

A. Method

1. Subjects

Twenty new subjects participated in the main experi-
ment. All subjects were native speakers of English, aged 18
to 45 years, with no reported speech or hearing disorders.
Subjects were either paid or received course credit for their
participation. As per the same criteria used in experiment 1,
any subject who did not consistently discriminate between
the two talkers’ voices used in the study was replaced with a
new subject; two subjects were replaced for this reason.

2. Stimuli and procedure

The same stimuli and procedures described for experi-
ment 1 were also used in experiment 2, with the following
differences in configuration. First, thedimeandtime training
stimuli ~instead ofdown and town! were presented during
training in the two sessions. Second, during session 1, the
time test stimuli were presented at test~instead oftown!, and
during session 2, thetown test stimuli were presented at test
~instead oftime!.

B. Results and discussion

1. Training

Performance on the training task was assessed as in ex-
periment 1. Two subjects were replaced because they failed
to consistently discriminate between the two talkers’ voices
during the first session, using the same criteria as in experi-
ment 1. Trials on which subjects did not respond were dis-
carded from the analyses~these trials accounted for 0.2% of
the total trials across the two sessions for the 20 subjects
included in the study!. For the subjects included in the study,
performance on the talker and phonetic identification task
was near ceiling for both the A-LONG/L-SHORT training
group and the A-SHORT/L-LONG training group, with mean
percent-correct talker and phonetic identification at 96% or
better for both groups for both sessions. This closely repli-
cates the training results from experiment 1.

2. Test

Performance on the paired-comparison task was ana-
lyzed as in experiment 1. Trials on which subjects did not
respond were discarded from the analyses; these trials ac-

counted for 0.8% of the total trials during the first session
and 0.5% of the total trials during the second session.

Results for the paired-comparison task are shown in
Table III and Fig. 2. The upper half of the figure shows
results from the first session, and the lower half shows results
from the second session. In each case, the left panel com-
pares responses for the two training groups when the test
voice was Annie’s, and the right panel compares responses
for the two training groups when the test voice was Laura’s.
An ANOVA comparable to that used in experiment 1 indi-
cated no main effect of test voice@F(1,18)52.4, p50.14]
or training group@F(1,18),1#, and an interaction between
test voice and training group@F(1,18)525.3,p,0.001]. Al-
though there was no main effect of session@F(1,18),1#,
there was a session by test voice interaction@F(1,18)
515.8, p,0.001]; no other interactions were significant
@p.0.10 in all cases#. The session by test voice interaction
indicated that the effect of test voice changed from the first
session to the second session, suggesting that perfect gener-
alization did not occur. In order to further investigate the
nature of these results, separate ANOVAs were conducted on
the data from the first session and the data from the second
session. These ANOVAs included a test voice factor and a
training group factor.

The ANOVA on the data from the first session revealed
no main effect of test voice@F(1,18),1# and no main effect
of training group@F(1,18)51.6, p50.23], but a strong in-
teraction between test voice and training group@F(1,18)
528.9,p,0.001]. Two sets of planned contrasts were con-
ducted, as for the first experiment. Both confirmed that the
data patterned as predicted. First, for Annie’s voice, the
A-LONG/L-SHORT training group chose the long-VOT
variant significantly more often than did the A-SHORT/L-
LONG training group, whereas for Laura’s voice, the
A-LONG/L-SHORT training group chose the long-VOT
variant significantly less often than did the A-SHORT/L-
LONG training group. Second, the A-LONG/L-SHORT
training group chose the long-VOT variant significantly
more often for Annie’s voice than for Laura’s voice, and the
A-SHORT/L-LONG training group chose the long-VOT
variant significantly less often for Annie’s voice than for
Laura’s voice. Thus, the findings from the first session repli-
cated the findings from the first session in experiment 1.

However, unlike in experiment 1, the pattern of data in
second session did not mirror that from the first session. The
ANOVA for the second session revealed the presence of a
main effect of test voice@F(1,18)58.0, p50.01], no main
effect of training group@F(1,18),1#, and an interaction
between test voice and training group@F(1,18)516.2, p
,0.001]. The first set of planned contrasts did confirm that
for Annie’s voice, the A-LONG/L-SHORT training group
chose the long-VOT variant significantly more often than did
the A-SHORT/L-LONG training group, whereas for Laura’s
voice, the A-LONG/L-SHORT training group chose the
long-VOT variant significantly less often than did the
A-SHORT/L-LONG training group. However, the second set
of planned contrasts showed a pattern of performance that
was different from that in the first session. Although listeners
in the A-LONG/L-SHORT training group chose the long-
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VOT variant significantly more often for Annie’s voice than
for Laura’s voice, listeners in the A-SHORT/L-LONG train-
ing group did not respond differently to the two voices@p
.0.10#. This pattern of results suggests that one of the sub-
ject groups, the A-LONG/L-SHORT training group, general-
ized to the novel word but the other group, the A-SHORT/L-
LONG training group, did not.

As in experiment 1, the practice test data from the first
session were also analyzed in order to assess whether sub-
jects automatically retained talker-specific VOT information
prior to any special emphasis being placed on within-
category VOT variation. An ANOVA on the practice data
revealed the presence of a main effect of test voice
@F(1,18)58.9, p,0.01], a main effect of training group
@F(1,18)55.7, p,0.05], and an interaction between test
voice and training group@F(1,18)533.8, p,0.001]. The
two sets of planned contrasts confirmed that the data pat-

terned as did the main results for session 1. Thus, as in ex-
periment 1, the practice test data from the first session indi-
cated that subjects retained talker-specific VOT information
even when no special attention was focused on within-
category VOT variation.

The results from the first session of experiment 2 indi-
cate that listeners retained talker-specific VOT information,
as was found in the first experiment. However, the generali-
zation results from the second session were less clear than
those in experiment 1. Strong evidence of generalization was
present for one but not both groups. This mixed result was
surprising, given that both groups of listeners heard stimuli
which were similar in all respects except VOT. Considering
experiments 1 and 2 together, three groups out of four
showed clear evidence of generalization, but this group did
not.

To follow up on this aberrant finding, we ran ten new
listeners in the A-SHORT/L-LONG group. For the first ses-
sion, the results for the new listeners were similar to those
for the original A-SHORT/L-LONG group; mean percent
long-VOT responses for Annie’s voice was 13%~compared
to 20%!, and for Laura’s voice it was 68%~compared to
70%!. However, the generalization results from the second
session were quite different for the new subjects for one of
the test voices. Specifically, mean percent long-VOT re-
sponses for Annie’s voice in the second session was 9%
~compared to 49%!; for Laura’s voice mean percent long-
VOT responses remained at 60%. The data from the new
A-SHORT/L-LONG group were combined with those of the
A-LONG/L-SHORT group from the main experiment and a
new ANOVA was calculated. The results indicated no main
effect of test voice@F(1,18),1#, a main effect of training
group @F(1,18)58.1, p50.01], and an interaction between
test voice and training group@F(1,18)538.1, p,0.001].
There was no main effect of session and no interactions in-
volving session (p.0.10 in all cases except for the session
by test voice interaction, wherep50.08). The two sets of
planned contrasts confirmed that the data patterned as in ex-
periment 1. During both sessions, for Annie’s voice, the
A-LONG/L-SHORT training group chose the long-VOT
variant significantly more often than did the A-SHORT/L-
LONG training group, whereas for Laura’s voice, the
A-LONG/L-SHORT training group chose the long-VOT
variant significantly less often than did the A-SHORT/L-
LONG training group. Moreover, within each training group,
listeners responded differently to the two test voices during
both sessions. The A-LONG/L-SHORT training group chose
the long-VOT variant significantly more often for Annie’s
voice than for Laura’s voice, and~unlike in the main experi-
ment! the A-SHORT/L-LONG training group chose the long-
VOT variant significantly less often for Annie’s voice than
for Laura’s voice. These results indicate that listeners were
sensitive to talker-specific VOT and that they successfully
generalized to the novel word. This suggests that the lack of
clear evidence for generalization for the A-SHORT/L-LONG
group in the main experiment may have been spurious.

FIG. 2. Mean results from the test phases of experiment 2, in terms of the
percent of trials on which subjects chose the long-VOT variant in the paired-
comparison task. The top half of the figure shows the results from the first
session and the bottom half shows the results from the second session. The
left panels show the results when the test voice was Annie’s, and the right
panels show the results when the test voice was Laura’s. Responses for the
A-LONG/L-SHORT training group are indicated by the solid bars, and re-
sponses for the A-SHORT/L-LONG training group are indicated by the
scored bars. The error bars show the standard error of the mean.
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IV. GENERAL DISCUSSION

The present study tested whether listeners can retain
talker-specific information about the phonetically relevant
acoustic property of VOT. Subjects were exposed during a
training task to the speech of two talkers producing words
beginning with /d/ or /t/. Critically, the VOT of the word
beginning with /t/ was manipulated across the two talkers so
that subjects heard one talker with a short VOT and the other
talker with a long VOT; which talker served as the short-
VOT talker versus the long-VOT talker was counterbalanced
across subjects. Interleaved with this training on the two
voices, subjects were periodically tested to determine
whether VOT was retained in a talker-specific manner. The
test consisted of pairs of stimulus items, each consisting of a
short-VOT variant and a long-VOT variant of a /t/-initial
word produced by a given talker. In the first session, subjects
were tested on the same word heard during training, and in
the second session, subjects were tested on a novel word.
The subjects’ task was to select which of the two variants
sounded more like the talker, based on their experience lis-
tening to the speech of that talker during training. The results
showed that talker-specific experience during training pre-
dicted listeners’ responses at test, so that whether listeners
chose the short- or long-VOT variant more often for a given
talker during test depended on whether they heard that talker
produce short or long VOTs during training. This was true
when subjects were tested on the familiar word and, in all
but one group, it was true when subjects were tested on the
novel word.

Thus, listeners were able to track individual talker dif-
ferences in a phonetically relevant acoustic property. These
findings have implications for the kind of exposure that is
required for listeners to benefit from talker-specific experi-
ence. Because listeners can generalize talker-specific pho-
netic information across words, it may be that exposure to
only a few different words is sufficient for a listener to learn
a talker’s implementation of a given phonetically relevant
acoustic property. Once this talker-specific mapping from
acoustic form to phonetic category is learned for a given
phonetic segment~e.g., /t/!, it can inform subsequent pho-
netic processing of novel words containing that segment, fa-
cilitating word recognition~e.g., Nygaardet al., 1994!. And,
though the present experiments were not designed to test the
amount of exposure required for a listener to learn a talker’s
mapping for a particular property, the results from the first of
the test phases in each of the experiments~i.e., the practice
test phases! indicated that listeners were sensitive to a talker-
specific phonetic property after even a relatively small
amount of training; listeners’ responses in these cases were
of the same general pattern as in the subsequent tests. Thus,
talker-specific phonetic information can be quickly learned.

Other evidence indicates that such information can be
long remembered. Goldinger~1996! found that the benefit of
talker-specific experience extended over relatively long peri-
ods of time; subjects listening to familiar versus unfamiliar
talkers were better able to recognize the identity of spoken
words after a delay of a week. This suggests that talker-
specific phonetic properties are stored in a stable long-term
memory ~though explicit memory for these properties, as

tapped by the overt paired-comparison task used in the cur-
rent study, may fade more quickly; see Goldinger, 1996!.
Thus, listeners display a sensitivity to individual talker dif-
ferences in phonetic properties that is impressive in how
quickly it can be learned and in how long it can be remem-
bered.

The current study demonstrated that listeners are sensi-
tive to individual talker differences in one phonetically rel-
evant acoustic property, VOT. Of course, it will be important
to test whether listeners are sensitive to individual talker dif-
ferences in other phonetically relevant properties as well.
And, with respect to the property of VOT, several other rel-
evant questions remain to be answered. For example, the
current study showed that listeners generalize talker-specific
VOT to novel words beginning with the same consonant as
heard during training, but it will also be of interest to test
whether listeners will generalize to novel words beginning
with other voiceless consonants as well. For example, if a
talker is heard sayingtime with a long VOT, will listeners
also expect that talker to producecoal with a long VOT?

A further remaining question concerns the role of speak-
ing rate. In the current study, speaking rate, as reflected by
overall word duration, was held constant within and across
talkers for a given word and was very similar across words.
However, speaking rate can vary considerably within a talk-
er’s speech and individual talkers can vary considerably from
one another in their typical speaking rates~Allen et al., 2003;
Miller et al., 1984!. Moreover, VOT varies strongly as a
function of speaking rate~Allen et al., 2003; Miller et al.,
1986; Summerfield, 1975; Volaitis and Miller, 1992!. Listen-
ers are known to be sensitive to changes in speaking rate,
such that VOT is mapped onto phonetic categories in a rate-
dependent manner; as speaking rate slows down, the percep-
tual category boundary between voiced and voiceless stop
consonants shifts toward longer VOTs~Summerfield, 1981!,
and the best exemplars of the voiceless category also shift
toward longer VOTs~Miller and Volaitis, 1989!. Given that
VOT is processed in a rate-dependent manner, it may well be
that listeners track talker-specific VOT in a rate-dependent
manner as well. Thus, it would be expected that listeners
would generalize talker-specific VOT information from a
talker’s speech at one speaking rate to a different speaking
rate.

The present findings demonstrate that listeners can learn
talker-specific phonetic information and that such informa-
tion is stored in such a way that it can be generalized to
novel words. Listeners may use this talker-specific memory
to facilitate subsequent phonetic processing of familiar talk-
ers’ speech. Any complete model of speech perception must
account for this listener sensitivity to individual talker differ-
ences in phonetic properties.
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1Of course, we do not mean to imply that VOT is the only acoustic-phonetic
property that listeners track in a talker-specific manner or that VOT holds
any privileged status in this regard. Indeed, the sine wave speech studies
reviewed above~e.g., Remezet al., 1997! suggest that VOT, which is ab-
sent from sine wave speech, need not be present in the signal for listeners
to benefit from talker-specific experience. Rather, VOT is likely one among
a host of acoustic-phonetic dimensions along which individual talkers differ
and which listeners might therefore exploit.

2As a consequence of this method of stimulus selection, the short-VOT
stimuli were better exemplars of /t/ than were the long-VOT stimuli, based
on the ratings from the preliminary goodness-rating experiment. Ideally, the
short- and long-VOT stimuli would have been matched in goodness while
still being substantially separated in VOT. However, given the constraint
that short-VOT stimuli in the experiment should not be confusable with
voiced tokens, it was necessary to extend the choice of long-VOT stimuli
toward more extreme values in order to achieve a substantial separation in
VOT between the short- and long-VOT conditions.~Though the long-VOT
stimuli have quite long VOT values, these values are not beyond the range
of VOTs that can occur with isolated word productions.! Note that because
the short- and long-VOT stimuli differed in perceived goodness, it is con-
ceivable that during training listeners might associate one talker~the short-
VOT talker! with ‘‘better’’ voiceless exemplars and the other talker~the
long-VOT talker! with ‘‘poorer’’ voiceless exemplars, and then use this
difference in goodness, rather than differences in VOTper se, as the basis
for discrimination at test. However, because the within-category goodness
differences are themselves based on differences in VOT, such discrimina-
tion would still indicate that listeners are sensitive to individual talker dif-
ferences in VOT.

3No trends were apparent in the data across the nine training sets. It was not
the case, for example, that subjects’ performance tended to improve or
decline systematically over the course of the experiment. Thus, all training
sets were averaged together to assess each subject’s overall performance
during training.

4No trends were apparent in the data across the individual test sets. It was
not the case, for example, that subjects’ performance tended to improve or
decline systematically over the course of the experiment. Thus, all test sets
were averaged together to assess each subject’s overall performance during
tests.
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Adult–child differences in acoustic cue weighting are influenced
by segmental context: Children are not always perceptually
biased toward transitions
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40 George Square, Edinburgh, EH8 9LL, United Kingdom
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It has been proposed that young children may have a perceptual preference for transitional cues
@Nittrouer, S.~2002!. J. Acoust. Soc. Am.112, 711–719#. According to this proposal, this preference
can manifest itself either as heavier weighting of transitional cues by children than by adults, or as
heavier weighting of transitional cues than of other, more static, cues by children. This study tested
this hypothesis by examining adults’ and children’s cue weighting for the contrasts /2~(/-/b~(/,
/de/-/be/, /ta/-/da/, and /ti/-/di/. Children were found to weight transitions more heavily than did
adults for the fricative contrast /2~(/-/b~(/, and were found to weight transitional cues more heavily
than nontransitional cues for the voice-onset-time contrast /ta/-/da/. However, these two patterns of
cue weighting were not found to hold for the contrasts /de/-/be/ and /ti/-/di/. Consistent with several
studies in the literature, results suggest that children do not always show a bias towards vowel–
formant transitions, but that cue weighting can differ according to segmental context, and possibly
the physical distinctiveness of available acoustic cues. ©2004 Acoustical Society of America.
@DOI: 10.1121/1.1738838#

PACS numbers: 43.71.Ft@RLD# Pages: 3184–3194

I. INTRODUCTION

It is well established that listeners do not pay equal at-
tention to all acoustic information available to them in the
speech stream. Instead, when perceiving speech, listeners
give some acoustic cues more attention than others~Dorman
et al., 1977; Ohde and Haley, 1997; Walley and Carrell,
1983; Wardrip-Fruin, 1982, 1985; Whalen, 1991!. These pat-
terns of acoustic cue weighting appear to change develop-
mentally: Children have been found to show different cue
weighting strategies from adults. Nittrouer and colleagues,
for example, have found that in identifying fricative contrasts
~e.g., /su/-/bÉ/! based on frequency of frication noise and
vowel-onset formant transition cues, young children give
more attention or weight to the formant transitions than do
older children and adults~Nittrouer and Studdert-Kennedy,
1987!. Other researchers have also found differences be-
tween children and adults in their relative weighting of
acoustic cues~Krause, 1982; Lacerda, 1992; Mayoet al.,
2003; Morrongielloet al., 1984; Ohde and Haley, 1997; Par-
nell and Amerman, 1978; Watson, 1997; Wardrip-Fruin and
Peach, 1984!.

Nittrouer and colleagues~Nittrouer, 1993; Nittrouer and
Miller, 1997! have suggested that these differences in cue
weighting between adults and children are not random, but
are related to developmental changes in the way in which
listeners process speech. This hypothesis, called the Devel-
opmental Weighting Shift~DWS! theory, is based on the
premise that children start out processing speech globally, in
terms of large units such as syllables or monosyllabic words.
With development, it is proposed, processing becomes more

analytical, such that adults parse speech in terms of smaller
units~e.g., Jusczyk and Derrah, 1987; Menn, 1971; Studdert-
Kennedy, 1987, although note that contrasting views exist,
see, e.g., Dollaghan, 1994; Gerkenet al., 1995!. The DWS
proposes that this change in processing impacts on speech
perception development, and that it does so in terms of the
acoustic cues that listeners attend to or weight most heavily.
That is, children and adults show different patterns of acous-
tic cue weighting because they process speech in terms of
different sized units.

Nittrouer has gone on to suggest that the acoustic corre-
lates of more global speech perception could be syllable-
internal formant transitions, because these cues are ‘‘percep-
tually salient and delimit signal portions corresponding to
syllables’’ ~Nittrouer et al., 2000, p. 268!. In other words,
children, as more global perceivers, should be perceptually
biased toward making heavier use of vowel-formant transi-
tional cues. How this bias is manifested is not entirely
straightforward. Initially, based on the results of the /s-
vowel/-/b-vowel/ study noted earlier, it was proposed that
children give more weight to transitional cues than do adults.
This was indeed found to be the case for a number of other
/s-vowel/-/b-vowel/ studies~Nittrouer, 1992; Nittrouer and
Miller, 1997; Mayoet al., 2003; Watson, 1997!, but a later
study of /f-vowel/-/u-vowel/ perception~Nittrouer, 2002!
showed no significant difference between adults and children
in their weighting of transitional cues. This /f-vowel/-/u-
vowel/ study did show, though, that for this contrast children
~and adults! gave more weight to transitional cues than to the
other available cue, frequency of frication noise. In light of
this, Nittrouer ~2002! suggested that for those contrasts in
which nontransitional cues are particularly uninformative to
both adults and children~such as in /f/-/u/, see, e.g., Harris,a!Electronic mail: catherin@ling.ed.ac.uk
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1958! children’s preference for transitional information
could operate acoustically, leading children to weight transi-
tional cues more heavily than other acoustic cues to the same
contrast. In summary, according to this theory, children
should weight transitions either~i! more heavily than do
adults~what we will call thedevelopmental transitional bias
hypothesis!, or ~ii ! more heavily than they weight other
acoustic cues~what we will call the acoustic transitional
bias hypothesis!. Furthermore, there should not exist a con-
trast for which children arenot biased in one of these two
ways toward vowel-formant transitional cues.

Evidence for the two aspects of this theory is equivocal.
Supporting the developmental transitional bias hypothesis,
studies have shown that children are more influenced by
transitional cues than are adults in determining voicing in
final stops~Krause, 1982; Wardrip-Fruin and Peach, 1984!,
in identifying place of articulation of some initial stops~par-
ticularly /g/, Ohdeet al., 1996; Ohde and Haley, 1997!, and
in determining voicing for some initial stops~/biz/-/piz/ with
long VOT, and /bat/-/pat/ with both long and short VOT,
Howell et al., 1992!. However, children appear to be less
influenced by transitions than older listeners for some VOT
contrasts~/got/-/kot/, Simon and Fourcin, 1978, /biz/-/piz/
with short VOT, Howell et al., 1992!, and for identifying
vowels ~Malech and Ohde, 2003; Sussman, 2001!. Further-
more, while the acoustic transitional bias hypothesis would
predict that in these latter cases children should give more
weight to transitional than to nontransitional cues, this does
not appear to be the case: In the same studies, children gave
lessweight to transitional than to nontransitional cues. Chil-
dren were found to give more weight to vowel duration
~Ohdeet al., 1996; Ohde and Haley, 1997! or to steady-state
formant frequencies~Sussman, 2001! than to formant transi-
tions when identifying vowel contrasts. In identifying voic-
ing in initial stops, children have been consistently found to
weight VOT more heavily than vowel-onset transitions~Si-
mon and Fourcin, 1978; Howellet al., 1992!.

It appears from these studies that children may not al-
ways attend more closely to transitional cues. The studies
suggest that adult–child differences in cue weighting may
change both with the segmental context of the contrast, and

with the acoustic characteristics of the cues available to sig-
nal the contrast. Based on evidence such as this, a number of
researchers have suggested alternatives to the DWS, most
notably an account based on general auditory processing dif-
ferences between adults and children~e.g., Elliott et al.,
1981; Elliott and Busse, 1984; Eisenberget al., 2000; Suss-
man, 1993, 2001!. This type of explanation generally pro-
poses that because children have less well developed audi-
tory systems than do adults, they will have trouble
processing acoustic cues that are not physically distinct.
However, there are problems with dismissing the two transi-
tional bias hypotheses based only on evidence from the
above-noted studies. In particular, the variety of different
methods and stimulus types~natural, modified-natural, or
synthetic speech! used across these studies makes direct
comparisons between the results complicated at best.

It therefore remains unclear to what extent the transi-
tional bias hypothesis holds for different segmental contexts
if experimental conditions remain constant. Our goal, there-
fore, was to examine cue weighting strategies across multiple
contrasts using the same methodology for each. Two differ-
ent place of articulation contrasts were used in the study: The
fricative contrast /2~(/-/b~(/, and the stop burst contrast /de/-/
be/. Two voice-onset time~VOT! contrasts were chosen, due
to the contradictory evidence found previously for VOT:
/ta/-/da/ and /ti/-/di/.1 Figure 1 shows stylized spectrograms
of all four contrasts. For each contrast, we tested adults’ and
children’s weighting of~i! a vowel-onset formant transition
cue, and~ii ! one of the following nontransitional cues: Fre-
quency of frication noise for /2~(/-/b~(/, frequency of stop
burst for /de/-/be/, and duration of VOT for /ta/-/da/ and /ti/-/
di/.

Two types of analysis were carried out on the results.
First, adults’ and children’s cue weighting strategies were
compared for each of the different contrasts. This allowed for
an examination of the possible role of segmental context in
adult–child cue weighting differences. This also enabled us
to determine the scope of children’s possible transitional bias
as it relates to adults’ cue weighting patterns. Second, for a
set of contrasts which did not support the developmental
transitional bias hypothesis, logistic regression was em-

FIG. 1. Stylized spectrograms of prototypical tokens of
the contrasts used in this study. The gray boxes repre-
sent frication noise~/2~(/-b~(/!, stop burst~/de/-/be/!, and
burst1aspiration~/ta/-/da/,/ti/-/di/!. The black lines rep-
resent vowel formants~F1,F2,F3!.
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ployed to compare the weight given to transitional cues and
the weight given to nontransitional cues. This allowed us to
test the acoustic version of the transitional bias hypothesis.

It should be noted that varying contrasts also means
varying the physical distinctiveness of the available transi-
tional and nontransitional acoustic cues in those contrasts.
For example, in the contrast /su/-/bÉ/, the difference in F2
frequency at vowel onset is relatively larger~more distinct!
than the difference in F2 frequency at vowel onset in the
contrast /si/-/b{/. Nittrouer ~1992! has shown that this type of
difference in physical distinctiveness impacts on listeners’
perception for /s-vowel/-/b-vowel/ contrasts. Both adults and
children were found to weight transitional cues less when
perceiving /si/-/b{/ than when perceiving /su/-/bÉ/ ~although
note that children were consistent in weighting transitional
cues more heavily than adults for both contrasts!. This sug-
gests that the transitions in the /si/-/b{/ contrast provided less
useful information overall. Similar differences in physical
distinctiveness, and thus presumably in informativeness,
should be expected for the transitional cues manipulated in
this study. Additionally, the nontransitional cues used in the
current study~frication noise, stop burst, voice onset time!
are also likely to differ in their perceptual informativeness,
although quantifying the difference in informativeness be-
tween three different types of cue is more complex than com-
paring the informativeness of two different sets of one type
of cue. Therefore, while this is not the focus of the current
study, the fact that informativeness often co-varies with seg-
mental context will need to be borne in mind when analyzing
the results.

II. METHOD

A. Participants

For the /2~(/-/b~(/ contrast, 10 adults~age range of 20–35
years, average age 26 years! out of 15 adults tested,2 8 seven-
year-olds ~age range 7;3–7;10@year;month#, average age
7;6! out of 15 seven-year-olds tested, 6 five-year-olds~age
range 5;1–5;10, average age 5;4! out of 10 five-year-olds
tested, and 9 three- to four-year-olds~age range 3;7–4;9,
average age 4;3! out of 11 three- to four-year-olds tested met
the testing criterion~described below!.

For the /de/-/be/ contrast, 7 out of 7 adults tested~age
range 21–33 years, average age 26 years! met the testing
criterion, but only 2 seven-year-olds~both 7;5! out of 10
seven-year-olds tested, 2 five-year-olds~5;5 and 5;7! out of 7
five-year-olds tested, and 1 three- to four-year-old~4;0! out
of 8 three- to four-year-olds tested met the criterion.

For the /ta/-/da/ contrast, 8 out of 8 adults tested~age
range 21–49 years, average age 33 years!, 10 seven-year-
olds ~age range 7;0–7;11, average age 7;7! out of 11 seven-
year-olds tested, 9 five-year-olds~age range 5;1–5;8, average
age 5;5! out of 10 five-year-olds tested and 12 three- to four-
year-olds~age range 3;0–4;11, average age 4;0! out of 18
three- to four-year-olds tested met the testing criterion.

For the /ti/-/di/ contrast, 8 out of 8 adults tested~age
range 21–49 years, average age 33 years!, 10 seven-year-
olds ~age range 7;0–7;11, average age 7;7! out of 11 seven-
year-olds tested, 9 five-year-olds~age range 5;1–5;8, average

age 5;5! out of 10 five-year-olds tested and 9 three- to four-
year-olds~age range 3;7–4;11, average age 4;1! out of 18
three- to four-year-olds tested met the testing criterion.

All of the five- and seven-year-olds were in full-time
primary education~first and third year! in Edinburgh~Scot-
land!. The three- to four-year-old children were selected
from independent and school-associated nursery~pre-school!
classes. All of the children were monolingual native speakers
of Scottish Standard English~SSE!, and all performed appro-
priately for their age on standardized tests of reading
~Schonell Graded Word Reading Test, Schonell and Gooda-
cre, 1971! and receptive vocabulary~BPVS, Dunn et al.,
1997!. Parental questionnaires determined that all of the chil-
dren and their siblings were free from speech/language dis-
orders, hearing deficits and histories of chronic otitis media
~defined as more than three ear infections between birth and
3;0, and/or the implantation of myringotomy tubes, see Nit-
trouer, 1996!. No child was tested if he or she was suffering
from, or had suffered from at any point in the weeks preced-
ing the test session, any upper respiratory infection.

All adults were monolingual native speakers of English
living in Edinburgh~average duration of time in Scotland: 12
years!. All of the adults reported themselves as being free
from speech/language disorders, hearing deficits, and histo-
ries of chronic otitis media. Again, no adult was tested if he
or she was suffering from, or had suffered from at any point
in the weeks preceding the test session, any upper respiratory
infection.

B. Stimuli

The contrasts used in this study were /2~(/-/b~(/, /de/-/be/,
/ta/-/da/ and /ti/-/di/.3 Continua of synthetic speech sounds
were created for each contrast. The end points of the syn-
thetic continua were copy-synthesized versions of the above-
noted syllables based on detailed acoustic analysis of natural
tokens spoken by a male native speaker of SSE~aged 39
years, with normal speech, language and hearing!. The
stimuli were created usingSENSYN ~Sensimetrics Org.!, a
cascade/parallel formant synthesizer based on Klatt~1980!.

In order to make direct comparisons between the results
of this study and those of Nittrouer and colleagues, the de-
sign of the stimuli followed the modified trading relations
paradigm used by Nittrouer in most of her studies of /s/-/b/
contrasts~e.g., Nittrouer and Studdert-Kennedy, 1987; Nit-
trouer, 1992!. In this paradigm, two continua of speech
sounds are created in which~at least! two acoustic cues are
manipulated. One of the two cues is variedalong both con-
tinua. The two continua are therefore identical in terms of
this cue. The other cue is variedacrossthe two continua. The
two continua therefore differ in terms of this cue. In most of
Nittrouer and colleagues’ studies of cue weighting for /s/-/b/
contrasts~see, e.g., Nittrouer, 1992!, the two cues manipu-
lated were frequency of frication noise, and vowel-onset for-
mant transitions. The frication pole varied along both con-
tinua from a frequency appropriate for /s/ to one appropriate
for /b/. The vowel-onset formant transitions varied across the
two continua: One continuum had transitions that were ap-
propriate for a preceding /s/, the other continuum had transi-
tions that were appropriate for a preceding /b/ ~see Fig. 2!.
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This type of design allows for an investigation of the percep-
tual effect of the two cues. A listener who is not influenced
by the cue that changes across the continua~e.g., the transi-
tional cue in the /s/-/b/ example above! will perceive the two
continua as the same. In contrast, a listener whois influenced
by the cue that changes across the continua will perceive the
two continua differently~see the category boundaries marked
in Fig. 2!.

The current study followed the general design of those
carried out by Nittrouer and colleagues by manipulating one
nontransitional cue and one transitional cue for each contrast.
The nontransitional cues were: Frequency of frication noise
for /2~(/-/b~(/, frequency of stop burst for /de/-/be/, and dura-
tion of VOT for /ta/-/da/ and /ti/-/di/. The transitional cues
were the frequency and time-varying properties of vowel-
onset formant transitions in two conditions:~i! appropriate
for having followed the first consonant in the contrast, or~ii !
appropriate for having followed the second consonant in the
contrast. As these transitional cues were closely modeled on
natural speech they had gradually changing formant frequen-
cies rather than the straight line transitional slopes typical of
some synthetic stylisations. Two 9-point continua were cre-
ated for every contrast, in which the nontransitional cue var-
ied along both continua and the transitional cue varied across
the two continua. Following Nittrouer~1992!, five different
repetitions of the same vowel were synthesized for each tran-
sition condition. This was done to enhance the naturalness of
the synthetic speech by capturing a small amount of within-
speaker variability. Subsequent examination of the results
showed no obvious influence of any one vowel token on
listeners’ responses. Each of these vowels was combined
with the 9 continuum values, resulting in 90 stimuli per con-
trast. In the following are details of the parameters manipu-
lated for each contrast.

1. Õ2~(Õ-Õb~(Õ

Nine different single-pole frication noises were synthe-
sized, ranging from 3100 Hz~most /b/-like! to 5800 Hz~most
/s/-like!. Two sets of /~(/ vowels were created, one with onset
frequencies appropriate for a preceding /s/ and one with on-
set frequencies appropriate for a preceding /b/. The average
/b/-transition formant onset frequencies were F1: 435 Hz, F2:
1574 Hz, F3: 2400 Hz; the average /s/-transition formant
onset frequencies were F1: 537 Hz, F2: 1536 Hz, F3: 2551
Hz. The average vowel target values for the /a/ portion of the
diphthong for all 10 synthetic vowels were F1: 762 Hz, F2:
1184 Hz, F3: 2784 Hz. The vowel target values for the /(/

portion of the diphthong for all 10 synthetic vowels were F1:
448 Hz, F2: 1958 Hz, F3: 2419 Hz~see Appendix A for all
values used for synthetic stimuli!.

The total duration of each syllable was 540 ms, with 155
ms of frication noise and 385 ms of vowel. The average
duration of vowel formant transitions as measured from
vowel onset to vowel steady state was 60 ms for /s/-
transition stimuli and 80 ms for /b/-transition stimuli.4 F0 for
each complete syllable began at 140 Hz at onset of voicing,
rose to 150 Hz 110 ms after onset of voicing, and fell to 90
Hz at vowel offset.

2. ÕdeÕ-ÕbeÕ

Nine different complex bursts were synthesized. The
spectral shape of the bursts was modeled by means of three
spectral peaks, one of which was designed to model a cavity
at the front of the mouth.5 The amplitude of these bursts
ranged from 54 dB at 5550 Hz, 36 dB at 2700 Hz, and 20 dB
at front cavity peak~most /d/-like! to 6 dB at 4500 Hz, 0 dB
at 2100 Hz, and 50 dB at front cavity peak~most /b/-like!.
Two sets of /e/ vowels were created, one with onset frequen-
cies appropriate for having followed /d/ and one with onset
frequencies appropriate for having followed /b/. The average
/d/-transition formant onset frequencies were F1: 220 Hz, F2:
1809 Hz, F3: 2446 Hz; the average /b/-transition formant
onset frequencies were F1: 257 Hz, F2: 1694 Hz, F3: 2247
Hz. The average vowel target values for all 10 synthetic
vowels were F1: 428 Hz, F2: 2116 Hz, F3: 2539 Hz.

The total duration of each syllable was 400 ms, with 15
ms of burst, and 385 ms of vowel. The average duration of
vowel formant transitions as measured from vowel onset to
vowel steady state was 100 ms for /d/-transition stimuli and
110 ms for /b/-transition stimuli. F0 for each complete syl-
lable began at 140 Hz at onset of voicing, rose to 150 Hz 110
ms after onset of voicing, and fell to 90 Hz at vowel offset.

3. ÕtaÕ-ÕdaÕ

Nine different VOT values were synthesized, varying in
5 ms steps from 40 ms~most /t/-like! to 0 ms~most /d/-like!.
Two sets of /a/ vowels were created, one with onset frequen-
cies appropriate for having followed /t/ and one with onset
frequencies appropriate for having followed /d/. The average
/ta/-transition formant onset frequencies were F1: 537 Hz,
F2: 1536 Hz, F3: 2551 Hz; the average /da/-transition for-
mant onset frequencies were F1: 261 Hz, F2: 1642 Hz, F3:

FIG. 2. Stylized spectrograms of two /2~(/-/b~(/ con-
tinua. The top continuum has /s/-transition vowels, the
bottom continuum has /b/-transition vowels. The dashed
lines represent hypothetical category boundaries for a
listener whose perception is influenced by the transi-
tions.
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2472 Hz. The average vowel target values for all 10 synthetic
vowels were F1: 711 Hz, F2: 1433 Hz, F3: 2665 Hz.

The total duration of each syllable ranged from 315 ms
for the shortest VOT to 355 ms for the longest VOT, with
315 ms of vowel. The average duration of vowel formant
transitions as measured from vowel onset to vowel steady
state was 55 ms for /t/-transition stimuli and 85 ms for /d/-
transition stimuli. F0 for each complete syllable began at 124
Hz at onset of voicing, rose to 130 Hz 90 ms after onset of
voicing, and fell to 60 Hz at vowel offset.

4. Õti Õ-Õdi Õ

The VOT values used for the /ti/-/di/ contrast were the
same as those used for the /ta/-/da/ contrast. These varied in
5 ms steps from 40 ms~most /t/-like! to 0 ms~most /d/-like!.
Two sets of /i/ vowels were created, one with onset frequen-
cies appropriate for having followed /t/ and one with onset
frequencies appropriate for having followed /d/. The average
/ti/-transition formant onset frequencies were F1: 311 Hz, F2:
1924 Hz, F3: 2599 Hz; the average /di/-transition formant
onset frequencies were F1: 221 Hz, F2: 1893 Hz, F3: 2569
Hz. The average vowel target values for all ten synthetic
vowels were F1: 309 Hz, F2: 2183 Hz, F3: 2819 Hz.

The total duration of each syllable ranged from 315 ms
for the shortest VOT to 355 ms for the longest VOT, with
315 ms of vowel. The average duration of vowel formant
transitions as measured from vowel onset to vowel steady
state was 110 ms for /t/-transition stimuli and 105 ms for
/d/-transition stimuli. F0 for each complete syllable began at
124 Hz at onset of voicing, rose to 130 Hz 90 ms after onset
of voicing, and fell to 60 Hz at vowel offset.

C. General procedure

With the exception of the subjects who heard the VOT
contrasts, each subject was asked to listen to only one set of
contrasts; those subjects who heard the VOT contrasts lis-
tened to both the /ta/-/da/ and the /ti/-/di/ contrasts. All sub-
jects were tested individually in a quiet room. The stimuli
were presented over headphones~Sennheiser HD 490, fre-
quency response 17–22000 Hz! via a CD player. Volume
was set at a comfortable listening level. Each subject was
asked to indicate that the level was both comfortable and
audible ~for the child subjects, the signal was split to two
headphones and the chosen listening level was monitored by
the experimenter!; very few adjustments to the level were
made by the subjects. No adjustments to listening level were
made within the presentation of a single contrast. Testing for
the child subjects took place over two or three days. Testing
for the adult subjects took place on one day, with a short
break half-way through testing.

All subjects were introduced to the target words for their
contrast. The child subjects were also familiarized with pic-
tures that corresponded to each word in their contrast~see
Appendix B for a description of the pictures used in the
study!. During testing, the children indicated which word
they had heard by saying the word aloud, and by placing a

counter on the relevant picture. Before testing, the children
were given an opportunity to practice responding to natural
productions of the target words. This ensured that the chil-
dren were able to identify the targets in natural speech, and
that they clearly associated each picture with the relevant
target. The children received feedback throughout this prac-
tice, and did not proceed to the pretest with synthetic stimuli
until they had, unprompted, correctly identified a complete
set of 10 randomly presented natural stimuli~5 of each CV
syllable!.

A pretest was administered to both child and adult sub-
jects to ensure that they understood the task. This test con-
sisted of the congruent end points of the continua, that is, the
end point values of the nontransitional cue followed by the
congruent vowel-formant transitions for each nontransitional
cue condition. For example, the congruent end points for the
/ta/-/da/ contrast were the 40 ms VOT plus vowels with /t/-
transitions~the most /ta/-like stimuli! and the 0 ms VOT plus
vowels with /d/-transitions~the most /da/-like stimuli!. There
were 10 stimuli in the pretest~5 per congruent end point!,
presented in random order. No feedback was given during
this pretest.

For each contrast, five different random orders of the 90
stimuli were created. During the main test, the five-year-old,
seven-year-old, and adult subjects heard a complete set of 90
stimuli twice, in two different random orders, resulting in
180 responses per subject and 10 responses per transition
type for each point on the continuum. The three- to four-
year-old subjects heard a complete set of 90 stimuli only
once, resulting in 5 responses per transition type for each
point on the continuum for this group. Although this smaller
number of presentations may have lead to noisier data than if
10 responses per transition type had been collected, it was
only practical to test a smaller number of responses for this
age group because of limitations on the children’s attention
span. Subsequent examination of the data showed that the
results from the three- to four-year-olds were not qualita-
tively different from those of the other child subjects. Each
randomization was split into blocks of 10 stimuli for presen-
tation. The interstimulus interval for presentation to the adult
subjects was 3 s, with an interblock interval of 10 s. Follow-
ing Walley and Carrell~1983!, the interstimulus interval was
not fixed for presentation to the children. Instead, the presen-
tation was paused briefly after every stimulus, allowing the
children sufficient time to respond.6 At the end of each block,
the children were allowed to choose a small prize.

Here, as in the literature~see Nittrouer, 1992!, only
those listeners who responded correctly to 80% of the con-
gruent continuum end points presented within the test proper
were included in quantitative analysis. The purpose of this
was to eliminate listeners whose responses were random or
inconsistent.

III. ANALYSIS 1: ADULT VERSUS CHILD WEIGHTING
OF TRANSITIONS

Each contrast engendered two sets of responses, one for
each transition condition. The responses for the /2~(/-/b~(/,
/ta/-/da/ and /ti/-/di/ contrasts were normalized using a probit
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transformation. This transform extracts rate-of-change infor-
mation from data appropriately modeled with an S-shaped
curve and yields estimates of the slope and the mean of the
curve ~Cohen and Cohen, 1983!. The slope corresponds to
the degree of categoriality of the responses and the mean
corresponds to the point on the continuum at which the re-
sponses reach 50%~i.e., 50% /s/ or /b/ responses!. The degree
of separation of the two response curves was calculated by
taking the difference of the two means~e.g., the mean of the
continuum with /s/-transitions and the mean of the con-
tinuum with /b/-transitions!. This gives a measure of the ex-
tent to which listeners’ responses were influenced by the
change in transitional information across continua.

As noted above, only five children met the testing crite-
rion for the /de/-/be/ contrast. The responses to these con-
trasts were therefore not analyzed quantitatively.

A. Results

1. Õ2~(Õ-Õb~(Õ

The results for the /2~(/-/b~(/ contrast are shown in Fig. 3.
The listeners’ responses are generally consistent with the re-
sults found previously by Nittrouer and colleagues and oth-
ers for /s/-/b/ contrasts: The children in the current study
showed greater influence of transitional cues than adults.
That is, children as a group showed a significantly greater
separation of response curves than did adults in response to a
change in transitional information@F(1,31)55.50, p
50.026]. There was also a significant difference between
adults and children for placement of category boundary
along the frication continuum for the /2~(/-transition response

curves @F(1,31)510.53, p50.003] and for the /b~(/-
transition response curves@F(1,31)56.03, p50.020]. Al-
though Nittrouer reported differences in slope between adults
and children~Nittrouer and Studdert-Kennedy, 1987; Nit-
trouer, 1992!, which she has taken to reflect a difference
between the two groups in reliance on frication noise~i.e.,
the cue that changes along the two continua!, we did not find
any significant difference between adults and children for the
slope of either the /s/-transition or the /b/-transition response
curves. Nittrouer and colleagues also found significant dif-
ferences between children of different ages for both separa-
tion and slope of response curves. However, no significant
effect of age amongst the children was found for these two
factors in this study.

2. ÕdeÕ-ÕbeÕ

Figure 4 shows the results for the /de/-/be/ contrast.
Only five children met the testing criterion for this contrast.
Despite this, the perceptual behavior of all of the children
tested on this contrast appeared to be relatively nonrandom
both along and across the continua. That is, there seemed to
be a principled relationship between responses to consecu-
tive points on each continuum, and differences between re-
sponses to points on each continuum were comparable at
successive points. Therefore, for illustrative purposes, the re-
sponses ofall subjects, including those that did not meet the
testing criterion, are shown here.

Adults’ response curves were both widely separated and
slightly sloping, indicating that they relied on both transi-
tional and nontransitional~stop burst! cues in making their
responses. In contrast, children’s response curves showed
much less consistent separation and little identifiable slope;

FIG. 3. Adults’ and children’s responses to /2~(/-transition stimuli ~open
circles! and /b~(/-transition stimuli~closed circles!. Responses are presented
in terms of /2~(/-responses as a function of frequency of frication noise
ranging from most /s/-like~5800 Hz! to most /b/-like ~3100 Hz!. The dotted
lines indicate the 50% /2~(/ response point. They-axis range for the three- to
four-year-olds is half that of the other subjects because this group heard half
as many repetitions per point on the continuum.

FIG. 4. Adults’ and children’s responses to /de/-transition stimuli~open
circles! and /be/-transition stimuli~closed circles!. Responses are presented
in terms of /de/-responses as a function of frequency of complex stop burst
ranging from most /d/-like to most /b/-like~see the text for details of fre-
quency range!. The dotted lines indicate the 50% /de/ response point. See
Fig. 3 for more details.
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in fact, many three- to four-year-olds appeared not to be able
to consistently identify any of the /de/-/be/ stimuli as differ-
ent at all. This, in addition to the fact that so few children
met the testing criterion of 80% correct identification of con-
gruent end points, suggests that children were unable to re-
liably make use of either the transitional or the nontransi-
tional cues to identify this contrast.

B. ÕtaÕ-ÕdaÕ and Õti Õ-Õdi Õ

Figures 5 and 6 show the results for the /ta/-/da/ and
/ti/-/di/ contrasts. The results appear to be qualitatively dif-
ferent from those seen for /2~(/-/b~(/. Children do not appear
to pay more attention to transitional information than adults
in their identification of /ta/-/da/ or /ti/-/di/. For the /ti/-/di/
contrast, children give the same weight as adults to transi-
tional cues. This is indicated by the fact that there is no
significant difference between children as a group and adults
in separation of response curves for this contrast. For the
/ta/-/da/ contrast, children give less weight than adults to
transitional cues. This is reflected in the fact that children as
a group show a significantly smaller separation of response
curves due to a change in transitional information than do
adults@F(1,37)55.89, p50.02]. Children of different ages
did not differ significantly from each other for this dimension
for any of the three contrasts. There was no significant dif-
ference between adults and children for placement of cat-
egory boundary along the VOT continuum for /ta/-transition
response curves, /da/-transition response curves, /ti/-
transition response curves, or /di/-transition response curves.

C. Discussion

As noted earlier, adults’ and children’s responses to the
/2~(/-/b~(/ contrast are consistent with previous /s/-/b/ studies,

as well as with the proposal that children give more weight
to transitional cues than do adults. However, the findings that
children and adults are equally influenced by transitions for
/ti/-/di/, and that children show less influence of transitional
cues than adults for /ta/-/da/ appear to contradict the devel-
opmental transitional bias hypothesis. In fact, the results
from all three contrasts taken together suggest that, rather
than being consistently more biased than adults toward tran-
sitions, the extent to which children make use of transitional
information as compared to adults changes with segmental
context.

However, there is an alternative explanation for these
VOT results, which makes reference to the qualitative differ-
ence between transitions following /t/ and /d/ and those fol-
lowing /s/ and /b/. For low or back vowels following /s/ and
/b/, formants differ in both direction and extent. That is, F2
transitions following /s/ are greater in extent than F2 transi-
tions following /b/ and F3 transitions following /s/ are rela-
tively flat, while F3 transitions following /b/ are rising. For
vowels following /t/ and /d/, the formant transitions move in
the same direction, but not to the same extent: Voiced tran-
sitions following /t/ are much less extensive than those fol-
lowing /d/, due to the presence of voiceless aspiration. This
means that the voiced transition of a vowel following /t/
looks like a frequency-truncated version of a vowel follow-
ing /d/ ~for example, the frequency of F2 at the voiced onset
of /ta/ is lower than the frequency of F2 at the voiced onset
of /da/, see Fig. 1!. One could therefore interpret the results
of the two current VOT experiments as meaning that children
are so much more sensitive to transitional information than
adults that they are prepared to accept even ‘‘frequency-
truncated’’ /d/-transitions~i.e., /t/-transitions! as indicating a
/d/, and thus need only a short silence duration to persuade
them that what they have heard is indeed /d/. This behavior
would result in a smaller separation of response curves for

FIG. 5. Adults’ and children’s responses to /ta/-transition stimuli~open
circles! and /da/-transition stimuli~closed circles!. Responses are presented
in terms of /ta/-responses as a function of VOT ranging from most /t/-like
~40 ms! to most /d/-like ~0 ms!. The dotted lines indicate the 50% /ta/
response point. See Fig. 3 for more details.

FIG. 6. Adults’ and children’s responses to /ti/-transition stimuli~open
circles! and /di/-transition stimuli~closed circles!. Responses are presented
in terms of /ti/-responses as a function of VOT ranging from most /t/-like
~40 ms! to most /d/-like ~0 ms!. The dotted lines indicate the 50% /ti/
response point. See Fig. 3 for more details.
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children than for adults. This proposal was put forward by
Nittrouer ~1992! to explain results of a study of ‘‘say-stay’’
perception, and is consistent with the claim that children are
more perceptually sensitive to transitions than adults.

There is, however, evidence against this interpretation.
First, as noted earlier, a truncation explanation requires a
smaller separation of response curves for children than for
adults. While this is true for the /ta/-/da/ contrast, for the
/ti/-/di/ contrast there was no significant difference between
adults and children for separation of the /ti/ and /di/ response
curves. Also, in order for a truncation explanation to be cor-
rect, the category boundaries for all of the subjects should be
the same for the unambiguous, ‘‘untruncated’’ /d/-transition
stimuli, but there should be a difference between children
and adults for the ambiguous, ‘‘truncated’’ /t/-transition
stimuli: If children require less silence to hear these as
voiced, they should place their boundaries closer to the 0 ms
end of the VOT continuum than do the adults~Nittrouer,
1992!. However, as noted earlier, although the difference in
separation of response curves between adults and children
was significant for /ta/-/da/, suggesting that the~nonsignifi-
cant! shift for each type of boundary was comparable in
magnitude, there was no significant effect of age on the
placement of either the /ta/-transition response curves or the
/da/-transition response curves. There was also no significant
difference between adults and children for the placement of
either the /ti/-transition response curves or the /di/-transition
response curves.

Further evidence against this interpretation of the current
VOT results comes from studies of fricative contrast percep-
tion. The results for the /ta/-/da/ contrast showed greater
separation of response curves for adults as compared to chil-
dren. If this pattern is due to the fact that /t/-transitions are
simply ‘‘frequency-truncated’’ versions of /d/-transitions then
the same pattern of results should be seen for all contrasts in
which the transitional information in one syllable is a
‘‘frequency-truncated’’ version of the other, no matter what
the segmental context. However, this is not what is found. In
the /su/-/bÉ/ contrasts that have been shown to engender cue
weighting differences in children and adults, F2 following /s/
is a ‘‘frequency-truncated’’ version of F2 following /b/, in the
sense that the onset frequency of F2 following /s/ is lower
than the onset frequency of F2 following /b/. Therefore, if F3
is neutralized in both of the syllables, the resulting /su/-/bÉ/
contrast will be cued by the same type of relationship be-
tween transitions as found in the /ta/-/da/ contrast above.
According to the truncation view, children should accept
more of these neutral-F3-/su/ stimuli as ‘‘truncated’’ versions
of /bÉ/. They should therefore show a smaller separation of
response curves than adults in perception of this contrast.

Nittrouer and Miller ~1997! have tested children’s and
adults’ cue weighting of a /su/-/bÉ/ contrast in which F3 was
neutralized. However, the results of that study showed that,
unlike for the /ta/-/da/ contrast, young children~4 years!
showed greater separation of response curves than older
children ~7 years! and both groups of children showed
greaterseparation than adults. This is in keeping with studies

of /s/-/b/ contrasts in which F3 was not neutral. It would
therefore appear that cue weighting differences between
adults and children for /ta/-/da/ are not due to /t/-transitions
being ‘‘frequency-truncated’’ versions of /d/-transitions.

To summarize, the pattern of responses seen for /ta/-/da/
and /ti/-/di/ cannot be explained by the developmental tran-
sitional bias hypothesis, that is, that children are more biased
toward transitional information than are adults. However, it
is possible that both sets of results can be explained by the
acoustic transitional bias hypothesis, that is, that children are
more biased toward transitional than toward nontransitional
cues. Analysis 2 will examine this possibility.

The results for the /de/-/be/ contrast should be touched
on here. The fact that very few children were able to meet
the testing criterion for this contrast suggests a possible in-
ability in the children to make use of either of the available
cues~stop burst or vowel formant transitions!. This in itself
contradicts both the developmental and acoustic transitional
bias hypotheses which state that children should always be
more biased toward—and thus presumably able to use—
transitional cues. These results are consistent with the view
that the acoustic distinctiveness or salience of cues plays a
role in adult–child cue weighting differences~e.g., Sussman,
2001!.

IV. ANALYSIS 2: RELATIVE WEIGHT GIVEN BY
CHILDREN TO NONTRANSITIONAL CUES

A. Results and Discussion

The responses to the two VOT contrasts, /ta/-/da/ and
/ti/-/di/, were subjected to logistic regression. This type of
analysis is used when the dependent variable~the listeners’
response! has two possible values~e.g., the responses for
each stimulus in the /ta/-/da/ contrast could be either /ta/ or
/da/!. It is used here to determine the amount of variance in
the responses that can be explained by each of the two acous-
tic cues varied in each contrast, and to rank the importance of
the two cues for each group of listeners: The higher the value
of exp(B), the higher the relative importance of the cue.

Results and discussion. The results of the logistic regres-
sion analysis can be found in Table I. For the /ta/-/da/ con-
trast, transitions play a greater role than the nontransitional
VOT cue for both adults and children. Therefore, although
the responses to the /ta/-/da/ contrast cannot be explained by
the claim that children always give more weight to transi-
tional cues than do adults, theycan be explained by the
claim that children start out more biased toward transitions
than other cues, and gradually give less or more weight~in
this case, more! to these cues as the children develop percep-

TABLE I. Results of logistic regression for /ta/-/da/ and /ti/-/di/.

Childrena Adultsa

/ta/-/da/ VOT 0.3944 0.2878
Transitions 3.4064 14.1490

/ti/-/di/ VOT 0.4123 0.1409
Transitions Not significant 1.6334,p50.0282

aRegression is reported in terms of exp(B), d. f .51. Values are significant at
p,0.001 unless otherwise indicated.
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tually. Interestingly, it was suggested earlier that the acoustic
transitional bias hypothesis might only be required in order
to account for perception of contrasts in which nontransi-
tional cues are known to be uninformative to adults. This is
not, however, the case for /ta/-/da/: The nontransitional VOT
cue in this contrast is known to be very informative to adult
listeners in the perception of voicing in CV syllables~Lisker
and Abramson, 1970!.

For the /ti/-/di/ contrast, on the other hand, transitions
play a smaller role in perception than does the nontransi-
tional VOT cue for children. In fact, the influence of transi-
tional information on children’s responses is so small that it
is nonsignificant~it remains significant for adult listeners!.
This means that the responses to the /ti/-/di/ contrast cannot
be explained by either the original claim of the developmen-
tal transitional bias hypothesis that children give more
weight to transitional cues than do adults, or the claim of the
acoustic transitional bias hypothesis that children start out
more biased toward transitions than other cues.

These results show that the acoustic transitional bias hy-
pothesis does not appear to account for all situations in
which children give less or the same weight to transitional
cues as adults. This in turn means that the general premise of
the transitional bias theory—that children are more biased
~in some way! toward vowel-formant transitional cues—
cannot account for all adult–child differences in acoustic cue
weighting.

V. GENERAL DISCUSSION AND CONCLUSIONS

The aims of this study were~a! to test the two nonex-
clusive versions of the transitional bias theory, and~b! to
determine to what extent cue weighting patterns displayed by
adults and children are affected by segmental context.

The Developmental Weighting Shift~DWS! theory
states that differences between adults and children in the way
in which they process speech—children being more ‘‘global’’
and adults being more ‘‘analytical’’ in their processing—lead
to differences in perceptual cue weighting strategies between
the two groups. While the results of the current study neither
support nor refute this claim, the perceptual behavior ob-
served in this study is problematic for existing interpretations
of the way in which changes in processing might impact on
speech perception. To date, Nittrouer and colleagues’ tests of
the DWS theory have been based on the assertion that the
acoustic correlate of more global, or ‘‘child-like’’ speech per-
ception is vowel formant transitions~the transitional bias hy-
pothesis!. However, the current study has shown that if chil-
dren do use a more global mode of speech perception, it
must be triggered by something other than, or in addition to,
formant transitions. While children do appear to be more
‘‘transitional’’ for some contrasts, they are not consistently
biased toward transitions. The first version of the transitional
bias hypothesis proposes that children should weight vowel-
formant transitions more heavily than should adults. The re-
sults of the current study show that, as found by Nittrouer
and colleagues, children do weight vowel-onset formant
transitions more heavily than do adults for fricative contrasts
such as /2~(/-/b~(/. However, children

were found to give less weight than adults to transitions for
the /ta/-/da/ contrast, and the same weight as adults for the
/ti/-/di/ contrast. Additionally, children, but not adults, appear
to have difficulty making use of transitional cues at all for
the contrast /de/-/be/. The second version of the transitional
bias hypothesis proposes that, where children are found not
to weight transitions more than do adults, children should
weight transitional cues more heavily than they weight other
acoustic cues to the same contrast. However, it appears that
while this may be the case for some contrasts, it is not true
for all of them. While children do indeed weight vowel-
formant transitions more heavily than nontransitional acous-
tic cues for /ta/-/da/, they weight transitionslessheavily than
nontransitional cues for /ti/-/di/. Therefore, contrary to Nit-
trouer’s transitional bias theory, children are not always bi-
ased toward transitions, either in comparison to adults or in
relation to the weight that they give to nontransitional cues.

The results of previous studies showed different types of
adult–child cue weighting differences, some consistent with
Nittrouer’s transitional bias theory~e.g., Krause, 1982;
Wardrip-Fruin and Peach, 1984!, and others contradicting the
theory~e.g., Howellet al., 1992; Sussman, 2001!. It was not
clear, however, whether these contradictory results were due
to variation in the segmental context being tested, or to dif-
ferences in the methods used for testing. The results of the
current study suggest that even when methods are held con-
stant, the observed types of adult–child cue weighting differ-
ences are likely to change depending on the segmental con-
text being tested. Given this variation in perceptual behavior,
it is not immediately clear what the underlying cause of
adult–child cue weighting differences might be. The results
from the /de/-/be/ contrast suggest a possible explanation.
For this contrast, children appeared to have difficulty making
use of the available acoustic cues. As noted earlier, poor
auditory skills in children as compared to adults has been
proposed as an alternative account for adult–child differ-
ences in cue weighting~e.g., Sussman, 2001!. In particular,
children’s incomplete auditory development is said to cause
them to have difficulty in making use of less acoustically
distinctive cues. It does appear from the results of the /de/-
/be/ contrast that there may be certain weaker cues that
young children cannot use in some circumstances. However,
a recent study has shown that this difference in ability to
make use of less physically distinct cues cannot explain all
adult–child differences in acoustic cue weighting~see Mayo
and Turk, submitted!. Therefore, while this and earlier stud-
ies show clear differences between adults and children in the
way in which the two groups make use of acoustic cues, we
are left without a satisfactory explanation for these develop-
mental differences.
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APPENDIX A: VALUES FOR SYNTHETIC CV STIMULI

APPENDIX B: PICTURES USED TO ELICIT CHILD
RESPONSES

1The vowel in the /ta/-/da/ contrast, as well as the initial vowel in the diph-
thong in the /2~(/-/b~(/ contrast is the Scottish low front vowel, best approxi-
mated by the IPA symbol /a/.

2The rejection rate for adults for this contrast may reflect the quality of the
synthetic speech stimuli used for this contrast. These stimuli were judged
by the two experimenters to appropriately model natural tokens of /2~(/ and
/b~(/; however, it is possible that these stimuli were more difficult to identify
than others used in this and previous studies. There are, however, no data
on adult rejection rate available from Nittrouer and colleagues’ studies of
/s-vowel/-/b-vowel/ perception with which to compare these results.

3The data for the /de/-/be/, /ta/-/da/ and /ti/-/di/ contrasts are also featured in
Mayo and Turk~submitted!, where they are analyzed for a different pur-
pose.

4The duration of the vowel formant transitions for all of the synthetic stimuli
reflects both the steep and more gradual slope components of a natural
transition.

5The frication excited bypass path in Sensyn’s Klatt synthesiser~Sensimet-
rics Org.!; no frequency value is given for this parameter.

6In general, pauses were minimal—sufficiently long for the child subject to
respond aurally and by placing a marker on the correct picture. Longer
pauses were taken as indicating that the child was tiring, and in this case
testing was discontinued until a later time~usually only the case for the
three- to four-year-old subjects!.

Cohen, J., and Cohen, P.~1983!. Applied Multiple Regression/Correlation
Analysis for the Behavioral Sciences, 2nd ed.~LEA, Hillsdale, NJ!.

Dollaghan, C. A.~1994!. ‘‘Children’s phonological neighbourhoods—half
empty or half full?’’ J. Child Lang21, 257–271.

Dorman, M. F., Studdert-Kennedy, M., and Raphael, L. J.~1977!. ‘‘Stop-

Vowel-formant onset and target values for synthetic /2~(/ stimuli.

Stimulus
No. F1 onset

F1 target
~/a/! F2 onset

F2 target
~/a/! F3 onset

F3 target
~/a/!

1 465 788 1444 1170 2626 2817
2 428 781 1423 1195 2620 2809
3 433 751 1464 1197 2535 2777
4 397 771 1433 1204 2518 2771
5 376 764 1408 1189 2585 2779

Vowel-formant onset and target values for synthetic /b~(/ stimuli.

Stimulus
No. F1 onset

F1 target
~/a/! F2 onset

F2 target
~/a/! F3 onset

F3 target
~/a/!

1 469 796 1566 1183 2427 2799
2 489 734 1510 1172 2409 2795
3 449 761 1621 1183 2402 2775
4 411 723 1597 1185 2446 2770
5 358 753 1578 1159 2319 2750

Vowel-formant onset and target values for synthetic /de/ stimuli.

Stimulus
No. F1 onset F1 target F2 onset F2 target F3 onset F3 target

1 219 425 1806 2096 2477 2554
2 231 436 1810 2116 2491 2542
3 221 416 1821 2093 2419 2536
4 221 443 1814 2109 2401 2544
5 206 426 1796 2112 2442 2520

Vowel-formant onset and target values for synthetic /be/ stimuli.

Stimulus
No. F1 onset F1 target F2 onset F2 target F3 onset F3 target

1 249 420 1694 2100 2259 2535
2 247 429 1771 2114 2293 2540
3 271 427 1631 2094 2213 2524
4 247 429 1680 2117 2254 2540
5 273 429 1693 2104 2214 2553

Vowel-formant onset and target values for synthetic /ta/ stimuli.

Stimulus
No. F1 onset F1 target F2 onset F2 target F3 onset F3 target

1 528 709 1530 1433 2560 2685
2 526 715 1524 1416 2536 2662
3 555 702 1555 1416 2513 2638
4 531 707 1541 1443 2577 2697
5 544 716 1528 1435 2564 2713

Vowel-formant onset and target values for synthetic /da/ stimuli.

Stimulus
No. F1 onset F1 target F2 onset F2 target F3 onset F3 target

1 261 716 1631 1423 2498 2653
2 291 705 1629 1443 2490 2675
3 271 708 1667 1434 2442 2662
4 243 721 1643 1461 2496 2630
5 238 712 1639 1421 2433 2631

Vowel-formant onset and target values for synthetic /ti/ stimuli.

Stimulus
No. F1 onset F1 target F2 onset F2 target F3 onset F3 target

1 324 324 1948 2192 2571 2831
2 306 306 1861 2171 2584 2752
3 316 316 1943 2184 2606 2832
4 300 300 1918 2153 2623 2831
5 310 310 1951 2197 2610 2856

Vowel-formant onset and target values for synthetic /di/ stimuli.

Stimulus
No. F1 onset F1 target F2 onset F2 target F3 onset F3 target

1 225 305 1857 2202 2560 2799
2 210 302 1904 2206 2574 2837
3 199 305 1923 2189 2573 2825
4 238 305 1870 2149 2534 2812
5 235 314 1911 2186 2605 2815

CV syllable Picture

/2~(/ A boy called ‘‘Si’’
/b~(/ A shy boy hiding behind a tree
/de/ A street scene with the sun coming up~‘‘day’’ !
/be/ A typical Scottish bay
/ta/ A girl receiving a present~‘‘ta’’ is British English slang for

‘‘thank you’’ !
/da/ A father~‘‘da’’ short for ‘‘dada’’ !
/ti/ A teapot and teacup~‘‘tea’’ !
/di/ A girl called ‘‘Dee’’
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122.
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The modeling of viscous losses in acoustic wave transmission through tubes by a boundary layer
approximation is valid if the thickness of the boundary layer is small compared to the hydraulic
radius. A method was found to describe the viscous losses that extends the frequency range of the
model to very low frequencies and very thin tubes. For higher frequencies, this method includes
asymptotically the spectral effects of the boundary layer approximation. The method provides a
simplification for the rational approximation of the spectral effects of viscous losses. ©2004
Acoustical Society of America.@DOI: 10.1121/1.1738686#

PACS numbers: 43.72.Ja, 43.75.Ef, 43.75.Np@LLT # Pages: 3195–3201

I. INTRODUCTION

Our immediate goal is to realize relatively accurate ap-
proximations of viscous effects in digital filter designs that
can be used to simulate one-dimensional wave propagation
in tubes, such as the vocal tract or certain musical instru-
ments. This paper deals with the following prerequisite for
digital simulation: Viscous losses depend on transcendental
functions of frequency that must be approximated using ra-
tional functions, i.e., ratios of polynomials.

II. VISCOUS LOSS

A. Boundary layer approximation

Following Lighthill ~Ref. 1, pp. 128–136!, we consider
fluid flow in a regionz.0 above a wall atz50, with a small
spatially uniform pressure gradientpx5]pe /]x only in thex
direction that oscillates at a circular frequencyv. The result-
ing equilibrium of forces is

r
]u

]t
52px1m

]2u

]z2 or 2 ivru1m
]2u

]z2 5px . ~1!

In the frequency representation, the flowu varies as exp(ivt).
A solution to this equation, satisfying the boundary condition
u(z,v)50 for z50 and at the same time the condition of
being finite forz→`, is the following:

u~z,v!52
px

ivr F12expS 2Aivr

m
zD G . ~2!

For z→` the particle velocity,u(z,v), reduces to the flow
without rotation that would have been obtained if the viscos-
ity was neglected:u052px /( ivr). This equation is ap-
proximately correct for axial acoustic flow in a duct with
sufficiently large cross-sectional areaA0 . That is, for a given
frequencyv the value ofz at which the exponential in the
equation becomes nearly zero should be small compared to

the hydraulic radiusR5AA0 /p. This is the boundary layer
approximation. To obtain the rate of the volume flowU in
tube of cross-sectional areaA0 , the flow field needs to be
integrated over the tract’s cross-sectional area:

U~v!52
px

ivr FA02E
A0

px

ivr
expS 2Aivr

m
zD dAG .

~3!

If the boundary layer is thin compared to the hydraulic ra-
dius, the integration of the exponential can be carried out
from the boundary wall to infinity, and multiplied by the
circumference of the tract. The result is

U~s!52px~s!
A0

r

1

s F12
S0

A0
An

sG , ~4!

where nows replacesiv as the generalized frequency vari-
able, so thatU(s) represents the Laplace transform of the
volume velocity, andn5m/r50.168 cm2/s is the kinematic
viscosity in air at 37 °C. This boundary layer approximation
breaks down at low frequencies and/or small cross-sectional
areas. For these situations the imposed pressure gradient is
largely balanced by viscous stress over most of the cross-
sectional area. Two distinct duct shapes are considered in the
following: the rectangular duct and cylindrical duct.

B. Symmetric flow in a flat rectangular duct

In a shallow duct that has an areaA052Rb, with b
@R, and whereR is half the height andb is the cross length
of the duct, it is reasonable to assume that the flow is maxi-
mal near the geometrical center of the duct, as shown in
Fig. 1.

Let z be a variable that parametrizes the rectangular duct
cross section as follows:z is zero at the center plane and
becomes equal toR at one of the walls. Assuming that the
flow is symmetric, the following constraints hold:u(R)50
as before, andu8(0)50, and the unique solution to Eq.~1! is

u~r ,s!52
1

sr
pxS 12

cosh~zAs/n!

cosh~RAs/n!
D , ~5!

a!A preliminary version was presented at the 145th Meeting of the Acousti-
cal Society of America as poster 5aSC22, titled ‘‘Pade´ approximations for
boundary-layer losses in articulatory synthesis.’’

b!Electronic mail: rewt@cressllc.net
c!Electronic mail: rsmcgowan@cressllc.net
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again replacingiv by s. For sufficiently high frequencies or
large cross sections of the duct, the cosh-flow profile looks
very much like that of the boundary layer approximation, Eq.
~2!, but for low frequencies or smallR they differ consider-
ably ~Fig. 2!.

C. Flow in a cylindrical duct

The other extreme case is that of a small cylindrical
cross section. Written in cylindrical coordinates with the as-
sumption of circular symmetry the momentum conservation
equation, Eq.~1! from above, becomes

2sru1mS ]2u

]r 2 1
1

r

]u

]r D5px . ~6!

In this case,r is a parameter that is zero at the center of the
duct and becomesR at the walls. Changing the variable to
z5rAs/n, this equation can be transformed into a modified
Bessel equation of zeroth order~see Ref. 2, p. 374, 9.6.1!.
Using only solutions that have no singularity at zero, and
taking the nonslip conditionu(R)50 into account, the solu-
tion becomes

u~r ,s!52
1

sr
pxS 12

I 0~rAs/n!

I 0~RAs/n!
D . ~7!

Here I 0(x) represents the modified~or hyperbolic! Bessel
function of the first kind of zeroth order. Again, for suffi-
ciently high frequencies, or large cross sections, this solution
looks like the other two, as is seen in Fig. 2.

D. Volume velocities

Volume velocities are obtained by integrating the axial
particle velocity over the cross-sectional area of the duct. In
the case of the rectangular channel~see Fig. 1!, ignoring the
effects at the wall of the small sides, the result is

FIG. 2. The three flow profiles for the in-the-boundary layer for 5 Hz~a!
and 50 Hz~b!. The wall is to the right in each case, where the flow is zero.
In the computation, the term2px /(rs) in u(r ,s) was dropped for normal-
ization.

FIG. 3. Real~a! and imaginary part~b! of the damping factor function
Q(s).

FIG. 1. Expected symmetrical flow through a narrow rectangular duct.
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UR~s!52px~s!
A0

sr S 12
tanh~RAs/n!

RAs/n
D , ~8!

where the change of variablesR5A0 /(2b) was used to
eliminateb.

For the case of a cylindrical duct, the flow given by Eq.
~7! is integrated over a disk, withRS0 /A052. This and the
fact that *0

yI 0(x) dx5yI1(y), where I 1(y) represents the
first-order modified Bessel function of the first kind, can be
used to obtain

UC~s!52px~s!
A0

sr S 122
I 1~RAs/n!

RA~s/n!I 0~RAs/n!
D . ~9!

All three expressions for volume velocity~4!, ~8!, and
~9! are of the formU(s)52px(s)(A0 /sr)Q(s) whereQ(s)
is a frequency-dependent damping factor. The following
three versions ofQ(s) are shown in Fig. 3:

Q~s!55
12

2

RAs/n
~10a!

12
tanh~RAs/n!

RAs/n
~10b!

122
I 1~RAs/n!

RA~s/n!I 0~RAs/n!
~10c!

@Eq. ~10a! boundary layer approximation, Eq.~10b! rectan-
gular duct, Eq.~10c! cylindrical duct#. As can also be seen in
Fig. 3, the third form ofQ(s) @Eq. ~10c!, dotted graph# in-
cluding the Bessel functions approaches the first form@Eq.
~10a!, solid graph# and according to Eq.~4!, already for rela-
tively low frequencies~the frequency scales are logarithmic
to emphasize the difference between the curves for low fre-
quencies!. For the rectangular case@Eq. ~10b!, dashed graph
in Fig. 3# the ratio of 5 between sides was used. The curves

are located more to the right for higher values of the ratio
and to the left for lower value, while the maximal similarity
~but not identity! between cases~b! and~c! can be found for
a ratio of about 2.

III. EFFECTS ON VOCAL TRACT TRANSFER
FUNCTION

For a tube with a time-constant cross-sectional area
A(x), the Laplace transform,p(x,s), of the pressure, and
U(x,s) of the volume velocity obey the following differen-
tial equations~see also Ref. 3!:

d

dx
p~x,s!52s

r

A~x!
U~x,s!,

~11!
d

dx
U~x,s!52s

A~x!

rc2 p~x,s!.

This system can be written in matrix form while including
Q(s), which now is written asQ(x,s) in order to represent
its dependence upon the cross-sectional area atx via the hy-
draulic radiusR @see Eq.~10!#:

d

dx S p~x,s!

U~x,s! D5L~x,s!S p~x,s!

U~x,s! D

5S 0 2s
r

A~x!

1

Q~x,s!

2s
A~x!

rc2 0
D

3S p~x,s!

U~x,s! D . ~12!

By calculating the matrix exponent ofDxL(x,s), shown
above, a propagation matrix for a constant area tube segment
of lengthDx is obtained. It transforms variables at one end
of a segment with constant properties of lengthDx to the
variables on the other end,

S p~x1Dx,s!

U~x1Dx,s! D5S cosh~f~x,s!! 2
1

Y~x,s!
sinh~f~x,s!!

2Y~x,s!sinh~f~x,s!! cosh~f~x,s!!
D S p~x,s!

U~x,s! D , ~13!

using the following functions, evaluated at pointx:

propagation phase: s
Dx

c
→f~x,s!5

Dx

c

s

AQ~x,s!
,

~14!

admittance:
A~x!

rc
→Y~x,s!5

A~x!

rc
AQ~x,s!. ~15!

The transfer function of, for example, a vocal tract can then
be obtained by multiplying the partial chain matrices, while
accounting for the radiation impedance. To be able to com-
pare the effects of viscous losses for different geometries, we
make the assumption that a piece of tube is terminated with
a simplified radiation impedance, which is obtained as a low
order frequency approximation of radiation load of a piston
set in an infinite plane baffle~see, for example, Ref. 3!. The
radiation impedance is
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Zrad~s!5
rc

pa2

~8a/3pc!s

11~3pa/16c!s

where a is the piston radius. ~16!

As commonly done, we denote the elements of the duct’s
propagation matrix as (C D

A B), which can be obtained by mul-
tiplying the individual propagation matrices of all segments
together. Its determinant is equal to 1 since it is obtained as
product of matrices of the type shown in Eq.~13!. The vol-
ume velocity transfer function,H(s), defined here as the
ratio of volume flow at the radiating end of the tube divided
by volume flow across the beginning, and the input imped-
anceZin(s), are

H~s!5
1

A2CZrad
and Zin~s!5

DZrad2B

A2CZrad
. ~17!

Figure 4 shows the input impedance for a very thin exponen-
tial horn that has either circular cross sections or rectangular
cross sections. In both cases, the cross-sectional areas vary
from 0.1 to 0.1492 cm2 exponentially; in the cylindrical case
the hydraulic radiusR varies from 0.1784 to 0.2179 cm, and
R varies from 0.0559 to 0.0683 cm in the rectangular case
~where the ratio of long to short side was set to 8!. For such
small cross sections and hydraulic radii we expect a strong
effect of the viscous losses and differences among the three
different situations. In order to separate the effects of viscous
losses from the effects of losses by radiation, the same radia-
tion impedance, namely that of a circular piston, is used in

all cases. It can be seen that the two curves for the cylindrical
tube, one resulting from the boundary layer approximation,
using the square-root ofs in Q(s), and the other using modi-
fied Bessel functions, are very nearly the same for frequen-
cies as low as 50 Hz.

IV. RATIONAL APPROXIMATION AND DIGITAL
FILTERS

The three expressions forQ(s) can be used to obtain an
analytical description of the volume velocity over frequency,
while a digital filter implementation to simulate vocal tract
acoustics requires rational expressions. The three representa-
tions of Q(s) that have been considered here involve a
square root of frequency law for the boundary layer approxi-
mation, hyperbolic functions, or hyperbolic Bessel functions.
These result in nearly the same influence on the transfer
function. However, the rational approximations of the latter
two functions are more easily obtained than for the square
root-of-frequency dependence. This is becauseAx possesses
an essential singularity at zero, while the two other functions
have only isolated singularities.

For the case of the function@ tanh(x)#/Ax, a straightfor-
ward method of implementation as a filter can be based on
the infinite product representation of the sinhx and coshx:
The function sinhx has zeros at 0 and at6 ikp, k51,...,̀ ,
and coshx has zeros at6 i (2k21)p, k51,...,̀ . Since the
zero of sinhx at zero is eliminated by 1/x,

tanhx

x
5

sinhx

x coshx

5)
k51

`
11x2/k2p2

114x2/~2k21!2p2 , therefore:

tanhAx

Ax
5)

k51

`
11x/k2p2

114x/~2k21!2p2 . ~18!

A digital filter can then be obtained by truncating the
product at some finiteN and replacing the Laplace variables
by a bilinear transform,

s→2 f s

12z21

11z21 whereby f s is the sampling frequency.

~19!

The resulting approximation ofQ(s) of Eq. ~10b! is a series
of stable bilinear filters with poles at

4a2~2k21!2p2

4a1~2k21!2p2 with a5
R2

n
•2 f s :

Q~s!→12)
k51

N S 2k21

k D 2 ~a1k2p2!2~a2k2p2!z21

~4a1~2k21!2p2!2~4a2~2k21!2p2!z21 . ~20!

It should be noted that all poles of the resulting digital filter
lie within the unit circle. Figure 5 shows a comparison of
magnitude of the exact functionQ(s) for a case of a rectan-

gular duct with two approximations by five and ten product
terms.

The convergence of the product type of approximation is

FIG. 4. Input impedance of a thin exponential tube of 100 cm length, mod-
eled by 25 constant segments of equal length. The area starts from 0.1 cm2

and ends at 0.1492 cm2. The radiation impedance is calculated from the final
segment’s area. The curve with the highest peaks~dots! is input impedance
with no viscous loss, the other curves are obtained by taking the viscous loss
into account using three different models. The curve for the rectangular
cross sections is calculated for a length ratio of 1:8.
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somewhat slow. Better methods are based on Pade´ approxi-
mations or continued fraction expansions~see Ref. 4!. In
short, the@L/M # Padéapproximation of a functionf (s) is a
rational function with numerator degreeL and denominator
degreeM which best represents aM1L11-degree series
approximation~e.g., Taylor or MacLaurin! of the function.
~Working implementations of this method can be found in
Maple or in the Mathematica software which was used in this
work.! The rational approximation of the functionQ(s) by
Padé approximants has strong advantages over Taylor or
MacLaurin series approximation because of a considerably
wider range of close approximation. The representation in
digital filters is obtained in two steps:~a! approximation of
the trancendental functions by rational function in the gener-
alized frequency, ors, domain;~b! mapping of the resulting
rational functions into digital filters by means of the bilinear
transform.

Rational approximants for the functionsQ(s) are then
found based on, for example, a@4/6# Padéapproximation:

tanh~RAs/n!

RAs/n
'

11
4

33
x1

1

495
x2

11
5

11
x1

2

99
x21

1

10 395
x3

with x5
R2

n
s. ~21!

Similarly,

I 1~RAs/n!

RAs/n I 0~RAs/n!

'
1

2

11
1

12
x1

1

960
x2

11
5

24
x1

1

160
x21

1

46080
x3

with x5
R2

n
s. ~22!

Note that both functions being approximated are even
functions, and, thus, only even powers of their arguments
appear in the Pade´ approximation.

It is also possible to use the continued fraction expan-
sion ~CFE! of the above expressions~Ref. 4, pp. 175–177!.
The following CFEs, if truncated as shown, are equivalent to
the @4/6# Padéapproximants:

tanhAx

Ax
5

1

11
x

31
x

51
x

71
x

91
x

111...

~23!

and

I 1~Ax!

AxI0~Ax!
5

1

21
x

41
x

61
x

81
x

101
x

121...

. ~24!

The CFE for tanh, from which Eq.~23! is obtained, can
be found in Ref. 2~p. 75, 4.3.94!. To obtain Eq.~24!, the
continued fraction expansion ofJ1(x)/J0(x) given in Ref. 4
was transformed to obtain the above CFE for the expression
with the modified Bessel functions. Since these CFEs are
valid also forx50, the essential singularity at 0 caused by
the square root in the boundary layer approximation is not
present in these approximations.

A simple transformation of the expressions~23! and
~24!, obtained by dividing every other fraction of the CFE by
x, yields an electrical network whose input impedance is
equal to the approximated functions above. This electrical
network structure is shown in Fig. 6.

FIG. 5. Magnitudes of the functionQ(s) and its approximations.~a! The
case of a rectangular cross section. The@3, 4# rational approximation~up-
permost dashed curve! is based on the@6/8# Padé approximation of
tanh(x)/x. ~b! Circular cross section. The@2, 3# and @4, 5# rational approxi-
mations result from@4/6# and @8/10# Padéapproximations ofI 1(x)/xI0(x).
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V. SKETCH OF A DIGITAL IMPLEMENTATION

The implementation of a digital simulation of wave
guide acoustics in the time domain is accomplished by for-

wards and backwards traveling waves, sampled at a sampling
time interval that is proportional to tube segment length.
While in the lossless Kelly–Lochbaum model~Ref. 5! the
traveling waves in each segment are represented by simple
delay elements, for frequency-dependent viscous loss these
are replaced by more general digital filters.

The transformation from pressure and volume flow rep-
resentation to forward and backward traveling waves is given
by

S V1

V2 D5R~x!S p
U D5S 1

cr

A~x!

1 2
cr

A~x!

D S p
U D . ~25!

Using the above transformation from left and right, the
ABCD matrix of a segment is transformed into a transmis-
sion matrix that relates forward and backward traveling
waves at the beginning and end of a segment of lengthDx
@for brevity Q(x,s) is written asQ#:

G~x,s!5S coshS Dx

c

s

AQ
D 2

11Q

2AQ
sinhS Dx

c

s

AQ
D 2

Q21

2AQ
sinhS Dx

c

s

AQ
D

Q21

2AQ
sinhS Dx

c

s

AQ
D coshS Dx

c

s

AQ
D 1

11Q

2AQ
sinhS Dx

c

s

AQ
D D ~26!

Since sinh is an odd function and cosh is an even function of its argument, the square root,AQ(s,x), never appears or can be
canceled in rational approximations of the above expressions. For example, using the@5/5# Padéof sinh, the following rational
approximation is obtained:

11Q

2AQ
sinhS Dx

c

s

AQ
D '

11Q

2

s~Dx/c1 53
396 ~Dx/c!3s2/Q1 551

166320~Dx/c!5s4/Q2!
12 13

396 ~Dx/c!2s2/Q1 5
11088~Dx/c!4s4/Q2

. ~27!

Similar expressions containing rational functions with
powers ofs and Q(x,s) are obtained for the other compo-
nents ofG(x,s).

The transformation into digital filters then requires the
implementation of a rational approximation and bilinear
transformation of the filters/Q(s,x), and powers of this fil-
ter are obtained by cascading the same filter structure. The
analog filter with transfer functions/Q(s,x) is a differentia-
tor ~multiplication by s! followed by one of the two CFEs
@Eqs.~23! or ~24!# in a feedback loop.

The absolute value of the input impedance of the two
passive electrical networks~see Fig. 6! is limited from above
by 1. Therefore, an analog system with these networks in the
feedback loop must be stable. In fact, it can be shown by
induction that for all truncated CFEs of this form, all except
one pole of the approximated filters/Q(s,x) are on the nega-
tive real axis and one pole is ats50. The bilinear transform
~19! renders directly the rational functions in the approxima-
tion of G(x,s) into digital filters. Note that the coefficients

Dx/c are cancelled if the sampling frequency is chosen as
f s5c/Dx.

The structure of a digital filter corresponding to the ana-
log filter s/Q(s,x) is a lattice structure that can be derived by
replacing the variables by the bilinear transform and by
using Euler’s recursion~see Ref. 4, p. 125! for the evaluation
of continued fractions. The bilinear transformation preserves
the stability property. The resulting structure has one delay-
free path which can be eliminated by generalizing a method
that was shown for a special class of filters in Ref. 6. The
practical implementation and verification of these digital fil-
ters is currently a work in progress.
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FIG. 6. The input impedance of the electrical network shown here approxi-
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A continuous-wave ultrasound system for displacement
amplitude and phase measurementa)
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A noninvasive, continuous-wave ultrasonic technique was developed to measure the displacement
amplitude and phase of mechanical structures. The measurement system was based on a method
developed by Rogers and Hastings@‘‘Noninvasive vibration measurement system and method for
measuring amplitude of vibration of tissue in an object being investigated,’’ U.S. Patent No.
4,819,643~1989!# and expanded to include phase measurement. A low-frequency sound source was
used to generate harmonic vibrations in a target of interest. The target was simultaneously insonified
by a low-power, continuous-wave ultrasonic source. Reflected ultrasound was phase modulated by
the target motion and detected with a separate ultrasonic transducer. The target displacement
amplitude was obtained directly from the received ultrasound frequency spectrum by comparing the
carrier and sideband amplitudes. Phase information was obtained by demodulating the received
signal using a double-balanced mixer and low-pass filter. A theoretical model for the ultrasonic
receiver field is also presented. This model coupled existing models for focused piston radiators and
for pulse–echo ultrasonic fields. Experimental measurements of the resulting receiver fields
compared favorably with theoretical predictions. ©2004 Acoustical Society of America.
@DOI: 10.1121/1.1739481#

PACS numbers: 43.80.Ev, 43.80.Jz@FD# Pages: 3202–3209

I. INTRODUCTION

Displacement measurement is a fundamental technique
used to characterize biomechanical structures. Displacement
measurements are often made to obtain information about
the structure and/or function of tissues. For example, the
function of the mammalian middle-ear ossicles was revealed,
in part, from direct measurements of ossicular motion in ca-
davers~e.g., von Be´késy, 1960!. Displacement measurements
may also be used to estimate the material properties of tis-
sues or to discriminate normal from abnormal system func-
tions. For example, changes in the vibration characteristics
of materials and structures can be used to find defects or
other structural anomalies.

Ultrasonic devices are widely used for displacement
measurements because they allow noninvasive, subcutaneous
operation. These systems rely on frequency or phase shifts
that occur when the transmitted ultrasound is reflected from a
moving target. Doppler ultrasound techniques are often used
to image biological tissues, inspect mechanical structures for
defects, estimate elastic constants, and to measure fluid flow
velocity. Several related Doppler ultrasound methods have
been used to detect hard tumors or lesions surrounded by
relatively soft tissues. These methods, collectively referred to
as elasticity imaging, include compression or strain imaging,

transient elastography, and vibration sonoelastography~Tay-
lor et al., 2000!. In strain imaging, a quasistatic compression
is applied and precompression and postcompression echo
signals are compared to calculate the strain map in the tissue
~Ophir et al., 1991; O’Donnellet al., 1994!. Transient elas-
tography uses low-frequency transient vibration to generate
tissue displacements which are then measured using pulse–
echo ultrasound~Cathelineet al., 1999!. Vibration sonoelas-
tography uses real-time Doppler ultrasound to image the vi-
bration pattern resulting from low-frequency~less than 1
kHz! shear waves propagated through tissue~Krouskop
et al., 1987; Lerneret al., 1998; Yamakoshiet al., 1990;
Taylor et al., 2000!. Low-frequency shear waves are pro-
duced using an electromechanical shaker or audio speaker.
Doppler ultrasound methods are used to measure vibration
amplitudes in a region of interest and construct a gray-scale
image to display vibration amplitudes~Taylor et al., 2000!.

Continuous-wave ultrasound has also been used to mea-
sure the motion of biological tissues undergoing acoustically
induced vibrations~e.g., Cox and Rogers, 1987; Rogers and
Hastings, 1989!. The system developed by Rogers and Hast-
ings ~1989! has been referred to as the noninvasive vibration
amplitude measurement system~NIVAMS !. Like vibration
sonoelasticity, the NIVAMS relies upon an external source~a
loudspeaker! to generate harmonic displacements in the tis-
sue of interest; however, the NIVAMS is not an imaging
method and does not require a commercial ultrasonic scan-
ner. The NIVAMS was designed to measure the displacement
amplitude of a particular structure, rather than generate an
image of the vibration pattern of a general region. The
strengths of the NIVAMS technique are the potentially fine

a!Portions of these data were presented in ‘‘A noninvasive ultrasonic tech-
nique for measuring the dynamic properties of biological tissues,’’ at the
132nd Meeting of the Acoustical Society of America, Honolulu, HI.

b!Author to whom correspondence should be addressed, at U.S. Navy Ma-
rine Mammal Program, Space and Naval Warfare Systems Center, San
Diego, Code 2351, 53560 Hull St., San Diego, CA 92152.

c!Present address: Office of Naval Research, Marine Mammal S&T Program,
BCT-1, Code 341, 800 North Quincy St., Arlington, VA 22217-5660.
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spatial resolution~e.g.,23-dB sample volume dimensions of
0.333 mm!, small displacement threshold~e.g., 2.5 nm!
~Cox and Rogers, 1987!, and noninvasive, noncontact target
excitation, which makes it particularly well-suited forin vivo
measurements.

The NIVAMS has been used to measure the displace-
ment amplitude as a function of frequency for the peripheral
auditory organs in teleost fish~e.g., Cox and Rogers, 1987!,
human and porcine lungs~Lewis et al., 1994; Martinet al.,
2000!, and corneas of enucleated bovine eye globes
~Schroeder and Hastings, 1994!. These data have been used
to estimate resonant frequencies of structures under investi-
gation ~Martin et al., 2000!, estimate corneal stiffness
~Schroeder and Hastings, 1994!, and to help identify the
functional relationships between peripheral auditory organs
in fish ~Lewis et al., 1994; Cox and Rogers, 1987!.

Although the NIVAMS was able to measure displace-
ment amplitudes of small structures with high resolution, in
its original form the NIVAMS was unable to extract the dis-
placement phase angle. Phase information is particularly im-
portant when attempting to identify resonant frequencies, es-
timate viscoelastic properties, and determine relationships
between the motions of different structures. This paper de-
scribes a modified version of NIVAMS that allows measure-
ment of the phase as well as the amplitude of the displace-
ment. The operating principles of the device, including both
the amplitude and phase measurement techniques, are pre-
sented. A method for predicting the spatial resolution of the
measurement system is also described. Experimental mea-
surements of the system performance and sample volume
size are compared to theoretical predictions.

II. MEASUREMENT PRINCIPLES

Figure 1 shows the main components of the measure-
ment system: a low-frequency sound source used to excite
the structure under test~the ‘‘target’’!, an ultrasonic source,
and an ultrasonic receiver. When insonified by the low-
frequency source, the target vibrates with a displacement
xL(t)5XL cos(vLt2fL), whereXL andfL are the target dis-
placement amplitude and phase, respectively,vL is the fre-
quency of the low-frequency source, andt is time. The ultra-
sonic source generates continuous waves at the ultrasonic

~carrier! frequencyvH . Ultrasound reflected from the target
is detected by the receiver. The source and receiver are sepa-
rated by an angle 2b. If the ultrasonic receiver is uniformly
sensitive to pressure, the receiver output voltage,er(t), is

er~ t !5KeRPi cos~vHt2f r !, ~1!

whereKe is a constant,R is the pressure reflection coefficient
magnitude,Pi is the ultrasonic pressure amplitude incident
on the target, andf r is the phase of the received ultrasound
~relative to the phase of the transmitted ultrasound!.

The received phasef r is the product of the ultrasonic
wave number and the source–target–receiver path length,
plus the pressure reflection coefficient phase. For a stationary
target f r52kHd1fR , where kH is the ultrasonic wave
number (kH5vH /c, wherec is the sound speed!, d is the
distance to the target from both the source and the receiver,
and fR is the pressure reflection coefficient phase. If the
target is moving, the received phase is time dependent and
the received ultrasound is phase modulated. For small target
motions, the measurement system is only sensitive to dis-
placement in the direction of the transducer bisector. For
harmonic motions of the formxL(t), the receiver output is

er~ t !5KeRPi cos@vHt22kHd22kHXL cosb

3cos~vLt2fL!2fR#. ~2!

The measurement system objective is to extract the tar-
get displacement amplitudeXL and phasefL from the re-
ceived ultrasonic signal. The displacement amplitude may be
obtained from the received signal using a high-frequency
spectrum analyzer. Phase measurement is more complicated
becausevL is typically a small fraction ofvH and the am-
plitudes associated with acoustic vibrations are small. The
specific techniques used to measure the amplitude and phase
are discussed next.

A. Amplitude measurement

The technique for amplitude measurement has been de-
scribed previously~Cox and Rogers, 1987; Rogers and Hast-
ings, 1989!, and is only briefly summarized here. IfkHXL is
small and the phase term (22kHd2fR) is neglected, Eq.~2!
may be written

er~ t !5KeRPi$cos~vHt !1kHXL cosb sin@~vH1vL!t

2fL#1kHXL cosb sin@~vH2vL!t1fL#%. ~3!

Equation~3! shows that the low-frequency vibration intro-
duces sidebands into the received frequency spectrum. The
sidebands are located atvH6vL , and each has an amplitude
of kHXL cosb relative to the high-frequency carrier ampli-
tude. The amplitude of the low-frequency vibration,XL , may
be determined fromkHXL cosb5Es/Ec , whereEc is the car-
rier amplitude andEs is the sideband amplitude.

Figure 2 shows the frequency spectrum of 90-kHz ultra-
sound reflected from an enucleated bovine cornea simulta-
neously insonified by a 650-Hz source~Schroeder and Hast-
ings, 1994!. This measurement was conducted in air. The
spectrum was measured using an HP 35665A digital signal
analyzer with a frequency resolution of 8 Hz. The spectrum
is dominated by the carrier atvH590 kHz. Sidebands are

FIG. 1. Measurement system configuration: The low-frequency source in-
duces motion xL(t) in the structure being investigated~the target!.
Continuous-wave ultrasound from the ultrasonic source is reflected~or scat-
tered! by the target and received by a separate ultrasonic receiver. The target
motion xL(t) causes the received ultrasound to be phase modulated.
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also visible atvH6vL , or 9060.65 kHz. For this example,
Es/Ec is approximately270 dB,b'30°, andXL'220 nm.

B. Phase measurement

Since the low-frequency source operates at only a small
fraction of the ultrasonic source frequency, phase measure-
ment requires demodulating the receiver output. The goal of
the demodulation is to shift the carrier and sidebands from
being centered aboutvH to being centered about zero. This
moves the sideband formerly occurring at (vH1vL) to vL ,
where it may be examined with relatively low-frequency in-
strumentation.

Many demodulation techniques rely on the principle of
frequency mixing. When two periodic signals are mixed or
multiplied, the resulting signal has components at the sum
and difference frequencies of the inputs. Low-pass filtering
removes the components at and above the sum frequency,
leaving the difference term only. For this study, phase de-
modulation was achieved using a phase detector~Mini-
Circuits model ZRPD-1! consisting of a double-balanced
mixer and low-pass filter. The phase detector output is
ef(t)52Kf cos(f12f2), wheref1 and f2 are the phase
angles of the detector inputs andKf is the phase detector
maximum dc output~Scientific Components, 1992!. If the
ultrasonic carrier and receiver signals are the phase detector
inputs, the detector output is

ef~ t !52Kf cos@2kHd12kHXL cosb

3cos~vLt2fL!1fR#. ~4!

If kHXL is small, the phase detector output may be expanded
to

ef~ t !52Kf cos~2kHd1fR!1Kf sin~2kHd1fR!

32kHXL cosb cos~vLt2fL!, ~5!

which is of the form

ef~ t !5C11C2 cos~vLt2fL!, ~6!

whereC1 andC2 are constants. The phasefL is obtained by
measuring the phase ofef(t); however, potential complica-
tions are introduced by the phase of the target reflection co-

efficient and any low-frequency target motion~e.g., caused
by respiration or low-frequency cardiac output!. These com-
plications are described in detail next.

For a rigid target,fR50 and Eq.~5! reduces to

ef~ t !52Kf cos~2kHd!1Kf sin~2kHd!2kHXL cosb

3cos~vLt2fL!. ~7!

If the target consists of a pressure-release surface,fR5p
and Eq.~5! reduces to

ef~ t !5Kf cos~2kHd!1Kf sin~2kHd!2kHXL cosb

3cos~vLt2fL6p!. ~8!

The measured phase of a pressure-release surface must there-
fore be corrected by6p. The phase of rigid structures does
not require correction.

Examination of Eq.~5! reveals a potentially more seri-
ous error than that described above. Although 2kHd is nomi-
nally a constant, small, uncontrollable target motions or a
slow drift in carrier frequency may cause it to vary. Because
of the large magnitude ofkH at ultrasonic frequencies, small
changes ind may result in sizable variations in 2kHd. If a
change in 2kHd causes sin(2kHd) to switch sign, then the
measured phase will be shifted by6p. The values ofvH and
d influence the chance of6p phase shifts occurring. The
worst situation would be ifkHd5np, wheren is an integer.
In this case sin(2kHd) approaches zero and any deviation is
likely to cause a sign change. To minimize the occurrence of
these phase shifts, the carrier frequency can be adjusted to
make 2kHd5(2n21)p/2, wheren is an integer. This is ac-
complished by monitoring the dc component of the phase
detector output,edc, and adjustingvH to drive edc to zero.
From Eqs.~7! and ~8!, edc56Kf cos(2kHd). If edc50 then
sin(2kHd)561, where small changes inkHd will be less
likely to cause6p phase shifts than if sin(2kHd)50. The
adjustment tovH is performed according to the following
rule: If uedcu.0, decreasevH ; if uedcu,0, increasevH .

The adjustment tovH has the added benefit of making
the phase measurement insensitive to the target reflection
coefficient phase. IffR50, thenedc52Kf cos(2kHd) and
the adjustment moves 2kHd towardsp/2, where sin(2kHd)
511. This is illustrated in Fig. 3~a!. If fR5p, then edc

51Kf cos(2kHd) and the adjustment moves 2kHd towards
3p/2, where sin(2kHd)521 @Fig. 3~b!#. Therefore, regardless
of the reflection coefficient phase, proper adjustment ofvH

simplifies Eq.~5! to

ef~ t !5Kf2kHXL cosb cos~vLt2fL!, ~9!

and no phase correction is necessary.
Although Eq.~6! implies that the phase detector output

may also be used to measure the target amplitude, this is
impractical for in vivo measurements, because sin(2kHd) is
not absolutely known. For phase measurement, precise
knowledge of sin(2kHd) is not required—only that it will not
change sign.

III. MEASUREMENT VERIFICATION AND ACCURACY

The measurement process was verified by using the ul-
trasonic system to measure the amplitude and phase of an

FIG. 2. Frequency spectrum of received ultrasound~90 kHz! reflected from
an enucleated bovine cornea excited by a 650-Hz source. The target motion
produces sidebands located at 90 kHz6650 Hz. This trace was obtained
from a digital signal analyzer with a frequency resolution of 8 Hz.
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acrylic post excited by an electromechanical shaker. Figure
4~a! shows the experimental setup. The displacement ampli-
tude and phase measured with the ultrasonic system were
compared to the ‘‘actual’’ amplitude and phase, obtained
from a calibrated accelerometer~PCB model 352B22!,
which was also mounted to the acrylic post. Figure 4~b!
shows the details of the shaker and accelerometer mountings.
The shaker was placed above the waterline, with only a por-
tion of the acrylic post and the accelerometer located under-
water. A thin latex sheath was used to cover and seal the
region of the post located underwater. To insure that the ul-
trasonic system and accelerometer were both sensing the
same motion, the ultrasonic transducers were focused on the
accelerometer housing, rather than the post. The orientation
was such that the directions of positive displacement were
identical for each measurement device.

The high-frequency carrier, supplied by an HP 33120A
function generator operating near 15 MHz, was split into two
signals: one was used to drive the ultrasonic source, the other
was used as the reference signal in the phase detector. The
ultrasonic receiver output was amplified and split into two
signals: one input to the phase detector and the other input to
an HP 3585B spectrum analyzer. The spectrum analyzer was
used to measure the displacement amplitude from the ultra-
sonic system. The phase detector output was low-pass fil-
tered and input to a Stanford Research Systems SR 850
lock-in amplifier, which was used to measure the displace-
ment phase.

The shaker was driven with a pure tone generated from
one output of a National Instruments DSP 2200 board; the
second DSP 2200 output generated a pure tone at the same
frequency for the reference inputs to the lock-in amp and one

input channel of the DSP board. The accelerometer output
was connected through a power supply/signal conditioner
~PCB model 482A16! to the second input channel of the DSP
board, which was used to digitize the accelerometer output.
The arrangement allowed the phase angles measured from
both the ultrasonic system and the accelerometer to share a
common reference. The measurement process was controlled
by a 486 DX2/66 personal computer~PC! with an HP 82335
IEEE-488 interface.

To assess the performance of the amplitude measure-
ment scheme, the voltage amplitude input to the shaker was
varied in discrete steps as the ultrasonic system and acceler-
ometer measured the resulting motion amplitude. To assess
the performance of the phase measurement system, the
shaker input voltage phase was varied with respect to the
phase reference signal as the ultrasonic system and acceler-
ometer measured the resulting motion phase. These tests
were repeated for a number of frequencies.

Figure 5~a! shows the measured displacement amplitude
vs the actual displacement amplitude at 1 kHz. The symbols
represent the experimental data. The solid line is a least-
squares linear fit to the data with a slope of 1.0 andR2

50.997. The displacement amplitude obtained with the ul-
trasonic measurement system agrees extremely well with that
measured by the accelerometer. Figure 5~b! shows the mea-
sured displacement phase vs the actual displacement phase at
1 kHz. The symbols are the experimental data and the solid
line is a least-squares linear fit to the data. For the data of
Fig. 5~b!, the slope is 1.0 andR250.9999, which indicates

FIG. 3. Carrier frequency adjustment for~a! fR50 and ~b! fR5p. The
carrier frequency was adjusted to make sin(2kHd)561, where small changes
in kHd would be less likely to cause6p phase shifts than if sin(2kHd)50.
This was accomplished by adjusting the dc component of the phase detector
output,6Kf cos(2kHd), to zero. The adjustment tovH was performed ac-
cording to the following rule: If uKf cos(2kHd)u.0, decreasevH ; if
uKf cos(2kHd)u,0, increasevH .

FIG. 4. ~a! Experimental setup used to evaluate the ultrasonic measurement
system. The amplitude and phase of an acrylic post driven by an electrome-
chanical shaker were measured by an accelerometer and the ultrasonic sys-
tem. ~b! Detail of the shaker, acrylic post, and accelerometer.
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that the displacement phase obtained with the ultrasonic sys-
tem agrees with that measured with the accelerometer. Plots
such as Fig. 5~b! were constructed for frequencies between
12.5 and 3000 Hz. Figure 5~c! shows the slopes of these
plots, which represent the measurement system phase sensi-
tivity as a function of frequency. Phase sensitivity is 1.0 deg/
deg over the frequency range tested.

Data analogous to those of Figs. 5~a! and ~b! were also
used to estimate the accuracy of the amplitude and phase
measurement schemes. Table I summarizes the results. The
accuracy estimates are based on the63s limits, wheres is
the standard deviation of the measured data~Doebelin,

1983!. Because the HP 3585B analyzer utilizes a logarithmic
amplitude scale, the amplitude resolution is a percentage of
the displacement amplitude; i.e., at any particular displace-
ment amplitude, a 1.2% change is necessary to produce a
detectable change in the measurement system output.

Figure 6 shows the frequency response of a small bal-
loon submerged in water and insonified by an underwater
sound projector~NRL J13 or J9, depending on the fre-
quency!. The balloon target allowed further validation of the
measurement technique because it approximates a spherical
air bubble, a target whose resonant frequency can be theo-
retically estimated. The balloon diameter was approximately
20 mm. The measured displacement amplitude was normal-
ized by dividing byrcAe/r, wheree is the~low-frequency!
acoustic energy density at the balloon location andr is the
medium density~in this case, water!. The phase reference
was the acoustic pressure phase at the target location. Posi-
tive displacement was defined as away from the ultrasonic
system~see Fig. 1!, which in this case corresponds to inward
radial motion. The data were smoothed using a 5-point mov-
ing average. The data fit the expected second-order mechani-
cal system behavior well~Doebelin, 1972!. The amplitude
and phase data suggest a resonant frequency near 370 Hz for
the balloon tested. At low frequencies the acoustic pressure
and balloon displacement were in phase; above resonance
they were 180° out of phase. The theoretical resonant fre-
quency of a spherical air bubble with the same volume as the
balloon is approximately 330 Hz~Minnaert, 1933!. Devia-
tion from the theoretical behavior may have been caused by
the nonuniform balloon wall thickness, nonspherical shape,
viscoelasticity of the balloon wall, and the method by which
the balloon was suspended.

Figure 7 shows thein vivo frequency response of the
posterior swimbladder in a 10-cm-long goldfish. These data

FIG. 5. ~a! Displacement and~b! phase calibration curves for the ultrasonic
system at 1 kHz. These plots compare the amplitude and phase, respectively,
measured by the ultrasonic system with those measured by the accelerom-
eter.~c! Phase sensitivity as a function of frequency.

TABLE I. Accuracy, resolution, and threshold estimates for the amplitude
and phase measurement systems.

Amplitude
measurement Phase measurement

Accuracy~63-s limits! 64.2 nm 63.0 deg
Resolution 1.2% ,1 deg
Threshold 1.5 nm ,1 deg

FIG. 6. Frequency response of a 20-mm-diameter balloon submerged in
water and insonified by an underwater sound source. Upper: Displacement
amplitude divided byrcAe/r, wheree is the ~low-frequency! acoustic en-
ergy density at the balloon location,r is the medium density, andc is the
medium sound speed. Lower: phase angle relative to the pressure phase.
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were used by Finneran and Hastings~2000! to estimate tissue
properties for a mathematical model of the goldfish periph-
eral auditory system. Figures 7~a! and~b! show the displace-
ment amplitude and phase angle. These data are analogous to
Fig. 6: the amplitude is normalized by dividing byrcAe/r
and the phase reference is the acoustic pressure phase at the
target. Positive displacement corresponded to inward radial
motion. Figure 7~c! shows the real and imaginary parts of the
normalized displacement. Resonant frequencies are often es-
timated from frequency response data as the frequency at
which the real part crosses zero or the imaginary part reaches
a minimum. The swimbladder resonant frequency estimated
from Fig. 7 is approximately 650 Hz.

IV. SPATIAL RESOLUTION

The spatial resolution of the ultrasonic measurement
system is dictated by the size of the sample volume, which
may be envisioned as the three-dimensional volume enclosed
within the intersection of the beams of the ultrasonic source
and receiver transducers~Baker and Yates, 1973!.

A. Theory

The ultrasonic measurement system features two fo-
cused ultrasonic transducers, arranged so that their axes in-
tersect at their focal points, as shown in Figs. 1 and 8~a!. The

transducer axes lie within theu1–u2 plane. The observation
point Q at u5(u1 ,u2 ,u3), is referenced to the ultrasonic
source by coordinates (r 1 ,u1), and to the ultrasonic receiver
by coordinates (r 2 ,u2), as shown in Fig. 8~b!.

The pressure incident on an infinitesimal target located
at pointu, pi(u), is

pi~u!5p~r 1 ,u1!. ~10!

The average pressure over the surface of a target with pro-
jected areaAT located at pointu is the integral of Eq.~10!
over the area of the target, divided by the target area

pi~u!5
1

AT
EE

T

p~r 1 ,u1!dT, ~11!

or, in terms of the normalized pressurez(r ,u)
5p(r ,u)/rcvs

pi~u!5
rcvs

AT
EE

T

z~r1,u1!dT, ~12!

wherevs is the normal component of the source surface ve-
locity, r is the medium density, andc is the medium sound
speed.

If the target is a small, rigid reflector, and the incident
ultrasound is locally plane, then the target will act as a
spherical source with velocityvT52pi(u)/rc, or

vT5
2vs

AT
EE

T

z~r 1 ,u1!dT. ~13!

FIG. 7. Frequency response of the posterior swimbladder~with anterior
bladder deflated! measuredin vivo for a 10-cm-long goldfish~Finneran and
Hastings, 2000!. ~a! Displacement amplitude normalized by dividing by
rcAe/r; ~b! Phase angle relative to the pressure phase;~c! Real and imagi-
nary parts of the normalized displacement.

FIG. 8. Coordinate systems used to calculate the ultrasonic system spatial
resolution.
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If reciprocity is assumed to hold, then the output voltage
amplitude from a reversible transducer receiving sound emit-
ted from u is proportional to the pressure amplitude atu
resulting from transmission of the same waves by the revers-
ible transducer acting as a source~Weight and Hayman,
1978!. The output voltageer(u) from the ultrasonic receiver
caused by a target located atu is then

er~u!5KercvTz~r 2 ,u2!, ~14!

whereKe is a constant. Substituting Eq.~13! into Eq. ~14!
gives

er~u!52Kerc
vs

AT
z~r 2 ,u2!EE

T

z~r 1 ,u1!dT. ~15!

The normalized receiver output,Er(u)5er(u)/rcvs , is

Er~u!5Kz~r 2 ,u2!EE
T

z~r 1 ,u1!dT, ~16!

whereK is a constant. The theoretical spatial resolution of
the system was obtained by solving Eq.~16! in a point-by-
point fashion. The normalized pressuresz(r 1 ,u1) and
z(r 2 ,u2) were obtained from a numerical solution of the
Rayleigh integral for a spherically concave piston source
~Chenet al., 1993!.

Equation ~16! was solved for a 6.35-mm-diameter
source and receiver focused at 19 mm and operated at 15
MHz. The angle 2b was 60°. The target was assumed to be
circular with a diameter of 0.2 mm. The results are presented
in Figs. 9~a!–~c! as contour plots of the normalized receiver
output in dB re: the maximum amplitude. The23-, 26-,
210-, 220-, and230-dB contours are displayed. Sample
volume sizes, defined by the23-dB contours, were esti-
mated to be 0.44, 0.25, and 0.22 mm for theu1 , u2 , andu3

directions, respectively.

B. Experiment

Theoretical predictions for the spatial resolutions were
verified by performing experimental measurements using a
configuration similar to Fig. 4~a!. The ultrasonic source and
receiver were 6.35-mm-diameter immersion transducers fo-
cused at 19 mm~Panametrics V317-SU F0.75!. Each trans-
ducer had a resonance at approximately 20 MHz with a
26-dB frequency bandwidth of 12.2 MHz. The source and
receiver were both mounted to steel posts~Krautkramer
Branson model ST-015! and immersed in water. The source
post was attached to a manual positioning system that al-
lowed motion in theu2 direction and rotation about the ver-
tical. The receiver was attached to a manual positioning sys-
tem that allowed linear motion along the three coordinate
axes and rotation about the vertical. The source was driven
directly using an HP 33120A function generator operating at
15 MHz. The receiver output passed directly into an HP
3585B spectrum analyzer, which was connected to a 486
DX2/66 PC via an HP 82335 IEEE-488 interface board.

The target was a 0.2-mm-diameter brass wire aligned so
that the its front face was parallel to theu2–u3 plane and its
length was parallel to theu1 axis. The target was mounted on

a steel post and immersed in fresh water. The target post was
attached to a motorized positioning system~Aerotech ATS-
100 series! that allowed motion along the three coordinate
axes. The PC controlled the positioning system via an Aero-
tech Unidex 500 motion control board. As the target was
moved point-by-point through a 232-mm grid of locations
in each of theu1–u2 , u1–u3 , and u2–u3 planes, the re-
ceiver amplitude was recorded from the HP 3585B.

Figures 9~d!–~f! show the experimental contour plots for
the receiver field of the ultrasonic measurement system op-
erated at 15 MHz with 2b560°. The data are presented in dB
re: the maximum receiver amplitude in each plane; the23-,
26-, 210-, 220-, and230-dB contours are shown. The ex-
perimental contours agree very well with the theoretical re-
sults of Figs. 9~a!–~c!; R2 values are 0.964, 0.981, and 0.979
for the u1–u2 , u1–u3 , and u2–u3 planes, respectively.
Sample volume dimensions~23 dB! were 0.42, 0.27, and
0.23 mm for theu1 , u2 , andu3 directions, respectively.

The measurement described above was repeated with
2b550° and 70°. The sample volume dimensions were then
estimated from the23-dB contour lines in each plane and
compared to the theoretical predictions based on Eq.~16!.
Figure 10 illustrates the variation of each sample volume
dimension with the bisected angle. The symbols are the ex-
perimental data; the lines are the theoretical predictions. This
plot shows that the size of the sample volume in theu3

direction is independent of the angle; it depends only on the
ultrasonic source and receiver dimensions. The length in the
u2 direction is also nearly independent of bisected angle.

FIG. 9. ~a!–~c! Theoretical and~d!–~f! experimental contour plots of the
source–receiver fields for the measurement system operating at 15 MHz,
with 6.35-mm-diameter transducers focused at 19 mm.~a!, ~d! u1–u2 plane;
~b!, ~e! u1–u3 plane;~c!, ~f! u2–u3 plane. Contours are23, 26, 210,220,
and230 dB re: the maximum amplitude.
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Only in the u1 direction ~along the bisector! is the change
with angle significant. As the angle increases, the sample
volume depth decreases. Therefore, to reduce the sample vol-
ume depth, the bisected angle should be increased.

V. CONCLUSIONS

The NIVAMS developed by Rogers and Hastings~1989!
was modified to include phase angle measurement. The
phase measurement was obtained by demodulating the re-
ceived ultrasound using a double-balanced mixer and low-
pass filter. Modifications to the phase angle measurement
scheme were necessary because of small, uncontrollable tar-
get motions and the unknown phase of the target pressure
reflection coefficient. The modified procedure adjusted the
ultrasonic frequency to drive the dc component of the phase
detector output to zero. The resulting device had amplitude
and phase accuracies of64.2 nm and63°, respectively.

The ultrasonic sample volume size was predicted using a
mathematical model for the source–receiver field. Experi-
mental measurements of the sample volume contours and
dimensions agreed well with the theoretical predictions.
Sample volume dimensions for a system operating at 15
MHz with a 60° angle between transducers were approxi-
mately 0.430.330.2 mm.
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Feasibility of bone assessment with leaky Lamb waves in bone
phantoms and a bovine tibia
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In this study, the effect of cortical thickness variation on the propagation of leaky Lamb waves is
investigated by using an axial transmission technique commonly used to characterize long bones.
Three Lucite™ plates with thicknesses of 1, 3, and 5 mm as bone phantoms and one bovine tibia
with a cortical thickness of 2 mm were used at various low frequencies. Experimental measurements
in bone phantoms show that the peak frequency and amplitude of excited Lamb modes strongly
depend on the thickness of the Lucite plate. In the bovine tibia, the S0 and A0 Lamb modes are
consistently observed in the frequency-thickness region from 0.2 to 1.0 MHz mm, and can be
effectively launched at a frequency of 200 kHz, suggesting 200 kHz to be the optimal signal
frequency forin vivo clinical applications. It can be also seen that both modes are affected by the
frequency-thickness product, but the effect is greater for the A0 mode. Hence, the A0 Lamb mode
seems more sensitive to cortical thickness change due to aging and osteoporosis. This study suggests
that the use of leaky Lamb waves is feasible for ultrasonic bone assessment. ©2004 Acoustical
Society of America.@DOI: 10.1121/1.1707086#

PACS numbers: 43.80.Ev, 43.80.Jz, 43.80.Qf@FD# Pages: 3210–3217

I. INTRODUCTION

Continuing improvements have been made since the in-
troduction of the first clinical quantitative ultrasound~QUS!
devices using through-transmission techniques, either by en-
hancing hardware performance or by optimizing analysis al-
gorithms. Although QUS is being used increasingly to pre-
dict the risk of osteoporotic fractures and to monitor
treatment progress, one limitation until now has been that
very few skeletal sites were accessible. In recent years, ul-
trasonic measurement along the axial direction of long bones
has attracted the attention of a number of researchers.1–10

Axial transmission techniques currently use a pair of trans-
ducers to measure the ultrasound velocity through a fixed
distance of the cortical layer of the bone along its long axis.
In contrast to through-transmission techniques, which require
placing a transducer on each side of the bone, axial transmis-
sion techniques can be easily applied to a number of skeletal
sites, including the radius, finger phalanges, tibia, and hand
metacarpal because of its easy transducer setup.

Two commercial QUS devices using axial transmission
techniques have been developed to measure various nonheel
anatomical sites such as the Soundscan 2000~Myriad Ultra-
sound Systems Ltd., Rehovot, Israel! and the Sunlight Om-
nisense~Sunlight Medical Corp., Rehovot, Israel!.11 These
systems mainly measure the ultrasound velocity along the
anteromedial cortical border of the mid-tibia and the wrist,
thereby taking advantage of a site that is easily accessible in
most individuals. The ultrasound velocity obtained this way
is claimed to reflect the whole bone strength~failure load!, a
property that is related to bone size, mass distribution, corti-
cal thickness, internal architecture, density, and elastic prop-

erties of the bone.12 Furthermore, excellent correlation be-
tween tibial speed of sound~SOS! and material properties of
the tibial cortex has been shown.5 On the other hand, the
tibial SOS shows only a modest correlation with the failure
load of the femoral neck as compared with dual energy x-ray
absorptiometry.13

The dependence on cortical thickness of ultrasound ve-
locity is predicted by the theory of wave propagation in lin-
early elastic, homogeneous, solid materials.6,7 Simulation of
fluid–solid interface and experimental validation of the lat-
eral wave were reported by Camuset al.6 on test materials of
known acoustic properties and on human cortical bones. Re-
cently, the relationship between ultrasound velocity and cor-
tical thickness in bone plates has been studied by Bossy
et al.7 using two-dimensional numerical simulations of 1
MHz ultrasound propagation. Theoretical analysis of the
field reflected from a fluid–solid interface for an incident
spherical wave predicts the existence of a lateral wave propa-
gating along the sample surface at a velocity close to the
longitudinal velocity, in addition to the ordinary reflected
wave and vibration modes.

Ultrasonic guided waves are well known to be suitable
for characterizing thin plates and layered media.14,15A Lamb
wave is a form of elastic perturbation that can propagate in a
solid plate with free boundaries. This type of wave was first
described in theory by Lamb16 in 1917, even if he never
attempted to produce a Lamb wave. The use of Lamb waves
is very attractive in ultrasonic bone assessment since they
can propagate throughout the cortical thickness of long
bones, which means that the entire thickness of the bone can
be interrogated. In the case of immersion techniques, Lamb
waves leak out from a plate as they propagate; such waves
are called leaky Lamb waves. A leaky Lamb wave technique
uses specific modes of guided waves that are generated anda!Electronic mail: swyoon@skku.ac.kr
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detected through the mode-converted waves in the medium
surrounding the plate.

Diaphyseal cortical bone has a shape of irregular tubular
layer with thicknesses of typically 3–8 mm in the human
tibia. Acoustic properties of soft tissue overlying the bone
are very close to those of water so that leaky Lamb waves
can be produced along the cortical layer, which arise from
the reflection and mode conversion of longitudinal and shear
waves at the boundaries of the layer, provided the ultrasonic
wavelength is larger than the cortical thickness. Earlier
studies1,2 indicate that guided waves can be measured by the
low-frequency ultrasonic method in human cortical bones. In
recent studies, guided waves were measuredin vitro on bone
specimens8 and in vivo in human.9,10 Lefebvre et al.8 con-
firmed that guided waves could be excited at 100 kHz in two
bovine femur and one tibia and could be used to estimate
thickness and elastic properties. Nicholsonet al.9 performed
similar work in acrylic plates, and also describedin vivo
tibial measurements of the lowest order antisymmetrical
~A0! Lamb mode in human subjects. Lamb wave theory and
numerical simulations of wave propagation were used to
gain insights into the expected behavior of guided waves in
bone. Experimental measurements were performed at a fre-
quency of about 200 kHz with a series of acrylic plates with
thicknesses ranging from 2 to 24 mm as bone mimicking
phantoms. They confirmed the presence of a second slower
wave whose behavior was consistent with the A0 mode, and
also suggested the A0 mode to be a more sensitive indicator
of osteoporosis from a pilot study of healthy and os-
teoporotic subjects.9

In this study, the effect of cortical thickness variation on
the propagation of leaky Lamb waves is investigated by us-
ing an axial transmission technique since the cortical thick-
ness changes with aging and osteoporosis, which has been
shown to be a risk factor for fracture. The main purpose of
the present study is to identify the leaky Lamb mode and the
signal frequency that are most effective in bone assessment.
To this purpose, three Lucite™ plates with thicknesses of 1,
3, and 5 mm as bone phantoms and one bovine tibia with a
cortical thickness of 2 mm were used at various low frequen-
cies.

II. MATERIALS AND METHODS

A. Bone phantoms and bovine tibia

Three Lucite plates with thicknesses of 1, 3, and 5 mm
were used as bone phantoms. Lucite was selected as a pre-
liminary test phantom for cortical bone since it can be easily
manipulated, has well-known material properties, and has
been used as a bone mimic in previous studies.9,17 The thick-
nesses were chosen to imitate thickness variation in skeletal
sites such as radius, tibia, femur, metacarpal, and phalanx in
simplified and general manner since, due to the anatomical
variation of the cortical thickness, all thickness values can be
found in each type of bone at different locations.17–20 They
were submerged in a water tank to simulate the surrounding
soft tissue since the ultrasound velocity in water is close to
that in soft tissue. The velocities of the longitudinal and the
shear bulk waves propagating in this material were measured

with a conventional ultrasonic technique. The longitudinal
bulk wave velocity was measured as 2743 m/s, and the shear
bulk wave velocity as 1427 m/s. They were used as input
data to calculate the dispersion curves for a Lucite plate.

The tibia specimen used in this study was taken from
one piece of a bovine tibia. The proximal ends of the tibia
were removed by using a rotary electric saw to make a hol-
low tube-shaped tibia without any soft tissue and marrow.
The specimen was defatted by boiling for 1 h in water. Cor-
tical thickness of the tibia specimen was measured using
calipers. The least irregularly shaped area of the tibia at
which thickness was relatively well defined was chosen for
ultrasonic measurements. Typical longitudinal and shear bulk
wave velocities in the cortical part of the femur found in the
literature are 4000 and 1800 m/s along the axial direction,
respectively.21 They were used as input data to calculate the
dispersion curves for a cortical bone plate.

B. Ultrasonic measurements

The schematic diagrams of the experimental setup for
ultrasonic measurements with leaky Lamb waves are shown
in Fig. 1. Ultrasonic measurements were performed in a wa-
ter tank maintained at room temperature between 18 and
2 °C. In an attempt to make the tank less reverberant,
anechoic lining plates were installed at the bottom of the
tank. Conventional wideband ultrasonic immersion transduc-
ers with a center frequency of 500 kHz~Panametrics V301,
1.0 in. diameter! were used in all the experiments. A pair of
transducers as a transmitter and a receiver was placed at
angles ofu533° and 22° to the specimen interface for Lu-
cite plates and a bovine tibia, respectively, which are the
longitudinal critical angles of incidence from water to the

FIG. 1. Schematic diagrams of the experimental setup for ultrasonic mea-
surements with leaky Lamb waves for~a! Lucite plates and~b! a bovine
tibia.
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specimens. Individual Lamb waves were selectively excited
by applying the coincidence principle.22 The incidence angle
u that is required for the excitation of the desired mode was
determined from Snell’s law,u5sin21(cw /cl), where cw is
the phase velocity of a longitudinal bulk wave incident on
the surface of the plate andcl is the phase velocity of the
leaky Lamb wave to be excited. The transmitter was driven
with a function generator~HP 3314A!. The received signals,
amplified by a preamplifier~SRS SR560!, were analyzed
with a 500 MHz digital storage oscilloscope~LeCroy
LT322!. The appropriate transmitter–receiver spacing was
determined by taking into account the acceptable signal loss
for the voltage sensitivity of the data acquisition system. A
spongy block with a thickness of 30 mm was placed between
transmitter and receiver in order to exclude the direct wave
that travels in water directly from transmitter to receiver and
the wave specularly reflected at the water–specimen inter-
face. The spongy block is not shown in Fig. 1.

C. Frequency selection

The most important procedure in exciting an appropriate
leaky Lamb wave is to select an appropriate driving fre-
quency. This procedure commences by finding the Lamb so-
lution for the wave equation and plotting the dispersion
curves for each section to be monitored.14 Figure 2 shows the
phase velocity dispersion curves as functions of the
frequency-thickness product~MHz mm! for a free Lucite
plate and a free cortical bone plate. These curves were cal-
culated using a longitudinal velocity of 2743 m/s and a shear
velocity of 1427 m/s for a Lucite plate, and a longitudinal
velocity of 4000 m/s and a shear velocity of 1800 m/s for a
cortical bone plate. The resulting dispersion curves provide a
range of potential wave velocities for the antisymmetric and
the symmetric modes driven at different frequency-thickness
products.

As can be observed in Fig. 2, above a certain frequency-
thickness product value, more than two orders of each mode
exist. For a given thickness, ideally one would like to choose
the least dispersive driving frequency for the leaky Lamb
wave being generated, which generally exists where the
slope of the phase velocity curve is equal to zero. At lower
frequencies, fewer Lamb modes are excited so that the re-
sponse signal is more distinguishable and the velocity is
lower. At these frequencies, however, the dispersion curves
have steep slopes and are very sensitive to small variations in
the frequency, making it difficult to predict the time of flight.
At higher frequencies, when more modes are present, the
slope tends to flatten out with the consequence of a shorter
wave pulse. The selected optimal frequencies are based on
slopes and locations on the dispersion curves and on experi-
mentation using a function generator to excite the maximum
response amplitude for a range of driving frequencies.

III. RESULTS

A. Bone phantoms: 1-, 3-, and 5-mm-thick Lucite
plates

There are two sets of results obtained from feasibility
tests to apply leaky Lamb waves in bone assessment. The

first set of tests was performed to identify the thickness de-
pendence of the propagation of leaky Lamb waves in bone
phantoms. Figure 3 shows the response of a 500 kHz tone
burst with five cycles in the 1-, 3-, and 5-mm-thick Lucite
plates. The response of a 500 kHz tone burst in a 1-mm-thick
Lucite plate is shown in Fig. 3~a! and gives a center fre-
quency thickness of 0.5 MHz mm. In the response of the
time-domain signal, it is not possible to identify the excited
modes, though some evidence of the S0 mode is seen in the
frequency spectrum below 300 kHz.

Figure 3~b! shows the response of a 500 kHz tone burst
in a 3-mm-thick Lucite plate. The excitation gives a center
frequency thickness of 1.5 MHz mm. As the frequency spec-
trum shows, the maximum amplitude of the response is at
500 kHz, which corresponds to the center frequency of the
input tone burst. The shape of the time-domain signal indi-
cates the presence of leaky Lamb waves with different group
velocities since the wave packets are well separated. The first
arriving wave packet was identified as the S1 mode by mea-
suring the time of flight of the leading edge of the signal, and
the second one as the A1 mode. These modes correspond to

FIG. 2. Phase velocity dispersion curves as functions of the frequency-
thickness product~MHz mm! for ~a! a free Lucite plate and~b! a free cor-
tical bone plate.
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peak frequencies of 555 and 500 kHz, respectively. The peak
frequency of 67 kHz in the frequency spectrum corresponds
to the S0 mode.

The response of a 500 kHz tone burst in a 5-mm-thick
Lucite plate is shown in Fig. 3~c! and gives a center fre-
quency thickness of 2.5 MHz mm. The signals shown in the
time domain are dominated by the S1 mode. The shape of the
response indicates the presence of leaky Lamb waves with
similar group velocities since the wave packets have not
been separated. The frequency spectrum obtained from the
time-domain signal shows the maximum peak frequency at
342 kHz, which corresponds to the S1 mode. In addition,
there is a peak frequency at 67 kHz that corresponds to the
S0 mode.

B. Bovine tibia: 2-mm-thick cortical bone plate

The second set of tests was designed to identify the
leaky Lamb mode and the signal frequency that are most
effective in bone assessment. Experimental measurements
were performed in a 2-mm-thick cortical bone plate of the
mid-tibia because of its long, straight, and smooth surface.
The transmitting and receiving transducers at oblique inci-
dence were placed on the mid-tibial plane parallel to the long
axis of the bone. Five-cycle tone bursts with the center fre-
quencies of 100, 200, and 500 kHz were used. The center
frequencies of the excitation tone bursts were based on ex-
perimentation using a function generator to excite the maxi-
mum response amplitude for a range of driving frequencies.

The response of a 100 kHz tone burst is shown in Fig.
4~a!. This excitation gives a center frequency thickness of
0.2 MHz mm in a 2-mm-thick cortical bone plate. In this
frequency-thickness region, only the A0 and S0 modes can
propagate along the bone plate, as shown in the dispersion

curves of Fig. 2~b!. In the frequency spectrum, the amplitude
reaches a maximum at 104 kHz, which corresponds to the S0
mode identified from a measurement of its group velocity
using the time-of-flight method. Its group velocity was de-
termined as 3210 m/s.

Figure 4~b! shows the response of a 200 kHz tone burst.
The excitation gives a center frequency thickness of 0.4
MHz mm. The response of the time-domain signal is similar
to that of the 350 kHz tone burst in the 5-mm-thick plate.
The shape of the response wave packet indicates that very
little dispersion is present over the frequency-thickness inter-
val of the input signal. The wave packet was identified as the
S0 mode and its group velocity was determined as 3197 m/s.
In the frequency spectrum, the amplitude reaches a maxi-
mum at 204 kHz, which corresponds to the S0 mode though
some evidence of the A0 mode is seen at 250 kHz. The
observed amplitude of the A0 mode is significantly less than
its true value because the coincidence angle of 22° is not
appropriate for the excitation of the A0 mode in the
frequency-thickness region of 0.4 MHz mm, so it was ineffi-
ciently received by the transducer oriented at 22°. The A0
mode is therefore partially decoupled by the orientation of
the receiving transducer.

The response of a 500 kHz tone burst is shown in Fig.
4~c! and gives a center frequency thickness of 1.0 MHz mm.
The time-domain signal indicates the presence of leaky
Lamb waves with similar group velocities since the wave
packets are not separated. Therefore, it is not possible to
measure the group velocities of the modes in the time do-
main unless the propagation distance between transmitter
and receiver is increased considerably so that the modes can
be separated. The frequency spectrum shows the maximum

FIG. 3. Time-domain signal and frequency spectrum of the measured response for a 500 kHz tone burst in the~a! 1-, ~b! 3-, and~c! 5-mm-thick Lucite plates.
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peak frequency at 493 kHz which corresponds to the S0
mode.

C. Phase velocity dispersion curves in a cortical
bone plate

In order to determine the phase velocity of leaky Lamb
waves in a cortical bone plate, the transmitter–receiver dis-
tance was increased from 100 to 110 mm in 2 mm steps. The
transmitter was excited by an one-cycle tone burst. The ex-
citation frequencies were then varied from 100 to 500 kHz in
50 kHz steps, which gave the center frequency-thickness val-
ues from 0.2 to 1.0 MHz mm in a 2-mm-thick cortical bone
plate. The S0 and A0 Lamb modes were consistently ob-
served in this frequency-thickness region. Figure 5 shows the

time-domain signal of the response for a 200 kHz tone burst
at transmitter–receiver distances of 100 and 110 mm. The
first arriving signal was identified as the S0 mode by mea-
suring the time of flight of the leading edge of the signal, and
the second one as the A0 mode. The phase velocities of the
S0 and A0 modes were determined as 3196 and 1486 m/s,
respectively. The S0 mode seems to interfere with the wave
reflected from the bottom of the bone plate. Both the direct
wave from transmitter to receiver and the wave specularly
reflected at the water–bone plate interface were excluded by
placing the spongy block between transmitter and receiver.
Moving the receiving transducer in the direction of increas-
ing the transmitter–receiver distance, the excited modes
were more separated in the time domain. However, their am-
plitudes decreased significantly with increasing transmitter–
receiver distance.

Figure 6 shows the experimental and theoretical phase
velocity dispersion curves as functions of the frequency-
thickness product~MHz mm! in a 2-mm-thick cortical bone
plate. The solid and dotted lines correspond to the theoretical
phase velocities of the S0 and A0 modes. The longitudinal
and shear velocities assumed for a cortical bone plate in cal-
culating the theoretical phase velocities are the same as in
Fig. 2~b!. The squares and circles correspond to the experi-
mental phase velocities obtained from the time-of-flight
method described in the previous paragraph. The experimen-
tal phase velocity of the A0 mode at 0.2 MHz mm is not
presented in Fig. 6 since it was not possible to identify the
A0 mode in the response of the 100 kHz tone burst due to an
interference between the S0 mode and the A0 mode. The
experimental phase velocities of the S0 mode are in good
agreement with its theoretical curve. On the other hand, the

FIG. 4. Time-domain signal and frequency spectrum of the measured response for~a! 100,~b! 200, and~c! 500 kHz tone bursts in a 2-mm-thick cortical bone
plate.

FIG. 5. Time-domain signal of the response for a 200 kHz tone burst at
transmitter–receiver distances of 100 and 110 mm.
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experimental phase velocities of the A0 mode are somewhat
higher than predicted values. The trends of both modes
clearly correspond to predictions from theory. It should be
noted here that both modes are affected by the frequency-
thickness product, but the effect is greater for the A0 mode
from their normalized experimental phase velocities in Fig.
7. Hence, in the frequency-thickness region from 0.2 to 1.0
MHz mm where only the lowest Lamb modes can propagate,
the A0 Lamb mode seems more sensitive to cortical thick-
ness change due to aging and osteoporosis.

IV. DISCUSSION

In this study, we have shown that the peak frequencies
and the amplitudes of excited Lamb modes in three Lucite
plates with thicknesses of 1, 3, and 5 mm as bone phantoms
strongly depend on plate thickness. As can be observed in
Fig. 3, the peak frequency of the S1 mode is shifted from
342 to 555 kHz when the thickness of the plate is varied
from 5 to 3 mm. It can be also seen that the excited Lamb
modes are dominated by the S1 mode in the 5-mm-thick

Lucite plate while they are more influenced by the A1 mode
in the 3-mm-thick Lucite plate. These results show that the
propagation of leaky Lamb waves is strongly affected by the
plate thickness.

Lucite was selected as a preliminary test phantom for
cortical bone since it can be easily manipulated, has well-
known material properties, and has been used as a bone
mimic in previous studies.9,17 The shear velocity in Lucite of
1427 m/s is lower than the longitudinal velocity in water or
soft tissue of about 1500 m/s whereas the shear velocity in
cortical bone of about 1800 m/s is larger than 1500 m/s. This
prevents the A0 Lamb mode from radiating from a Lucite
plate immersed in water, and therefore precludes its measure-
ment with a leaky Lamb wave technique.9 This may be the
reason why the A0 mode could not be observed during mea-
surements on Lucite plates while it could be observed on the
cortical bone specimen. Hence, Lucite may not be an appro-
priate bone phantom for the purpose of the current study to
identify the leaky Lamb mode and the signal frequency that
are most effective in bone assessment.

The Soundscan 2000~Myriad Ultrasound Systems Ltd.,
Rehovot, Israel! is the first clinical instrument designed to
measure longitudinal transmission of an ultrasonic pulse
along the cortical layer of the mid-tibia. The mid-tibia has
been chosen because of its long, straight, and smooth sur-
face. This device measures the transit time of a 250 kHz
pulse along a defined 50 mm distance. The velocity values of
typically 3600 m/s obtained with Soundscan 2000 in axial
measurements on whole bones tend to be lower than the
values for the longitudinal bulk velocity in cortical bone
specimens.23–26 These values are similar to those of the S0
Lamb mode measured in this study~2865–3331 m/s!. This
indicates that the Soundscan 2000 may employ an S0 Lamb
mode along the cortex rather than a pure longitudinal bulk
wave. Our results also show that a pure S0 mode can be
effectively launched at a frequency of 200 kHz in a 2-mm-
thick cortical bone plate, suggesting 200 kHz to be the opti-
mal signal frequency of the S0 Lamb mode forin vivo clini-
cal applications.

Nicholsonet al.9 performed experimental measurements
in acrylic plates using a prototype axial pulse transmission
device at a frequency of about 200 kHz, and measured the
velocities of two distinct propagating waves. In thick plates,
the velocity of the first arriving wave, which was consistent
with a lateral wave,6,7 was close to the longitudinal velocity,
but decreased with decreasing thickness toward that of the
S0 Lamb mode. The velocity of the second slower wave,
which behaved as predicted for the A0 Lamb mode, was
close to the Rayleigh velocity in thick plates, with velocity
decreasing strongly with decreasing thickness in excellent
agreement with the predictions for the A0 mode. A pilot
study also suggested the A0 Lamb mode to be a more sensi-
tive indicator of osteoporosis.9 Our study has shown that the
S0 and A0 Lamb modes can be observed consistently from
0.2 to 1.0 MHz mm in the cortical bone plate. Both modes
were affected by the frequency-thickness product, but the
effect was greater for the A0 mode. Thesein vitro results
from the bovine tibia are consistent with recentin vivo

FIG. 6. Experimental and theoretical phase velocity dispersion curves as
functions of the frequency-thickness product~MHz mm! in a 2-mm-thick
cortical bone plate.

FIG. 7. Normalized experimental phase velocity as functions of the
frequency-thickness product~MHz mm! in a 2-mm-thick cortical bone plate.
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studies9,10 and therefore validate the presence of the A0
mode in cortical bone.

One novel approach in the current work is the use of
fluid coupling at oblique incidence rather than direct contact
with the bone. Previous studies9,10 have relied on direct con-
tact at normal incidence with a relatively small contact area,
and this is problematic in terms ofin vivo measurements,
which have to be made through overlying soft tissue. Under
these conditions, the transducers are effectively omni-
directional and may excite all the possible waves that may
propagate in axial transmission, since energy is propagated
and received in all directions. There is therefore sufficient
energy radiating axially to produce detectable Lamb waves
in the cortex, but a major component of the incident wave
will be perpendicular to the long axis, potentially exciting
transverse waves. The approach of the present study has po-
tential advantages compared to direct contact. Practically,
our results are applicable to a clinical device by tilting the
transducers relative to the surface of the bone. This new
QUS approach with an axial transmission technique may
point to a new way of characterizing bone status and fragil-
ity.

For in vivo clinical measurements of the Lamb mode
velocities, one important factor is the presence of overlying
soft tissue which may cause errors. In thisin vitro study, a
spongy block was placed between transmitter and receiver in
order to exclude undesired signals such as the direct wave
that travels in water directly from transmitter to receiver and
the wave specularly reflected at the water–specimen inter-
face. However,in vivo the velocity in soft tissue of about
1500 m/s is similar to that of the A0 Lamb mode measured in
this study~1301–1665 m/s! so that these undesired signals
propagating through soft tissue only can be expected to make
the interpretation of received signals difficult and lead to
signal-to-noise problems. There should be further studies on
the role of the overlying soft tissue in order to minimize
errors in the velocity measurements.

Future studies will be required to address some impor-
tant limitations of the present study. A major limitation lies in
the fact that only one bovine tibiain vitro was investigated
for the S0 and A0 Lamb modes at various frequencies. The
experimental phase velocity dispersion curves as functions of
the frequency-thickness product could be determined by
varying the excitation frequency in a 2-mm-thick cortical
bone plate. Futurein vivo studies with a large number of
human subjects are needed. Another limitation involves the
modeling of an irregular hollow tube-shaped tibia by a plate.
However, the tibia can be approximated to a plate with con-
stant thickness since the least irregularly shaped area of the
tibia at which thickness was relatively well defined was cho-
sen for ultrasonic measurements. Previous studies7,9,17,27sug-
gest that the dependence on cortical thickness of ultrasound
velocity of leaky Lamb waves appears to be similar for a
plate and a tube. The axial Lamb-like modes in a cylindrical
tube are also similar in behavior to those in a plate provided
the wall thickness is small compared to the tube diameter.28

Nevertheless, further work by using tubular bone phantoms
of various thicknesses is required to validate the current ap-
proach. Further work should also include the influence of

heterogeneity, anisotropy, and irregularity on the propagation
of leaky Lamb waves.

V. CONCLUSIONS

We have shown that both antisymmetric and symmetric
leaky Lamb waves can be excited and detected successfully
in bone phantoms and a bovine tibia by using an axial trans-
mission technique. Experimental measurements in bone
phantoms show that the peak frequency and amplitude of
excited Lamb modes strongly depend on the thickness of the
Lucite plate. In the bovine tibia, the S0 and A0 Lamb modes
are consistently observed in the frequency-thickness region
from 0.2 to 1.0 MHz mm, and can be effectively launched at
a frequency of 200 kHz, suggesting 200 kHz to be the opti-
mal signal frequency forin vivo clinical applications. It can
be also seen that both modes are affected by the frequency-
thickness product, but the effect is greater for the A0 mode.
Hence, the A0 Lamb mode seems more sensitive to cortical
thickness change due to aging and osteoporosis. This study
suggests that the use of leaky Lamb waves is feasible for
ultrasonic bone assessment.
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The interaction of outgoing echolocation pulses
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Brain auditory evoked potentials~AEP! associated with echolocation were recorded in a false killer
whalePseudorca crassidenstrained to accept suction-cup EEG electrodes and to detect targets by
echolocation. AEP collection was triggered by echolocation pulses transmitted by the animal. The
target was a hollow aluminum cylinder of strength of222 dB at a distance from 1 to 8 m. Each AEP
record was obtained by averaging more than 1000 individual records. All the records contained two
AEP sets: the first one of a constant latency and a second one with a delay proportional to the
distance. The timing of these two AEP sets was interpreted as responses to the transmitted
echolocation pulse and echo, respectively. The echo-related AEP, although slightly smaller, was
comparable to the outgoing click-related AEP in amplitude, even though at a target distance as far
as 8 m the echo intensity was as low as264 dB relative to the transmitted pulse in front of the head.
The amplitude of the echo-related AEP was almost independent of distance, even though variation
of target distance from 1 to 8 m influenced the echo intensity by as much as 36 dB. ©2004
Acoustical Society of America.@DOI: 10.1121/1.1707088#

PACS numbers: 43.80.Lb@FD# Pages: 3218–3225

I. INTRODUCTION

Although a few decades have passed since echolocation
was discovered in toothed whales and dolphins, many
mechanisms of the sonar of odontocetes remain unexplored.
One of the unsolved problems is the interaction between the
transmitted acoustic pulse and returning echo in the dol-
phin’s auditory system. When an animal echolocates, it hears
not only the echo but also its own outgoing acoustic pulse.
When a target is small and distant, the echo is many times
weaker than the outgoing pulse. So, the echolocating animal
must hear a weak echo signal shortly after the intense out-
going sound. Due to high sound velocity in water, the delay
between the transmitted and echo sounds may be very short,
down to a few milliseconds. Normally, in these conditions,
one would expect a strong forward masking of the echo but
successful performance of the sonar of odontocetes indicates
that this sort of masking is absent.

Some mechanisms serving to avoid or diminish the
forward-masking effects in the odontocete’s auditory system
are already known. In particular, to be able to distinguish the
outgoing clicks from the echo, their auditory system has a
very high temporal resolution as demonstrated by a variety
of psychophysical~Au, 1993; Nachtigallet al., 2000; Hel-
weg et al., 2003! and physiological~evoked response! data
~Supin and Popov, 1995b; Dolphinet al., 1995; Popov and

Supin, 1997; Supinet al., 2001!. Nevertheless, in passive
acoustic stimulation experiments, when two acoustic pulses
were presented with the first pulse of a much higher intensity
than the second one, deep suppression of the second evoked
response was observed during a few, to a few tens, of milli-
seconds~Popov and Supin, 1990; Supin and Popov, 1995a;
Popovet al., 2001!. But, it is not known yet whether similar
masking takes place during natural echolocation. Nothing is
currently known about how loudly a dolphin hears its outgo-
ing echolocation click and the corresponding echo, and how
much outgoing clicks mask the echoes at various click inten-
sities, target strengths, and distances.

We approached the problem by recording the brain au-
ditory evoked potentials~AEP! during natural echolocation
in dolphins. AEPs show whether or not the brain responds to
a sound; thus, recording AEPs during echolocation shows
whether or not the brain responds to both the emitted click
and the echo sound. An attempt to record AEP in dolphins
made by Bullock and Ridgway~1972! with the use of im-
planted electrodes has shown that voluntary click emission
by a dolphin as well as external stimulation~‘‘artificial
echo’’! resulted in AEPs. However, quantitative investigation
of outgoing pulse-related and echo-related AEPs was not
achievable. A recent pilot study in a false killer whale~Supin
et al., 2003! has shown that this task is feasible with the use
of noninvasive recording technique: during echolocation, a
set of AEPs was recorded containing responses to both the
outgoing sound pulse and the echo. In the present study, we
investigated how AEPs to the outgoing click and echo de-
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b!Electronic mail: nachtiga@hawaii.edu
c!Electronic mail: wau@hawaii.edu
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pend on the distance to a target. Variation of the distance
results in simultaneous variation of the transmitted-to-echo
level ratio and echo delay; thus, we hoped to find how the
forward-masking effect, if it exists, depends on combinations
of these two parameters.

II. MATERIALS AND METHODS

A. Subject and experimental conditions

The experiments were carried out in facilities of the Ha-
waii Institute of Marine Biology, Marine Mammal Research
Program. The subject was a false killer whalePseudorca
crassidens, an approximately 20-year-old female kept in a
wire-net enclosure in Kaneohe Bay, Hawaii. The animal was
trained to accept soft latex suction cups containing human
EEG electrodes for evoked-potential recording and to en-
sonify and recognize targets by echolocation and to report
the target’s presence or absence using a go/no-go reporting
paradigm.

Experimental facilities were designed as follows~Fig.
1!. The experimental enclosure was constructed of a floating
pen frame~1! 8310 m in size, supported by floats~2! and
bearing an enclosing net. This enclosure~the animal section!
linked to a target section—another floating frame~3! 638 m
in size which served only to mount targets and did not bear
net. The supporting floats were only under the side parts of
the target-section frame, so the front part~4! of this section
~3! was free of any sound-reflecting objects in water. In the
net divider separating these two sections, there was an open-
ing bounded by a hoop~5!, 55 cm in diameter, that served as
a hoop station for the animal. In front of the hoop, a B&K
8103 hydrophone~6! was mounted to record sounds emitted
by the animal during its positioning in the hoop station. A
target ~7! was mounted on a beam~8! fastened above the
water surface across the target-section frame. The beam
could be fixed at various distances from the animal. The
target was hung from a thin monofilament line and could be
pulled up out of water and lowered down into water. The
hoop station~5!, the hydrophone~6!, and the lowered target
~7! were in a longitudinal straight line at a depth of 80 cm.
Behind the hydrophone~6! there was a movable baffle~9!.
When pulled up, this baffle screened the target section from
the animal positioned in the hoop station; when lowered

down, it opened the space in front of the animal. Near the
hoop station, a response ball~10! was mounted above the
water surface serving as a target-present indicator response.
The trainer kept a position~11! to give instructions to the
animal and to reward it for correct responses. Positioning of
the animal in the station hoop was monitored through an
underwater video camera~12!. The electronic equipment and
the operator were housed in an instrument enclosure~13!.

B. Experimental procedure

Each session included both target-present and target-
absent trials, assuring that the animal was indeed echolocat-
ing the target. The experimental procedure was as follows.

~i! Each session began with the trainer attaching suction-
cup electrodes for AEP recording~see below for detail!. ~ii !
The animal was sent to a hoop station~tracea in Fig. 1!; the
animal swam into the hoop in such a position that the hoop
was at the level of the pectoral fins. During the animal posi-
tioning, the baffle@~9! in Fig. 1# was in the raised position
that screened the target from the animal. The target was ei-
ther lowered into the water~target-present trial! or removed
from the water~target-absent trial! in advance.~iii !. When
the animal took the proper position in the hoop station, the
baffle was lowered, thus allowing the animal to inspect the
space by echolocation. The animal immediately emitted a
train of echolocating clicks, as a rule 20 to 50 clicks in a
train. ~iv! When the target was presented, the animal was
required to signal its detection by leaving the hoop and
touching a signal ball~traceb in Fig. 1!, then coming to the
trainer for the fish reward~tracec!. In no-target trials, the
animal was required to wait until it was signaled to leave the
hoop~traceb was absent! and come for the fish reward~trace
c!.

Each session consisted of 30 trials, 20 target-present and
10 target-absent, randomly alternated. In target-present trials,
the AEP-acquisition system~see below! was turned on as
soon as the baffle was lowered down, and it was kept on until
the end of the echolocation click train. Thus, AEPs triggered
by echolocation clicks were collected. In target-absent trials,
AEPs were not collected because the animal emitted only a
few clicks to make its decision; therefore, it was not possible
to collect satisfactory AEP records. The purpose of target-

FIG. 1. Experimental facilities and de-
sign ~top view!. Explanation of pos. 1
to 13 and a to c—in the text.
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absent trials was primarily to maintain correct echolocation
activity reporting target presence or absence.

C. Equipment and AEP recording technique

To record AEP evoked by outgoing locating clicks and
echoes, equipment was designed as shown in Fig. 2. Brain
potentials were picked up from thesubject~see the designa-
tions in Fig. 2! by EEG electrodeswhich were gold-plated
disks 10 mm in diameter mounted within latex suction cups
60 mm in diameter. A drop of EEG gel under the disk served
for lower impedance. The suction cups served both to fix the
electrodes at the body surface and to insulate the near-
electrode area from surrounding electric-conductive sea wa-
ter. The active electrode was fixed at the dorsal head surface,
at the midline, 5–7 cm behind the blowhole. This position
was shown to be the best to record a kind of AEP, namely the
auditory brainstem responses~ABR! in a number of dolphin
species~Supinet al., 2001!. The other~reference! electrode
was fixed at the animal’s back. Brain potentials were led by
shielded cables to a balancedEEG amplifierand amplified
by 53104 within a frequency range from 200 to 5000 Hz.
The amplified signal was monitored by anEEG monitoring
oscilloscopeTektronix TDS-2001 and entered an analog-to-
digital converter (ADC) and coherent-averaging unit~aver-
ager! integrated in a custom-made ADC-averaging instru-
ment. The latter served to extract low-amplitude AEPs from
the background noise.

A distinctive feature of the evoked-response acquisition
in the present study was that to extract a response from noise,
the coherent averaging was triggered not by external stimuli
controlled by the experimenter, but by sound clicks emitted
by the animal. For that, sounds were picked up by a B&K
8103 hydrophonepositioned in front of the animal’s head.
The hydrophone signal was amplified by 40 dB by a custom-
madesound amplifier~frequency band 1–200 kHz!. The am-
plified sound pulses were monitored by a digital-storage os-
cilloscope~sound and trigger monitoring oscilloscope! and
entered atrigger device~integrated with the sound amplifier

in a custom-made instrument! that produced at its output a
standard pulse each time when a sound pulse appeared at its
input. These standard triggering pulses served to trigger the
evoked-response averager; the triggering pulses were moni-
tored at the same oscilloscope as the sound pulses. After each
click, a 15- to 17.5-ms-long temporal window of evoked-
potential recording was picked up; all the individual records
within the trial were averaged. The on-line averaged AEP
records were stored in PC memory~PC data storage!.

The number of on-line averaged individual records was
not constant; it varied from trial to trial depending on the
number of triggering clicks picked up. As a rule, the number
of picked-up clicks~from 10 to 30! was not sufficient to
achieve good extraction of AEPs from noise. Therefore, to
obtain AEP records of good signal-to-noise ratio, all records
obtained under similar conditions~one and the same distance
to the target! were then averaged off-line. The off-line aver-
aging was performed taking into account the number of in-
dividual records averaged in each on-line records, that is, the
ordinates of the final record were computed as

y~ t !5
( yi~ t !ni

( ni
,

wherey(t) is the ordinate of the final record at an instantt,
yi(t) is the ordinate of theith on-line averaged record, andni

is the number of individual records averaged on-line. The
final AEP record was stored in PC memory~PC final record
storage!.

D. Target characteristics

The target was a hollow aluminum cylinder with an
outer diameter of 38 mm and 25.5-mm inner diameter, 180
mm long, axis vertical. To obtain its frequency response and
target strength, the target was ensonified by short pulses pro-
duced by excitation of a 60-mm spherical piezoceramic
transducer with 10-ms rectangular pulses. Both the emitted

FIG. 2. Data acquisition equipment
diagram. Explanation of all positions
in the text.
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pulse and echo@Fig. 3~a!# were recorded by a B&K 8103
hydrophone. The transducer and target were 1 m apart, and
the receiving hydrophone was in the midpoint between them,
that is 0.5 m from both the transducer and target. The
picked-up emitted pulse and echo were digitized at a sam-
pling rate of 300 kHz, and Fourier transformed. The target
frequency response was computed by subtraction of the
emitted-pulse dB spectrum~normalized to the level near the
target! from the target-response dB spectrum~normalized to
its level at a distance of 1 m from the target!. The obtained
frequency response of the target is shown in Fig. 3~b!. The
overall target strength TS was calculated as

TS5I t2I e120 log~dtr !220 log~der /det!, ~1!

where I t is the target echo intensity,I e is the emitted pulse
intensity~both in dB measure!, dtr is the target–receiver dis-
tance,der is the emitter–receiver distance, anddet is the
emitter–target distance. Whendtr5der50.5 m, Eq.~1! re-
duces to

TS5I t2I e . ~2!

Evaluation ofI t and I e both by peak-to-peak amplitudes of
pulses presented in Fig. 3~a! and by integration of their spec-
tra resulted in overall target strength of222 dB; however,
Fig. 3 shows that at certain highlight frequencies the target
strength increased up to217 dB.

III. RESULTS AND DISCUSSION

A. Stages of ABR collection and ABR characteristics

Successive stages of collection of echolocation-related
AEP are demonstrated in Fig. 4. In this experiment, the target
was at a distance of 3 m from the reference point. Figure 4~a!
presents superimposed 22 on-line averaged traces, each re-
corded in one trial. These data were collected during three
experimental sessions, each containing 20 target-present tri-
als, that is, 60 trials in total. However, trials strongly con-
taminated by artifacts of more than 1mV peak-to-peak am-
plitude were rejected, so only 22 records were selected as
presented in Fig. 4~a!. Their averaging resulted in a final
record presented in Fig. 4~b!. The final record contained two
clearly visible responses, one with the negative peak at 4.6
ms and the other at 8.8 ms after the triggering instant.

In spite of averaging of more than a thousand individual
records in total, the obtained record in Fig. 4~b! was still
markedly contaminated by slow-wave artifacts. In particular,
the record began with a slow wave with no latency, obvi-
ously beginningbefore triggering the record. We suppose
this slow wave was produced by some muscle activity asso-
ciated with sound production. Late slow waves may be also
associated in a certain~yet unknown! way with some move-
ments accompanying echolocation activity. To reject these
artifacts, high-pass digital filtering was used. We found that
artifacts can be filtered out with a high-pass filter with a
cutoff frequency of 400 Hz at the23-dB level. The result of
filtering is presented in Fig. 4~c!. It revealed two definite
responses in the record; their negative peaks were at 4.55 and
8.85 ms. The amplitude of the responses, although rather low
~less than 0.5mV!, well exceeded the background noise am-
plitude.

To be assured that the high-pass filtering did not mark-
edly distort the AEP waveform and amplitude, we examined
how such filtering influenced the standard AEP provoked in
the same subject by short, artificial sound clicks. This AEP is
shown in Fig. 5~a! as recorded before~1! and after~2! the
same high-pass filtering that was used to extract

FIG. 3. Target frequency response.~a! 1—ensonifying pulse recorded near
the target, 2—the echo recorded at a distance of 1 m from the target. In~2!
gain is 15 dB higher than in~1!. ~b! The target frequency response obtained
by subtraction of Fourier spectrum of ensonifying pulse from that of the
echo.

FIG. 4. Steps of echolocation-related AEP acquisition at a target distance of
3 m. ~a! Overlapped on-line averaged records.~b! Off-line averaged record
before digital filtering.~c! Off-line averaged record after high-pass digital
filtering. In ~b! and~c!, solid line—mean~averaged! values; thin lines depict
the standard error region. Arrows mark two AEP sets. Note different cali-
bration for ~a! and for ~b! and ~c!. Active electrode negativity upward.
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echolocation-related responses; Fig. 5~b! shows the spectra
of these records together with the filter frequency response.
This AEP had qualitatively the same waveform as a typical
auditory brainstem response~ABR! described in several
other dolphin species~Supinet al., 2001!. Its amplitude was
less than 0.5mV, which is comparable with the amplitude of
echolocation-related AEP. Presentations in both time~a! and
frequency~b! domains show that high-pass filtering slightly
changed the ABR waveform without appreciable change in
its amplitude. We considered this degree of distortion as neg-
ligible.

B. AEP at various distances to the target

The final AEP records obtained at various distances to
the target are presented in Fig. 6. A common feature of all of
the records was the presence of two AEP sets. The first one
consisted of several alternative positive and negative waves;
the latency of this AEP complex was one and the same in all
records, independent of the target position: the onset latency
of 3.6–3.7 ms, the first positive peak at 4.1 ms, the next
negative peak at 4.6 ms, etc.~all latencies are from the start
of the record, i.e., from the instant of picking up the emitted
locating pulse!. The second AEP complex was of somewhat
simpler waveform~mostly positive–negative–positive! and
its latency directly depended on the distance to the target: the
longer the distance, the longer the latency.

These features of the two AEP complexes suggested that
they were responses to the outgoing click and to the echo,
respectively. To confirm this interpretation, we plotted the
delay between two AEP complexes as a function of the dis-
tance to the target. The delay was measured as the time sepa-
ration between the major negative peak of the first AEP com-
plex ~marked by the bold arrow in Fig. 6! and the negative
peak of the second complex~marked by other arrows!. The
plot ~Fig. 7! showed that all experimental points, except the
only one at 1-m distance, fell exactly on a straight line. The
slope of the regression line within a range of 1.5 to 8 m was
1.3360.01 ms/m. This ratio exactly corresponded to the two-
way echo-delay dependence on distance that should be at a
sound velocity of 1500 m/s. Thus, the second AEP complex
can be interpreted as a response to the echo from the target.
As to the point at 1-m distance, its deviation does not con-
tradict this interpretation, since at this short delay the AEP
waveform was distorted because of superimposition of the
two AEP complexes; a result of this distortion may be a shift
of the peak latency.

FIG. 5. Influence of high-pass digital filtering on the waveform and fre-
quency spectrum of a standard ABR.~a! Time-domain presentation,
1—waveform before, 2—after digital filtering.~b! Frequency-domain pre-
sentation, 1~solid line!—ABR spectrum before digital filtering, 2—filter
form, 3—ABR spectrum after digital filtering.

FIG. 6. Echolocation-related AEP at different target distances. The distance
~1 to 8 m! is indicated near the records. Bold arrow marks the outgoing
pulse-related AEP; thin arrows mark echo-related AEPs. Active electrode
negativity upward.

FIG. 7. Echo-related AEP delay relative to the outgoing pulse-related AEP
as a function of target distance. Solid line with dots—experimental data, thin
line—regression line~for a range of 1.5–8 m! extrapolated to zero delay.
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The straight regression line approximating experimental
points in Fig. 7~except the point at 1-m distance! reached the
zero delay at a point of20.23 m of the target–distance scale.
Video monitoring of the animal’s position in the hoop station
showed that the zero point of the target–distance scale was
7–8 cm in front of the head tip~point 0 in Fig. 8!; thus, the
zero-delay distance~Z! is approximately 15 cm behind the
head tip, that is, within the melon. The time of sound travel
from the sound source to this plane~arrow a in Fig. 8! and
back~arrowb! to a sound receiver~e.g., the acoustic window
at the lower jaw, AW! must be equal to the time of transmit-
ted sound travel from the sound source to the same receiver
~arrow c; of course, actually the transmission way may not
be as straight as shown in the diagram!. Supposing that the
sound source~S! is located in between of the blowhole and
melon ~Cranford et al., 1996; Cranford, 2000!, this agrees
with the found position of the zero-delay point. This provides
additional evidence that the two AEP complexes are evoked
by direct spread from the sound source to the ears and by the
echo, respectively.

Therefore, we designate these two AEP complexes as
the outgoing click-related and echo-related AEP, respec-
tively.

With this interpretation of the recorded AEPs, at least
two of their features may be considered as remarkable.

~i! The echo-related AEP, although slightly less, was nev-
ertheless comparable to the outgoing click-related
AEP in amplitude.

~ii ! The amplitude of the echo-related AEP was almost
independent of distance, at least within the tested dis-
tance range from 1 to 8 m. Although there were some
small differences between the records in the wave-
form and amplitude of echo-related AEPs, this differ-
ence was not systematic and looked more like random
variation rather than a trend indicating dependence on
distance.

IV. GENERAL DISCUSSION

A. The nature of the echolocation-related AEP

The position of recording electrodes used in the present
study was appropriate to pick up a kind of AEP known as the

auditory brainstem response~ABR!. It was done since,
among a variety of AEP types described previously in dol-
phins ~Supin et al., 2001!, ABRs are the easiest to record
noninvasively from the head surface. They are very consis-
tent and have a rather high amplitude. Short sound clicks
similar to the echolocation sounds of dolphins are appropri-
ate stimuli to provoke ABRs.

Therefore, there are good reasons to believe that re-
corded echolocation-related AEPs, both outgoing pulse-
related and echo-related, are ABRs. With corrections for the
expected acoustical delays of 0.67 ms/m, their onset latency
may be assessed as about 3.5 ms. This is the same latency as
that of typical ABR~again, with correction for the acoustic
delay! recorded with standard extrinsic auditory stimulation
~Fig. 5!. Echolocation-related AEP consisted of waves of the
same order of duration~less than 1 ms! as the standard ABR
in odontocetes, in particular in the false killer whale.

Nevertheless, the overall waveform of echolocation-
related AEPs differed to a certain extent from the waveform
of standard ABRs~compare Figs. 4 and 5!. To a greater
extent it was characteristic of the echo-related AEP: they
were of simpler waveform that the standard ABRs. This dif-
ference may be explained, on the one hand, by lower inten-
sity of echoes as compared to the used extrinsic stimuli. On
the other hand, the waveform of echo-related AEPs may be
smoothed because of small variations of the echo delays
from trial to trial due to some inconstancy of the animal
position and other factors influencing the echo delay. Re-
gardless of the cause, among all the AEP types described in
dolphins, ABRs feature the largest similarity to the
echolocation-related AEPs described herein.

B. Comparison of outgoing pulse-related and
echo-related AEP amplitudes

The data presented above have shown that the echo-
related AEP, although slightly less, was nevertheless compa-
rable to that of the outgoing click-related AEP in amplitude.
This feature seems remarkable for the following reasons. Let
us compare the intensity of the echo with intensity of the
outgoing click right in front of the animal’s head, say at an
arbitrarily taken point at a distance of 0.5 m from the sound
source. Being expressed in dB measure, this differencedI is

dI 520 log~0.5/d!1TS120 log~1/d!,

where d is the distance to the target and TS is the target
strength. Withd58 m and TS5222 dB,dI 5264 dB. With
this huge difference in intensities, one might expect a large
difference in amplitudes of the outgoing click-related and
echo-related responses, in particular, because of deep mask-
ing of the echo-related response by the preceding strong out-
going sound pulse. However, this was not the case.

The absence of deep masking of the echo-related re-
sponse can at least partially be explained by the high tempo-
ral resolution of the dolphin’s auditory system, which was
noted above. The integration time, or equivalent rectangular
duration of the temporal transfer function in the dolphin’s
auditory system, was estimated as around 300ms in both

FIG. 8. Main dimensions of the animal’s head and positions of key points.
0—zero point of the target distance scale, E—ear, B—blowhole, AW—
lower-jaw acoustic window, Z—zero-delay level, S~marked by asterisk!—
assumed position of the sound source, T—target. Arrows show supposed
distance from the sound source to the zero-delay level~a!, from this level to
the acoustic window~b!, from the sound source to the acoustic window~c!,
and from the acoustic window to the ear~d!.
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psychophysical~Moore et al., 1984; Au et al., 1988; Au,
1990; Dubrovskiy, 1990! and evoked-potential~Supin and
Popov, 1995a, b; Popov and Supin, 1997! measurements.
During conditions of double-click stimulation~which may be
considered as a model of an outgoing click and echo!, com-
plete recovery of the second response from masking by the
first click required a time longer than 300ms because of a
rather long ‘‘tail’’ of the integration transfer function. Never-
theless, the recovery time is short enough: ABR to the sec-
ond click of the pair recovered from masking during a few
hundredms to a few ms~Popov and Supin, 1990; Supin and
Popov, 1995b!. Even when intensities of two clicks in a pair
differed by as much as 60 dB, the recovery appeared as soon
as 20 ms after the strong preceding click~Popov and Supin,
1990!. This high temporal resolution helps the animal to per-
ceive a weak echo shortly after the outgoing sound pulse.

On the other hand, there is a reason to assume that the
dolphin hears the outgoing click with significant muffling.
Indeed, double-click experiments have shown that at a dif-
ference of 40 dB between the two clicks, the second ABR
recovered at a delay of about 10 ms; at a difference of 60 dB
and a delay of 10 ms, the second ABR was suppressed al-
most completely~Popov and Supin, 1990!. In the echoloca-
tion experiments presented here, the echo response was re-
leased from masking at approximately the same delay~11 ms
at the target distance of 8 m! when the emitted clickoutside
and near the headexceeded the echo by as much as by 64
dB. Therefore, it is quite probable that the emitted sound
reached the dolphin’s ears at a much lower intensity than it
was outside the head. If so, the dolphin’s head is bound to
contain some structures which provide lower sound power
inside the head as compared to outside the head. First, the
role of the skull and melon as concentrators of transmitted
sounds in front of the head should be mentioned~Au, 1993!
along with the presence of sound-muffling structures inside
the head; in particular, air-filled peribullar and pterygoid si-
nuses may play this role. It may be noted that investigations
of binaural hearing in dolphins~Popov and Supin, 1992; Su-
pin and Popov, 1993! have shown interaural intensity differ-
ence as large as 20 dB; it means that some head tissues are
capable of shadowing sound spread across the head as deeply
as up to 20 dB. Maybe the same or similar structures shadow
the dolphin’s ears from its sound-emitting organs.

C. Independence of echo-related AEP amplitude of
the distance to the target

As shown above, the amplitude of the echo-related AEP
was almost independent of distance, at least within the tested
distance range~up to 8 m!. Taking into consideration that the
echo intensity decreases as much as by 36 dB when the dis-
tance to the target changes from 1 to 8 m, this phenomenon
is of special interest.

An explanation of this phenomenon may be suggested as
follows. It has been shown~Popov and Supin, 1990; Supin
et al., 2001! that ABR recovery in double-click stimulation
experiments has a remarkable feature: when the intensity dif-
ference between two clicks increased, the recovery time in-
creased also~which is not surprising by itself!, and the rate
of this increase approached 10 times per 40-dB intensity-

difference increase. Note that when the distance to a small
target varies, the ratio between the echo delay and echo in-
tensity is all the same: 40 dB per 10-times distance~and
delay! change. This coincidence allowed the suggestion that
a dolphin may perceive echoes almost invariant of the dis-
tance to a target. Indeed, when the distance, for example,
increases, the echo intensity decreases, but the echo-response
releases from masking in a greater extent due to a longer
delay. These two processes may compensate one another be-
cause of similar intensity-to-distance and recovery-to-delay
ratios. The data presented herein have confirmed this predic-
tion by direct echolocation experiments.
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Defining optimal axial and lateral resolution for estimating
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The rf signals used to construct conventional ultrasound B-mode images contain
frequency-dependent information that can be examined through the backscattered power spectrum.
Typically, the backscattered power spectrum is calculated from a region of interest~ROI! within
some larger volume. The dimensions of the ROI are defined axially by the spatial length
corresponding to the time gate and laterally by the number of scan lines included in the ROI.
Averaging the backscattered power spectra from several independent scan lines can reduce the
presence of noise caused by electronics and by the random scatterer spacings, but also decreases the
lateral resolution of the interrogation region. Furthermore, larger axial gate lengths can be used to
reduce the effects of noise and improve the precision and accuracy of scatterer property estimates
but also decreases the axial resolution. A trade-off exists between the size of the ROI~the number
of scan lines used, the separation distance between each scan line, the axial gate length! and the
accuracy and precision of scatterer property estimates. A series of simulations and measurements
from physical phantoms were employed to examine these trade-offs. The simulations and phantom
measurements indicated the optimal lateral and axial sizes of the ROI, where estimate accuracy and
precision were better than 10% and 5%, respectively, occurred at 4 to 5 beamwidths laterally and 15
to 20 spatial pulse lengths axially. ©2004 Acoustical Society of America.
@DOI: 10.1121/1.1739484#

PACS numbers: 43.80.Qf, 43.80.Vj@FD# Pages: 3226–3234

I. INTRODUCTION

A conventional B-mode image is made up of several
parallel or consecutively spaced axial rf time signals. Each rf
time signal is a series of echoes backscattered from struc-
tures in the interrogated medium. In a conventional B-mode
image, the frequency-dependent information in an rf time
signal is not utilized. Instead, conventional B-mode images
of tissues using ultrasound are made by generating a gray-
scale image using the envelope-detected rf signal backscat-
tered from the tissues.

The frequency-dependent information in an rf time sig-
nal may be related to the tissue microstructure~structures
less than the ultrasound wavelength!.1–13 Parametrizing the
frequency-dependent information of backscattered signals
from tissues allows the characterization and differentiation of
tissues. Several researchers have used quantitative ultrasound
~QUS! or parameter information about the shape of the spec-
trum of scattered ultrasound to classify tissue microstructure
and identify disease.2,9,11–16Other researchers have been able
to estimate the size, shape, and internal make-up of scatterers
in tissues from models.3,5–7,9–11,16

Scattering from tissues is often modeled using the Born
approximation ~weak scattering with no multiple
scattering!.17 Regions of interest~ROIs! are chosen from in-
terrogated volumes, and the spectral properties of the rf sig-
nal corresponding to the ROIs are quantified and related to
models of tissue scattering. Tissue scattering often represents

a stochastic process that gives rise to incoherent and coherent
spectra.17–19 The incoherent spectrum includes information
about the size, shape, density, and mechanical properties of
the scatterers.19 If a model accurately describes the incoher-
ent spectrum, then estimates of scatterer properties can be
made. The coherent part of the spectrum is also a function of
the individual scatterer properties but is strongly dependent
on the spatial variation of the scatterers.19 If the scatterers are
not randomly spaced in the volume, than resonance peaks
would appear in the coherent spectrum corresponding to the
spacings of the scatterers.20 For random scattering, the co-
herent spectrum appears as noise~called spatial variation
noise!.

The spatial variation noise can adversely affect the abil-
ity to estimate the shape and magnitude of the incoherent
spectrum.21 The spatial variation noise can be reduced by
two means. If the gated length of the corresponding rf time
signal is sufficiently long, the spatial variation noise is
reduced.18 Second, to reduce the influence of the spatial
variation noise, the backscattered spectra from several inde-
pendent rt time samples~denoted herein as A-lines! are spa-
tially averaged.5,6,17,18,21If the interrogated scattering volume
is homogeneous~uniform distribution of random, nearly
identical scatterers!, then samples throughout the volume can
be measured and averaged.

If the interrogated volume has regions with different
scattering statistics, smaller ROIs within the interrogated
volume are needed to distinguish and characterize the differ-
ent regions within the interrogated volume. Smaller ROIs are
chosen within the interrogated volume to resolve changinga!Electronic mail: oelze@brl.uiuc.edu
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structure within the interrogated volume~assuming that the
scatterers are much smaller than the sizes of the ROIs!. The
ROIs are assumed to have relative uniform scattering within
the interrogated volume composed of possible nonuniform
scattering.

The smaller the ROIs, the better the approximation that
structure within an individual ROI is uniform. However, as
the ROI becomes smaller, the number of independent
samples that can be measured decreases and the length of the
gate decreases. The volume interrogated by a single scan line
depends on the beamwidth of the transducer and the gated
length along the transducer axis.

Several studies have examined the effects of the axial
gate length and windowing function on the ability to make
scatterer property estimates. One study indicated that when
the gated length was not large~five times the wavelength at
the center frequency! the measured backscattered power
spectrum did not fit the theoretical power spectrum well.22

As the size of the gated length increased, the measured back-
scattered power spectrum fit the theoretical power spectrum
better. Further, a better fit to the theoretical power spectrum
was revealed at a gate length of 12.5 times the wavelength at
the center frequency when a Hanning window was used over
a rectangular window. Other studies indicated that if the
length of the axial gate was larger than the pulse length, the
contribution of the spatial variation noise was reduced.18,23

As the axial gate length was reduced to the length of the
pulse, it was noted that truncation errors occurred and that
the length of the pulse needed to be incorporated into spec-
tral estimates.24 Attempts were made with limited success to
correct for the small gate truncation errors using a deconvo-
lution method.25

In another study, axial resolution for ROIs was opti-
mized at a length of 10 times the wavelength of
interrogation.15 In that study, a line was fit to the backscat-
tered power spectrum versus gated axial length using a Han-
ning window. The 10-wavelength ROI was chosen at the
point where the slope estimates from the best-fit line first
converged. The study examined the accuracy of slope esti-
mates versus axial length but did not consider the precision
in making estimates versus axial length. A similar study ex-
amined the precision limits of estimating the frequency de-
pendence of the backscattered power spectrum versus gate
length.26 The study showed that as the gate length increased
the precision of estimates improved. Further, the study did
not take into account the effects of the lateral ROI size on the
accuracy and precision of estimates.

The lateral ROI length and the A-line separation are
other important considerations to the accuracy and precision
of estimates. A rule of thumb has been that the averaged
backscattered spectrum should consist of a number of
A-lines sampled at a half beamwidth apart.21,27 Some re-
searchers have suggested spatially averaging 25 A-lines for
sufficient sampling and noise reduction, while others have
suggested 5–10 A-lines.17,18 The half beamwidth center-to-
center distance between A-lines is conjectured to give nearly
independent samples and further reduce spatial variation
noise.21 However, no definitive rules for determining the op-

timal lateral ROI length and A-line center-to-center distance
have been indicated.

One study examined the precision and accuracy of spec-
tral estimation with both axial and lateral ROI size.28 The
study compared theoretical predictions of precision with ex-
perimental measurements. The study indicated that longer
axial and lateral lengths gave better precision and accuracy.
However, in order to determine the size of an ROI yielding a
particular accuracy and precision, both the axial and lateral
ROI lengths must be examined at the same time.

In the study reported herein, a technique is developed to
quantify the spatial variation noise and its decrease after spa-
tially averaging. The axial and lateral ROI length~assuming
that the scatterers are much smaller than the ROI size! for
making scatterer property estimates are examined to deter-
mine the optimal ROI resolution. Further, the A-line center-
to-center distance is examined to determine the optimal
A-line separation distance for estimating scattering proper-
ties from weakly scattering volumes. Section II describes the
theory behind backscattering from weakly scattering vol-
umes and quantification of spatial variation noise. Section III
details the simulation construction and physical phantom
measurements with randomly spaced glass beads. Section IV
presents the results of the simulations and phantom measure-
ments for reducing the spatial variation noise and optimizing
ROI resolution. The final section~Sec. V! gives some con-
clusions about the study.

II. THEORY

Consider a signal of the form,gL(t), representing a
backscattered time sequence from a gated length,L, in a
scattering medium. The function,gL(t), is the convolution of
an impulse responseh(t) that incorporates the electrome-
chanical characteristics of the transducer and diffraction, and
a scattering function,r L(t), from randomly spaced, nearly
identical particles20,27

gL~ t !5h~ t !* r L~ t !. ~1!

The Fourier transform of the signal is given by

GL~ f !5H~ f !RL~ f !. ~2!

The scattering function can be written as

r L~ t !5s~ t12d1 /c!1s~ t12d2 /c!1¯1s~ t12dN /c!,
~3!

wherec is the speed of sound in the medium,di represents
the individual scatterer spacings,s(t) is the scattering func-
tion for a single scatterer, andN represents the number of
scatterers in the interrogated volume. The interrogated vol-
ume is determined by the length of the gate,L, and the cross-
sectional area of the ensonifying beam. The Fourier trans-
form of r L(t) is given by

RL~ f !5S~ f !@e2 i2p f ~2d1 /c!1e2 i2p f ~2d2 /c!1¯

1e2 i2p f ~2dN /c!#, ~4!

whereS( f ) is the scattering spectrum. The scattering spec-
trum depends on the shape and the mechanical properties of
the scattering particles. The backscattered power spectrum is
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the magnitude squared of Eq.~2!, and is given by

W~ f !5uGL~ f !u25uH~ f !u2uS~ f !u2ue2 i2p f ~2d1 /c!

1e2 i2p f ~2d2 /c!1¯e2 i2p f ~2dN /c!u2. ~5!

The backscattered power spectrum can be separated into the
coherent and incoherent spectra by simplifying Eq.~5!

W~ f !5uH~ f !u2uS~ f !u2

3H (
n51

N

11 (
nÞm51

N

e2 i2p~ f /c!~dn2dm!J , ~6!

where the first term on the right is the incoherent spectrum
and the second term is the coherent spectrum. Rearranging
terms yields

W~ f !5uH~ f !u2uS~ f !u2H N12

3 (
m.n51

N Fei2p~ f /c!~dn2dm!1e2 i2p~ f /c!~dn2dm!

2 G J ,

or

W~ f !5uH~ f !u2uS~ f !u2H N12 (
m.n51

N

cos~kdnm!J , ~7!

wherek52p f /c, dnm5dn2dm , and the number of terms in
the coherent spectrum is@N(N21)#/2. For random scatter-
ing, the form ofNuS( f )u2 can be estimated by assuming that
the incoherent spectrum is the backscattered power spectrum,
while the coherent spectrum acts as noise~spatial variation
noise! that reduces the accuracy and precision of the estima-
tion technique.

If the scatterers are randomly distributed within the in-
terrogated volume, estimates of the scatterer properties are
obtained by modeling the scatterers and fitting the model to
the incoherent portion of the backscattered power spectrum.
Assuming the model correctly describes the scattering, the
spatial variation noise reduces the accuracy and precision of
the scattering property estimates. Because the spatial varia-
tion noise depends on the random spacing of the scatterers in
the interrogated volume, spatially averaging the backscat-
tered power spectra from several different, nonoverlapping
interrogated volumes can reduce the spatial variation noise.
When samples from nonoverlapping, interrogated volumes
are averaged, the variance in some estimated parameter,x̂, is
reduced by the number of averaged samples as21,29

var~ x̄̂!5
var~ x̂!

Ns
, ~8!

whereNs is the number of averaged samples andx̄̂ repre-
sents the estimate from the averaged samples.

In making backscatter measurements using ultrasound,
ROIs are selected from the interrogated volume. The ROIs
are constructed from gating the different A-lines that are
separated by some predetermined distance. Typically, the ul-
trasound source/receiver scans, or is steered, laterally across
the scattering medium with individual A-lines separated by a
predetermined distance related to the beamwidth. A rule of

thumb has been that the A-lines be separated by a half beam-
width because it was conjectured that separating by that dis-
tance gave sufficiently independent measurements for spatial
variation noise reduction.21,30 Though the half-beamwidth
separation does not give truly independent samples, a further
reduction of spatial variation noise can be achieved over full-
beamwidth sample separation for a particular lateral ROI
length.21 The number of samples in a particular lateral ROI
length is doubled for half-beamwidth separation over full-
beamwidth separation. Furthermore, the larger the lateral
ROI length the greater the reduction of spatial variation noise
because more independent samples would then be averaged.
The distance of the separated A-lines and the number of
A-lines determine the lateral resolution of an ROI.

The effects of the A-line center-to-center distance and
number of samples averaged can be determined by quantify-
ing the spatial variation noise for the backscattered power
spectrum. The spatial variation noise spectrum~dB! is found
by dividing the averaged measured power spectrum by the
impulse response and the scattering function for the medium,
NuH( f )u2uS( f )u2, giving

Wsvn~ f !5U10 log10

1

Navg
(
i 51

Navg

Wi~ f !

NuH~ f !u2uS~ f !u2
U , ~9!

whereNavg is the number of measured power spectra from
different A-lines that are averaged. The spatial variation
noise can be quantified by taking the average of the spatial
variation noise spectrum over the analysis bandwidth

^Wsvn&5
1

B (
i 51

B

Wsvn~ f i !, ~10!

whereB is the number of samples in the bandwidth.
If two consecutive A-lines are separated by a small dis-

tance relative to the beamwidth, the spatial variation noise
spectra of the two A-lines will be highly correlated. If two
A-lines are compared that correspond to completely non-
overlapping scattering volumes, the correlation between the
spatial variation spectra should be close to zero. The averag-
ing of the spatial variation noise spectra of any two different
A-lines from a statistically homogeneous region will result in
a decrease in the overall spatial variation noise and a subse-
quent decrease in̂Wsvn& over the analysis bandwidth. The
relative decrease in spatial variation noise was defined ac-
cording to

^Wsvn& rel5

1

B (
j 51

B U10 log10

1

Navg
(
i 51

Navg

Wi~ f j !

NuH~ f j !u2uS~ f j !u2
U

1

B (
j 51

B U10 log10

W~ f j !

NuH~ f j !u2uS~ f j !u2U
, ~11!

where the numerator iŝWsvn& for Navg power spectra from
different A-lines and the denominator is^Wsvn& for a single
A-line. Equation~11! compares the spatial variation noise
from averaging the spatial variation spectra from several
A-lines to a single A-line.
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III. SIMULATION AND EXPERIMENTAL METHODS

The center-to-center spacing between A-lines, the num-
ber of A-lines, and the gated axial length are key factors to
determining the level of spatial variation noise. There exists
a trade-off between the lateral and axial length~resolution of
the ROI! and the amount of spatial variation noise reduced
by averaging a number of A-lines. In order to examine the
trade-off between lateral and axial resolution and noise re-
duction, simulations from software phantoms and measure-
ments from physical phantoms were made.

The software phantoms were constructed by first choos-
ing a number density for each phantom of 64 mm23. A scat-
tering volume~Fig. 1! was selected for each phantom and a
number of point scatterers, number density times the phan-
tom volume, were randomly placed in the volume. The soft-
ware phantoms were assumed to be acoustically lossless. The
source had a center frequency of 10 MHz and a26-dB
pulse/echo bandwidth of 5 MHz. A waveform~Fig. 2! was
propagated from the source into the scattering volume at
normal incidence. The source produced a Gaussian beam
~laterally! with a 26-dB beamwidth of 0.6 mm. The source
was weakly focused and all estimates were made within the
depth of focus. Two other waveforms with beamwidths of
0.3 and 0.9 mm were simulated to evaluate whether the
beamwidth was the limiting factor in lateral resolution. Each
A-line was then constructed with individual point~Rayleigh!
scatterers in the corresponding beam field, spherically scat-
tering the incident pulse with the amplitude of the incident
pulse and summing each scattered echo signal back at the
source. Individual A-lines were constructed by translating

the simulated source/receiver laterally across the length of
the phantom with a step size of 25mm.

Individual A-lines were gated using a Hanning window
centered at a depth corresponding to 5 mm inside the phan-
tom ~the middle of the phantom!. The backscattered power
spectrum was found by taking the magnitude squared of the
Fourier transform of the gated signal. The spatial variation
noise in the coherent part of the backscattered spectrum was
calculated from Eq.~9! with uH( f )u2 equal to the power
spectrum of the excitation pulse,uS( f )u2 equal to the power
spectrum of the point scatterers (f 4 dependence!, and N
equal to the number density of scatterers times the ensonified
volume ~cross-sectional beamwidth area times the gated
length!.

Measurements from two physical phantoms were made
with a single-element weakly focused transducer~f number
of 4! that had a center frequency of 10 MHz. The26-dB
pulse/echo bandwidth of the transducer was 6.5 MHz and the
26-dB pulse/echo beamwidth at the focus was measured to
be 670mm using the wire method.31 Figure 3 displays an
example of the incident pulse reflected from a Plexiglas®
plate centered at the focus. The pulse reflected from the
Plexiglas® was used as a reference pulse.5,6,17

In a measurement, the transducer was placed parallel to
the face of the phantom so that the ultrasound would propa-
gate normal to the surface. Both phantoms were filled with
randomly placed glass beads with diameters ranging from 45
to 53mm.32 Phantoms A and B had measured attenuations of
approximately 0.5 and 0.65 dB/MHz/cm over the range of
5–12 MHz, respectively. The number density of phantom A
was close to half that of phantom B. The phantoms were
scanned laterally 2 cm in length along their surface with a
step size of 25mm between each scan line~A-line!. For each
A-line, the backscattered signal was temporally averaged for
300 realizations to reduce any electronic noise associated
with the measurement.

Individual A-lines were gated using a Hanning window
of variable lengths with the edge at a depth corresponding to
2 mm inside the phantom. The backscattered power spectrum

FIG. 1. Diagram of the simulated phantom with orientation and placement
of the simulated source/receiver.

FIG. 2. Time pulse~left! and the magnitude of the frequency spectrum
~right! of the simulated excitation pulse.

FIG. 3. Time pulse~left! and the magnitude of the frequency spectrum
~right! from ultrasound reflected from a Plexiglas® reflector located at the
focus of the transducer used in the physical phantom measurements.
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was found by taking the magnitude squared of the Fourier
transform of the gated signal. The backscattered power spec-
trum was then multiplied by a frequency-dependent
attenuation-compensation function.27 The spatial variation
noise spectra from the phantom measurements were calcu-
lated from Eq.~9!. uH( f )u2 was given by the power spectrum
of the reference pulse,uS( f )u2 was determined by the theory
of Faran33 for glass beads of diameter 49mm, andN was
found from the acoustic concentration determined using the
MASD method.5

IV. SIMULATION AND EXPERIMENTAL RESULTS

The percent correlation at zero lag between the spatial
variation noise spectra of two A-lines versus the A-line sepa-
ration distance was determined for both the simulated phan-
toms and the physical phantoms according to

C~%!5
( i 51

B Wsvn1
* ~ f i !Wsvn2

~ f i !

( i 51
B uWsvn1

~ f i !u2
3100%, ~12!

where B represents the number of sampled points in the
analysis bandwidth and the two lines are represented by the
subscripts 1 and 2, respectively. The center-to-center distance
was normalized by dividing by the26-dB beamwidth of the
source/receiver. Figure 4 shows the percent correlation be-
tween the spatial variation noise spectra of two A-lines ver-
sus the center-to-center distance~in beamwidths, BW! for
the simulated phantoms. The correlation steadily decreased
as the center-to-center distance increased until the A-line
center-to-center distance was about 1 beamwidth. The corre-
lation at about 1 beamwidth began to level off to near zero.
The reason for the correlation decreasing and then leveling
off at a separation of near 1 beamwidth is that the compared
A-lines represented nearly independent scattering volumes.

Similarly, Fig. 5 shows the percent correlation between
the spatial variation noise spectra of two A-lines versus the
A-line separation distance for the physical phantom measure-
ments. In the phantom measurements, the correlation did not
reach its minimum value until after the A-line separation
distance exceeded the26-dB pulse/echo beamwidth. Similar

to the simulation phantoms, the correlation appeared to level
off after the A-line separation distance exceeded 1 beam-
width.

The next set of measurements evaluated the decrease in
^Wsvn& rel due to lateral length of the ROI. Typically, an ROI
is chosen within the interrogated volume and the ROI is
made up of several gated A-lines. The smaller the A-line
separation distance, the more A-lines are included in a ROI.
Furthermore, the larger the lateral length of the ROI, the
more independent A-line samples that are included in the
ROI and the greater decrease in^Wsvn& rel .

Figures 6 and 7 show the decrease of^Wsvn& rel in the
simulated phantoms and the physical phantoms, respectively,
versus the lateral ROI length for several A-line separation
distances. In both figures,^Wsvn& rel decreased with increased
lateral ROI length and appeared to level off at a lateral ROI
size of 15 to 20 BW for the phantom measurements. To
compare the decrease in^Wsvn& rel versus lateral ROI distance
for both simulated and physical phantoms, the distance at
which ^Wsvn& rel decreased to 1/e of its value for a single,
unaveraged A-line sample was used. For the case of the
simulated phantom, the 1/e decrease of^Wsvn& rel occurred at
a lateral ROI size of around 5 BW and the 1/e value for the

FIG. 4. Percent correlation of the spatial variation noise spectra from
A-lines separated by varying distances~simulations!. The line represents the
average of 40 samples.

FIG. 5. Percent correlation of the spatial variation noise spectra from
A-lines separated by varying distances from the physical phantoms. Each
plotted line represents the average of 40 samples. Correlation lines were
plotted for the two phantoms, ---, phantom A; ———, phantom B.

FIG. 6. ^Wsvn& rel determined from the simulated phantoms over the fre-
quency bandwidth 6–14 MHz relative to^Wsvn& rel for a single A-line. The
number of averaged A-lines depends on the lateral ROI length and the
A-line separation distances, ———, 0.125 BW;3, 0.25 BW;1, 0.50 BW;
l, 0.75 BW;m, 1.0 BW.
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physical phantom measurements occurred at around 6 BW.
In the simulations and the physical phantom measurements,
the A-line separation distance did not appear give additional
decreases in̂Wsvn& rel .

Figures 6 and 7 indicated that the most important factor
to reducing spatial variation noise was not the A-line sepa-
ration distance but rather the lateral length of the ROI. Av-
eraging the backscattered spectra from any two different
A-lines, whether they are from independent samples or not,
will decrease the spatial variation noise. The lateral ROI
length was the most important factor in spatial variation
noise reduction; however, using A-lines with smaller separa-
tion distances means that you have a greater sampling over
the lateral ROI length. Furthermore, any electronic noise in
the backscattered spectrum will have little correlation from
one A-line to the next, no matter the separation distance. The
advantage to averaging the backscattered power spectra from
many A-lines, because the A-lines separation distance is
small, is that the electronic noise is reduced more than aver-
aging the backscattered power spectra from just a few
A-lines. In at least one study, improvement in scatterer prop-
erty estimates was indicated by choosing smaller A-line
separation distances.34

Figure 8 reveals the importance of the lateral ROI length
for decreasing the spatial variation noise. The average size of
the scatterers in the phantoms was estimated from the back-
scattered power spectrum using the MASD estimation tech-
nique and the theory of Faran.5,33 The backscattered power
spectrum was measured by selecting ROIs in the physical
phantoms with axial lengths of 4 mm and varying the lateral
ROI lengths. The analysis bandwidth used for the estimates
was from 5–12 MHz. The analysis bandwidth corresponded
to a ka range of 0.5 to 1.2, which has been measured to be
the optimal range for estimating glass bead sizes.6

Estimates of glass bead sizes indicated that both accu-
racy and precision were affected by the lateral ROI length
and not significantly by the A-line separation distance. The
estimates of average glass bead size converged as the lateral
ROI length approached 5 BW~Fig. 8!. Furthermore, the error

bars indicate that the precision of the estimates increased as
the lateral ROI length increased up to a lateral ROI length of
5 BW. Beyond a lateral ROI length of 5 BW, no significant
gains were made in accuracy and precision of the estimates.

Measurements of the spatial variation noise with source/
receivers having different beamwidths indicated the optimal
lateral ROI length in terms of BW was independent of the
width of the beam.̂ Wsvn& rel was calculated at an A-line
separation of 0.25 BW with beams of lateral length of 0.3,
0.6, and 0.9 mm. Figure 9 shows the relative spatial variation
noise decrease in̂Wsvn& rel as the lateral ROI length in-
creased. The 1/e decrease in the spatial variation noise oc-
curred in each measurement at a lateral ROI length of ap-
proximately 5 BW. The measurements indicate the optimal
lateral ROI resolution is independent of the beamwidth of the
source/receiver.

The decrease in̂Wsvn& rel was also examined versus the
axial gate length. Figure 10 shows a plot of the axial length
in pulse lengths~PLs! versus the 1/e lateral ROI distance
~BW! at which ^Wsvn& rel decreased to 1/e of the maximum

FIG. 7. ^Wsvn& rel measured from the physical phantoms over the frequency
bandwidth 6–14 MHz relative tôWsvn& rel for a single A-line. The number
of averaged A-lines depends on the lateral ROI length and the A-line sepa-
ration distances, ———, 0.125 BW;3, 0.25 BW; 1, 0.50 BW; l, 0.75
BW; m, 1.0 BW.

FIG. 8. Estimates of the average scatterer size of glass beads. The error bars
represent the standard deviation of six measurements from phantom A and
six measurements from phantom B with ROIs of the same size and same
depth in the phantoms.

FIG. 9. ^Wsvn& rel measured from the physical phantoms over the frequency
bandwidth 6–14 MHz relative tôWsvn& rel for a single A-line versus the
lateral ROI length. The measurements were made with simulated source/
receivers having beamwidths defined as,l, 0.3 mm;j, 0.6 mm;m, 0.9
mm with A-line separation of 0.25 BW. The error bars represent the standard
deviation about the mean of six independent measurements.
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value. The axial gate length did not appear to effect the av-
erage lateral ROI distance at which^Wsvn& rel was decreased
to 1/e of the initial value. The dominant factor in decreasing
^Wsvn& rel was the lateral ROI length. However, at smaller
gate lengths the standard deviation for estimating the 1/e
decrease in̂Wsvn& rel was much greater. The axial gate length
will affect the ability to make accurate and precise estimates.
The spatial variation noise explains the effects of the lateral
ROI length on the accuracy and precision of scatterer prop-
erty estimates, but may not be the best measure for determin-
ing the optimal axial length for an ROI. Other effects than
the spatial variation noise contribute to the loss of accuracy
and precision at smaller axial gate lengths.25

The next simulation examined the accuracy and preci-
sion of parametrizing the frequency dependence of the back-
scattered power spectrum versus different lateral and axial
ROI lengths affected. Point scatterers have frequency depen-
dence to the fourth power for backscatter. Figures 11 and 12,
respectively, show the accuracy and precision of estimating

the frequency dependence of point scatterers versus different
sizes of ROIs. The best accuracy and precision of estimates
were obtained when the axial gate length and lateral ROI
length were the largest. However, if smaller ROIs are desired
to improve resolution and to increase the likelihood that the
ROI contains uniform scattering statistics, then smaller ROIs
that still retain good accuracy and precision of estimates
should be chosen. For example, if the smallest possible ROI
is desired while still retaining within 5% accuracy and pre-
cision, an ROI of 15 PLs times 5 BWs would fit.

The importance of the axial and lateral length of an ROI
to the accuracy and precision of estimates can be seen from
the phantom measurements~Figs. 13 and 14, respectively!.
The average size of the scatterers in the phantoms was esti-
mated from the backscattered power spectrum using the
MASD estimation technique and the theory of Faran.5,33 The
backscattered power spectrum was measured by selecting
ROIs in the physical phantoms with variable axial and lateral

FIG. 10. The lateral ROI length where^Wsvn& rel reduces by 1/e of the value
relative to^Wsvn& rel for a single A-line versus the axial gate length. The error
bars represent the standard deviation of four simulated phantoms.

FIG. 11. Percent error between estimates of frequency dependence of back-
scattered power spectrum from randomly placed point scatterers and actual
value (f 4) for point scatterers versus axial and lateral ROI length.

FIG. 12. Standard deviation of estimates of frequency dependence of back-
scattered power spectrum from randomly placed point scatterers as a percent
of actual value versus axial and lateral ROI length.

FIG. 13. Percent error between estimates of glass bead size from the back-
scattered power spectrum and actual values versus axial and lateral ROI
length.
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ROI lengths. The analysis bandwidth used for the estimates
was from 5–12 MHz.

Estimates of glass bead sizes indicated that the lateral
and axial ROI length affected both accuracy and precision.
Small axial gate lengths led to the largest inaccuracies in the
estimate of scatterer size~Fig. 13!. Errors of less than 10%
occurred with axial gate lengths equal to or larger than 12
PLs and lateral ROI lengths of 5 BW. Smaller lateral lengths
can be used with equivalent errors by using larger axial gate
lengths. The precision of the estimates improved as the ROI
area increased~Fig. 14!. The standard deviation of less than
5% occurred when the ROI had an axial length of around
15–20 PLs and a lateral length of 5 BWs.

In order to obtain accurate and precise estimates, it must
be noted that the number of samples within the lateral ROI
length must be large enough. The importance of obtaining
enough samples in the lateral ROI length was indicated from
the 1-beamwidth separation data~Figs. 6 and 7!. At the 5
BW, lateral ROI length line, 6 A-lines at the 1-full-
beamwidth separation distance were sampled. The data point
at the zero lateral ROI length value could be thought of as
sampling one independent sample over a lateral ROI length
of 5 BW. The data point at the lateral ROI length of 1 beam-
width could be thought of as sampling two independent
samples over a lateral ROI length of 5 BW. The same goes
for each data point up to the lateral ROI length of 5 BW~six
independent samples!. The data indicate that to get the best
accuracy at the lateral ROI length of 5 BW there must mini-
mally be an A-line separation of 1 beamwidth, with 6 being
the total number of samples. The A-line separation distance
can be as small as desired but the upper bound should be at
most 1 beamwidth.

V. DISCUSSION

When making estimates of scatterer properties from the
backscattered spectra of weakly scattering volumes, the sizes
of ROIs selected are important to obtaining good estimates.
In tissues it is especially important to minimize the ROI size

because of possible variations throughout a larger volume.
ROIs are chosen within the interrogated volume under the
assumption that within the individual ROIs, the scattering
properties are statistically uniform while in the larger vol-
ume, variation in the scattering properties may exist. Smaller
ROIs allow for regions with different scattering statistics to
be resolved in the overall volume. However, if the ROIs are
too small, the accuracy and precision of scattering estimates
suffer.

Optimizing the resolution~ROI size! with regards to the
accuracy and precision of spectral estimates is important to
tissue characterization. Typically, the rule of thumb has been
that backscattered spectra should be averaged from A-lines
separated by a distance of a half beamwidth. The more
A-lines ~longer lateral ROI length! the better the spectral
characterization. Further, longer gate lengths were revealed
to produce better estimates.

Results from simulation and physical phantom experi-
ments indicated that the separation distance of the A-lines
was not as important a factor in determining the accuracy
and precision of scattering estimates as the lateral ROI
length. However, when optimizing for ROI size, the separa-
tion distance of A-lines in the ROI should be at most 1 beam-
width. Choosing A-line separation distances smaller than 1
beamwidth can reduce the electronic noise further.

The key factor in reducing spatial variation noise and
improving the accuracy and precision of scattering estimates
was the overall axial and lateral lengths of the ROI. The
simulations and phantom measurements indicated the opti-
mal lateral and axial length, where estimate accuracy was
consistently within 10% and precision within 5% of actual
values, occurred at 4 to 5 beamwidths and 15 to 20 pulse
lengths, respectively. Optimally, the results of the simulation
and phantom experiments showed that the total lateral length
of an ROI should be 5 BW. The total lateral length of 5 BW
represents the length where the spatial variation noise was
reduced by 1/e through averaging of the backscattered spec-
tra from the individual A-lines. Furthermore, the lateral
length size of 5 BW represented the length where the best
accuracy and precision of glass bead estimates from the
physical phantoms were reached. There was minimal advan-
tage to increasing the ROI size beyond 4 to 5 beamwidths
laterally and 15–20 pulse lengths axially. Increasing the size
of the ROI gave some improvement in accuracy and preci-
sion, but such gains may be offset by tissue inhomogeneity.
Similar accuracy and precision could be achieved by increas-
ing either the axial length and decreasing the lateral length,
or vice versa. The A-line separation distance should be less
than or equal to 1 beamwidth, with smaller A-lines separa-
tion distances typically giving further reductions in elec-
tronic noise.
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Forced linear oscillations of microbubbles in blood capillaries
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A theoretical investigation of the forced linear oscillations of a gas microbubble in a blood capillary,
whose radius is comparable in size to the bubble radius is presented. The natural frequency of
oscillation, the thermal and viscous damping coefficients, the amplitude resonance, the energy
resonance, as well as the average energy absorbed by the system, bubble plus vessel, have been
computed for different kinds of gas microbubbles, containing air, octafluropropane, and
perflurobutane as a function of the bubble radius and applied frequency. It has been found that the
bubble behavior is isothermal at low frequencies and for small bubbles and between isothermal and
adiabatic for larger bubbles and higher frequencies, with the viscous damping dominating over the
thermal damping. Furthermore, the width of the energy resonance is strongly dependent on the
bubble size and the natural frequency of oscillation is affected by the presence of the vessel wall and
position of the bubble in the vessel. Therefore, the presence of the blood vessel affects the way in
which the bubble absorbs energy from the ultrasonic field. The motivation of this study lies in the
possibility of using gas microbubbles as an aid to therapeutic focused ultrasound treatments.
© 2004 Acoustical Society of America.@DOI: 10.1121/1.1738456#

PACS numbers: 43.80.Sh, 43.35.Pt, 43.20.Ks@FD# Pages: 3235–3243

I. INTRODUCTION

Cavitation microbubble production and behavior in liq-
uids under ultrasound exposure have been studied for several
decades.1–3 In recent years, there has been an increased in-
terest in investigating the bio-effects of acoustic cavitation
for potential applications to therapeutic focused ultrasound.
Ultrasound contrast agents, which are stabilized gas bodies
of a few microns in diameter can serve as an ultrasound
cavitation nuclei when destabilized by the ultrasonic
interaction.4

Microscopic hemorrhage in gas-rich organs such as
lungs and intestine have been attributed to cavitation-related
effects.5–8 Cavitation has been reported to occurin vivo in
other mammalian tissues as well, yielding diverse thresholds
in different tissues.9–19 Ultrasound-mediated delivery into
cells have been demonstratedin vitro by uptake of extra-
cellular fluid, drugs and DNA.20–28 The combination of ul-
trasound with microbubble contrast agents seem to be more
effective than ultrasound alone in inducing bio-effectsin
vitro as well asin vivo.4,6,29–36

To these various experimental studies of acoustic cavi-
tation in biological systems do not correspond as many the-
oretical and numerical investigations. This is certainly due to
the limited ability at the present time, of mathematical mod-
els and computer simulations to explain experimental data of
complex processes, such as acoustic cavitation in living
things. In relation to bubble dynamics for example, the os-
cillations of a cavitation bubble in an ultrasonic field are
usually discussed in terms of the Gilmore equation3 or
Keller–Miksis equation,37 which are strictly valid when the
bubble is in an unbounded liquid, i.e., when the liquid is in a

container whose size is much larger than the bubble size.
These equations have been used in some situations of interest
in medical applications of ultrasound~see, for example, Refs.
38–40!, giving very useful insights, however in fine blood
capillaries where the bubble size is comparable to capillary
radius the effect of the boundary proximity may become sig-
nificant, as it is demonstrated in this study. As a first ap-
proach in understanding a highly complex phenomenon such
as gas bubble behavior in the microvasculature, we will con-
centrate on the linear oscillations of a microbubble confined
in a fine capillary. Not only the linear response is easier to
treat, but it provides some useful information into the bubble
behavior in general. For example, it is well known that in
unbounded liquids the natural frequency of oscillation affects
the way in which bubbles absorb energy from the ultrasonic
field. When a bubble is sonicated at its resonance frequency
it intercepts and reradiates more acoustic power than one
would expect from its cross-section area. Furthermore, when
a bubble undergoes noninertial cavitation in response to an
ultrasonic field, if its natural frequency is larger or equal to
the applied frequency, the bubble oscillates with a period
close to the ultrasonic period. Bubbles having their reso-
nance frequencies smaller then the applied frequency, pulsate
with a period roughly equal to the natural period of the
bubble. Moreover, after a bubble undergoes an inertial col-
lapse, it oscillates unsteadily roughly at its resonance fre-
quency, giving the rise to characteristic ‘‘afterbounces.’’ The
continuous part of the noise spectrum, emitted by bubbles
experiencing inertial cavitation, is attributed to these un-
steady oscillations of the bubbles~afterbounces! at their
natural frequencies of oscillations. Therefore the determina-
tion of the natural frequencies of oscillations of mi-
crobubbles in the microvasculature is a first necessary step in
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order to develop a tractable and realistic theory on the sub-
ject.

Therapeutic applications of focused ultrasound in medi-
cine are under development and include among other things
minimally invasive thermal ablation of tumors,41 drug and
gene delivery.42 The possible role of cavitation in these
therapeutic applications needs to be investigated. This work
is designed to provide some useful insights into the mecha-
nisms of energy absorption of a cavitation bubble in fine
capillary vessels as an aid for therapeutical focused ultra-
sound treatments. The paper is organized as follows: In Sec.
I the theoretical model is discussed. After a brief introduction
to the rheology and anatomy of capillary blood vessels of
interest here, we will describe our mathematical model
which consists of two forced coupled harmonic oscillators,
which can be solved analytically. In the linear regime the
natural frequency of oscillation, the damping coefficient
~thermal plus viscous!, and the absorbed power can also be
determined analytically. In Sec. II the numerical results of
the model will be analyzed as a function of the sonication
parameters, bubble size, and content. Section III includes a
discussion of the model limitations and of the potential of
this model to improve therapeutic focused ultrasound treat-
ments.

II. MODEL DESCRIPTION

A. Biomechanics of capillary blood vessels in the
mesentery

Blood is a mixture of blood plasma and blood cells
~mainly red cells!.43 Blood is a non-Newtonian fluid, because
its coefficient of viscosity as measured in a viscometer varies
with the strain rate.44 Normal plasma alone however behaves
like a Newtonian fluid. Therefore the non-Newtonian nature
of blood is due to the presence of blood cells. The viscosity
of blood varies with thehematocrit, the percentage of the
total volume of blood occupied by the cells. Typically, arte-
rial hematocrit is 45%–50% and the hematrocrit in the cap-
illaries ~smallest blood vessels! varies from 10% to 26%,
with an average of 18%.45 In a viscometer only the relative
viscosity, i.e., the ratio of viscosities between the test liquid
and for example water can be measured accurately. The rela-
tive viscosity of blood is between 3 and 4 for a normal he-
matocrit of 45%–50% in humans and increases with increas-
ing hematocrit.43

As long as the diameter of the capillary tube used in a
viscometer is more than 1 or 2 mm the relative viscosity of
blood is the same, whatever the size of the tube used. When,
however tubes of narrower diameter are used, the value of
relative viscosity is found to be less~Fahraeus–Lindqvist
effect!.46 The resistance is however expected to increase with
decreasing diameter when the tube is smaller than the red
cell.47 This is the reverse of the of the Fahraeus–Lindqvist
effect. The measurements of blood viscosity in the microves-
sels in vivo are extremely difficult due mainly to the diffi-
culty of measuring accurately the vessel internal diameter
and the velocity and pressure fields.~For a review on the
subject of how the effective viscosity of blood depend on the
vessel diameter, hematocrit and flow velocity see, for ex-

ample, Refs. 48, 49.! The situation is further complicated
from the fact that the effective viscosity of blood changes
from one microvessel to another in the microvasculature.
When one examines microcirculation in a living preparation
the red blood cells are not uniformly distributed. In a sheet of
mesentery sometimes a long segment of capillary is seen
without blood cells; at another instant cells are seen tightly
packed together. For the purpose of illustration in this study
we have chosen an effective viscosity of 2 times the water
viscosity, valid experimentally with blood flow forced
through micropipettes.43

Each organ has a unique microvasculature bed,50 with
common features. For example, the wall of the capillary
blood vessel consists of a single layer of endothelium cells
lying on a basement membrane which occasionally splits to
enclose the pericytes and lacks of any elastic tissue. In this
investigation we consider a relatively simple situation in
which an artery supplies a number of parallel microvessels
that drain into a vein. In particular the mesentery capillaries
are going to be considered. This because in the mesentery the
capillaries are long thin tubes embedded in tissue and are
rather rigid.In vivo observation of the elasticity of capillary
blood vessels in isolated preparation can be made under
varying perfusion pressure without flow. Burton,51 in sum-
marizing Jerrad’s unpublished data, stated that frog mesen-
tery capillaries behave, to increase in transmural pressure
~i.e., internal2external pressure!, like almost completely
rigid tubes. Jerrard found that the distensibility of the capil-
laries was certainly less than 0.2% per mm Hg. This lack of
distensibility can be explained in terms of the Laplace law
DP5T/R, where DP is the transmural pressure,R is the
radius of the tube, andT is the circumferential tension in the
wall, required to resist the transmural pressure. For example,
the aorta with a radius of 1.25 cm and mean ambient pres-
sure of about 100 mm Hg is required to develop a tension of
170 g/cm in order to balance the transmural pressure. But a
capillary, having a much smaller radius~about 4mm in the
mesentery! requires only a tension of 14 mg/cm to resist a
transmural pressure of about 25 mm Hg.

A more sophisticated mathematical theory to describe
the behavior of the capillaries in the mesentery have been
developed by Fung52,53who proposed that capillaries behave
like tunnels in gel and that their behavior cannot be tested
independently of this surrounding gel. It follows that the
compliance of the capillaries depends on the amount of sur-
rounding tissue that is integrated with the blood vessel and to
the degree the surrounding tissue is stressed. If the surround-
ing tissue is large compared with the capillary, and it is
stressed to the degree used in most physiological experi-
ments, then the capillary is rather rigid because is supported
by the surrounding gel. The capillary blood vessels in a bat’s
wing are fairly distensible because the surrounding tissue is
relatively small.54

Our model consists of an cylindrical blood capillary of
diameter D58 mm, length L51 mm, and mean ambient
pressure of 25 mm Hg~3.3 kPa! above the atmospheric pres-
sure~101.3 kPa!. These data are typical for the capillaries of
the mesenteric vascular bed of dogs.

Taking also into account that we consider only a weak
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acoustic field, as described in more details below, we can
approximate the capillary as a rigid tube. While a capillary
acts a rigid tube to a distending pressure, it may dilate
readily to chemical action. This aspect has not been consid-
ered in the present investigation.

B. Mathematical model

The linear steady-state response of a gas bubble con-
tained in a small-blood capillary driven by a weak acoustic
field up to a frequency of 3 MHz is considered. Several
idealizations have been made. The basic idea is to study the
linear response of a system consisting of two liquid columns
in a small vessel, separated by a gas bubble~Fig. 1!. Our
investigation is based on a model which has been developed
by Chen and Prosperetti55 for applications in microfluidic
devices.

A gas bubble acoustically driven immersed in an un-
bounded liquid, loses energy by heat transfer and frictional
dissipation across the gas–liquid interface, as well as sound
emission. In water, acoustic losses only dominate for bubble
radii larger than several millimeters.56 In this study we ne-
glect the sound emitted by the microbubbles.

In the case of bubbles oscillating in bounded regions
however, a new energy mechanism is present, namely vis-
cous dissipation due to the liquid flow along the surface of
the surrounding vessel. The typical ambient radiusRB of a
U.S. contrast agent is between 1–5mm and hence compa-
rable in size to the radius of the capillary. Therefore an ob-
vious approximation is to take the bubble to occupy an entire
region of the capillary. We can adjust the axial length 2LB of
this region, so to give the same volume as the real bubble,
namely

LB5
~4/3!pRB

3

2S
, ~1!

whereS is the vessel cross sectional area. IfL1 is the dis-
tance of the bubble center to one end andL25L2L1 from
the other end, then an amountLB has to be subtracted from
bothL1 andL2 in order to preserve volume. Another correc-
tion, due to the presence of the surroundings, needs to be
made. For a circular tube with a thin wall this adjustment
amounts to add a correction of 1.22R to the tube lengthL,
whereR is the tube radius. This correction is however tiny,
becauseR is much smaller thanL.57 DL is however, a tiny
correction, because the radius of the vesselR is much smaller
than its axial lengthL. Thus the effective lengths of the two
liquids columns (i 51,2) are given by

Li
eff5Li2LB1DL. ~2!

We assume that the system is subject to a sound field, which
may be expressed in complex notation as

p~ t !5p0aeivt, ~3!

wherep0 is the average ambient pressure defined above, and
a is the dimensionless amplitude of the pressure field, which
is supposed to be small.

Let x1(t) andx2(t) denote the time dependent position
of the two gas–liquid interfaces, both measured from the

midpoint of the undisturbed bubble. We assume that under
the effect of the acoustic field, the two interfaces undergo
linear oscillations around their equilibrium positions, respec-
tively x205LB andx1052LB , according to

~x2~ t !2x20!2~x1~ t !2x10!52LBX~ t !, ~4!

where X(t) is a dimensionless parameter which represents
the bubble oscillatory motion.

In their work on thermal processes in the oscillations of
gas bubbles in tubes, Chen and Prosperetti,55 noticed that the
gas pressure in a linear problem, can be written without loss
of generality as

pB~ t !5p0~12X~ t !F!, ~5!

whereF is a constant, which can be regarded as a complex
frequency dependent polytropic index andp0 is the ambient
pressure. Equation~5! can be regarded as the linearization of
a relationpVF5const, whereV is the bubble volume.

The real part ofF determines the natural frequency of
oscillation of the system and its imaginary part is responsible
for thermal dissipation. At the free ends of the vessel the
pressure is

p~ t !5p0~11aeivt!. ~6!

The two liquids columns experience therefore a difference in
pressure,Dp5up(t)2pb(t)u which determines the Newton’s
equations of motion

rL1
effẍ112rL1

effbvẋ12p0FX5p0aeivt,
~7!

rL2
effẍ212rL2

effbvẋ21p0FX52p0aeivt,

whereL1,2
eff have been defined in Eq.~2!, andr is the plasma

density,pB(t) and p(t) are given, respectively, by Eqs.~5!
and ~6!. bv is the viscous damping and it will be derived
below. The thermal damping is in the expression forpB(t)
and will also be discussed below.

Equations~7! are the equations of two forced coupled
harmonic oscillators. Their steady-state solutions, i.e., the so-
lutions obtained after the transients effects have subsided,
can be written as

x12x105A1a sin~vt2d!, ~8a!

x22x2052A2a sin~vt2d!, ~8b!

with amplitudesA1 andA2 ,

A15
p0

rL1
eff

1

A~v22v0
2!214b2v2

, ~8c!

A25
p0

rL2
eff

1

A~v22v0
2!214b2v2

, ~8d!

and phased,

tand5
v22v0

2

2bv
, ~8e!

wherev0 is the natural frequency of the system

v0
25

p0

2LBr S 1

L1
eff

1
1

L2
effD ReF ~9!
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andb is the total damping coefficient~viscous plus thermal!

b5bv1
v0

2

2v

Im F

ReF
. ~10!

The total damping coefficientb has a viscous and a thermal
part. It determines the amount of energy absorbed from the
external acoustic field which goes to increase the random
motion and internal molecular energies of the system.

The system of Eqs.~7! has two degrees of freedom and
therefore two natural frequencies of oscillations. The one,
given by Eq.~9!, is associated with the relative motion of the
system, the other one is associated to the center of mass
motion. However in our case, the center of mass natural fre-
quency is not excited, because we assume the same pressure
at each free end of the tube and zero initial velocities for the
two bubble interfaces.

The bubble motion can be obtained by substituting Eqs.
~8! into Eq. ~4! and one obtains

X52Aba sin~vt2d!, ~11a!

Ab5
p0

r2LB
S 1

L1
eff

1
1

L2
effD 1

A~v22v0
2!214b2v2

. ~11b!

C. Polytropic index F and viscous damping

In order to calculate the natural frequencyv0 and the
damping coefficientb the polytropic indexF needs to be
evaluated. The general evaluation ofF is not possible, how-
ever for the case of small-amplitude oscillations of a perfect
gas with a spatially uniform internal pressure it is possible to
derive some analytical expressions forF.58 In particular for a
circular tube, it has been found the following expression:55

F5
g

11~g21!G
, ~12a!

g is the ratio of specific heats, andG is defined by

G511 iV (
n51

` S ~2/an!

kn
D 2F tanhknA

knA G , ~12b!

wherean are the zeros of the zero order Bessel function of
the first kindJ0 and the other quantities are defined by

V5v
l 2

D
, l 5

RLB

R12LB
, A511

2LB

R
,

kn5AS an

l

RD 2

1 iV, ~12c!

where D is the gas thermal diffusivity andLB is obtained
from Eq. ~1!, once the radius of the bubbleRB is given. It is
important to point out here that Eqs.~12! have been obtained
with another assumption, which is also standard for a gas
bubble in an unbounded region, i.e., that the surface delim-
iting the gas remains at the undisturbed temperature of the
system. The justification of this assumption lies in the much
larger heat capacity per unit volume of most liquids and sol-
ids than gases. Thus, amounts of heat sufficient to cause
significant temperature changes in the gas are too small to

cause any appreciable temperature changes in the materials
surrounding the bubble.

The evaluation of Eq.~10! also requires the knowledge
of the viscous damping coefficientsbv . The details of the
mathematical derivation ofbv are tedious and are omitted in
this study, but the final result is

bv5
4n

R2

Rv

16

I

I 1
21I 2

2
, ~13a!

wheren is the blood viscosity,Rv5vR2/n is a dimension-
less parameter, andI, I 1 , andI 2 are integrals containing zero
and first order Bessel’s functions of the first kind (J0 ,J1),
which can be evaluated only numerically

I 5E
0

1

dxx@A Re@cJ1~cARvx!#1B Im@cJ1~cARvx!##2

1E
0

1

dxx@B Re@cJ1~cARvx!#

2A Im@cJ1~cARvx!##2, ~13b!

I 15E
0

1

dxx~A21B22A Re@J0~cARvx!#

2B Im@J0~cARvx!# !, ~13c!

I 25E
0

1

dxx~B Re@J0~cARvx!#2A Im@J0~cARvx!# !,

~13d!

wherec5e2 i (p/4), A5Re@J0(cARv)#, B5Im@J0(cARv)#.
For the blood we have chosen an effective viscosity of

twice the water viscosity, valid in fine blood vessels, i.e.,n
5231026 m/s2.

It is interesting to point out that the velocity field re-
quired to calculate Eqs.~13! has been obtained by an exact
solution of the Navier–Stokes equation for parallel oscilla-
tory flow in an infinitely long circular channel.59

D. Average absorbed power

It is well known from the theory of mechanical vibration
that when the frequency of the applied force is equal to the
natural frequency of the system, the velocity and kinetic en-
ergy of the oscillator are maximum and it is said there is
energy resonance. These are the most favorable conditions
for transfer of energy to the oscillator. The average power,
transferred to the oscillator from the applied force can also
be calculated. For example by taking the time derivative of
Eq. ~8a!, one obtains the velocityv1 for the liquid column
L1

eff . The average power absorbed is obtained by averaging
in time over a period T52p/v the power P5Fv1

5SRe(p(t))v1, whereS is the cross sectional area andp(t)
is the applied pressure defined in Eq.~3!. The result can be
written as

Pave5^Fv1&ave5
1

2

Sp0
2a2

rL1
eff

2b

S v0
2

v
2v D 2

14b2

. ~14!
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At the energy resonancev5v0 and the average power re-
duces to

(Pave!res5
1

2

Sp0
2a2

rL1
eff

1

2b
. ~15!

The ratio betweenPave and (Pave!res simplifies to

Pave

~Pave!res
5S 2b

AS v0
2

v
2v D 2

14b2D 2

. ~16!

This result does not depend on theL1
eff and therefore is true

for the entire system, bubble plus two liquid columns.

III. RESULTS

In this section the numerical predictions of the math-
ematical model described above will be illustrated.

A. Natural frequency of oscillation

The natural frequency of oscillation of the system
bubble plus vessel is expressed by Eq.~9!. In order to evalu-
ate this equation, the real part of the polytrophic indexF
needs to be determined.F is a function of the microbubble
radius, the type of gas considered, as well as the driving
frequency. In this investigation we have considered frequen-
cies up to 3 MHz and bubble radius range between 1 and 4
mm. The real part ofF determines the isothermal and/or
adiabatic behavior of the gas bubbles. It is possible to see
that the isothermal behavior prevails for small gas bubbles
and low frequencies. On the other hand, the rate of heat
transfer is intermediate between isothermal and adiabatic for
frequencies above 1 MHz and larger size bubbles~4 mm!.
This general behavior is true for all the types of gases~air,
C3F8 , C4F10) considered, but it is more accentuated for the
higher molecular weight molecules.

The natural frequencyf 0 depends on the driving fre-
quency through the real part of the polytrophic index. How-
ever, in the range of frequencies of interest in this study,f 0

as function of the driving frequency is nearly constant. There
is a slightly more marked dependence on the frequency for
larger size bubble~4 mm! and frequencies higher than 1
MHz, as it has been shown in Fig. 2. For air this frequency
dependence is stronger than for C3F8 , C4F10.

For a fixed value of the driving frequency,f 0 depends on
the bubble radius thorough Eq.~1! and on the bubble posi-
tion in the vessel.

In Fig. 3 we have plotted the natural frequencyf 0 , as
given by Eq.~9! as a function of the microbubble radiusRB

for a fixed value of the driving frequency. The gas consid-

ered in the plot is octafluoropropane, but air and perflurobu-
tane give very similar plots. For the purpose of illustration
we have considered three different lengths forL1 :L/2 ~solid
line!, L/5 ~dashed line!, andL/10 ~dotted line!, which corre-
spond, respectively, to a distance of the bubble center from
one end to be 500, 200, 100mm. For a given position of the
bubble in the tube, the resonance frequency increases for
decreasing bubble radius. Moreover the resonance frequency
decreases as the bubble gets closer to the center of the vessel.

The natural frequency of oscillation of a bubble confined
in a narrow region is therefore affected by the presence of
the boundary and it is different from its resonance frequency
in an unbounded region. This consideration is true in general
any time the bubble size is not small with respect to the
container dimension and not only for bubbles driven in the
linear regime. However only in the linear regime one can

FIG. 1. Gas bubble of axial length 2LB . L1 is the distance from the bubble
center to one end andL2 is from the other end.

FIG. 2. Natural frequency of oscillation as a function of the driving fre-
quency up to 3 MHz for a bubble at a distance ofL/5 from one end and
radiusRB54 mm. The solid line corresponds to a bubble containing air, the
dashed line to one containing octafluropropane, and the dotted line to a
perflurobutane gas bubble.

FIG. 3. Natural frequency of oscillation as a function of the bubble radius
for three different positions of the bubble in the blood vessel. The solid line
corresponds to a bubble at a distance ofL/2 from one end, the dashed line to
a distance ofL/5, and the dotted line to a distance ofL/10.
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find analytical expressions for the natural frequency. For ex-
ample, for a bubble in a unbounded liquid, driven by an
external acoustic field into linear steady oscillations, the
equation for the resonance frequency, neglecting surface ten-
sion is58

v0unb
2 5

p0

rRB
2

3 ReF. ~17!

The ratio between the two natural frequencies, given, respec-
tively, by Eqs.~9! and ~17! is

v0
2

v0unb
2

5
S

4pRB
S 1

L1
eff

1
1

L2
effD . ~18!

In deriving the above equation we have made use of Eq.~1!.
Equation ~18! shows clearly how the confinement of the
bubble in a narrow region affects its resonance frequency.
However it is important to point out here once again, that
this particular formula is valid when the bubble undergoes
steady linear oscillations.

B. Amplitude resonance

We now consider the displacements of the two liquid
column interfaces and the bubble. These amplitudes depend
on the resonance frequencyv0 as well as the total damping
coefficientb, defined by Eq.~10!. It is possible to see that for
the range of parameters of interest in this study the viscous
coefficient is much larger than the thermal coefficient.

The dimensionless amplitudesA1/2LB , A2/2LB , Ab ,
given by Eqs.~8c!, ~8d!, and~11b! are plotted as a function
of the dimensionless frequencyv/v0 , wherev0 is the reso-
nance frequency as determined above. These amplitudes
have a very rich structure, which is very sensitive to the
values of the bubble size and columns lengths.

In Fig. 4~a! we show the three dimensionless amplitudes
for RB53 mm and the bubble at the center of the tube. In

this case the displacements of the two liquid interfaces are
equal, however they are small. The displacement of the
bubble also remains relatively small except at very small
frequencies. The reason why the displacements are larger in
the limit of very small frequencies can be explained as fol-
lows. The maximum for these amplitudes takes place when
their denominatorsA(v22v0

2)214b2v2 has a minimum.
For the case of Fig. 4~a! the term 4bv is much larger than
the termu(v22v0

2)u, which can be neglected, therefore giv-
ing a maximum for the displacements in the limit ofv→0.

Hence, forRB53 mm and the bubble at the center of the
vessel, the so-calledamplitude resonanceoccurs for very
small frequencies. The fact that the amplitude resonance
does not take place at the natural frequencyv0 is due to the
fact the damping coefficientb is very large. The smaller the
damping, the more pronounced the resonance, and whenb is
zero, the resonance amplitude is infinite and occurs exactly
at the natural frequencyv0 . In Fig. 4~b! the bubble center is
at a distanceL15L/5 from one end. Also in this case the
amplitude resonance takes place in the limitv→0 and the
bubble displacement is much larger than the liquid ones. The
shorter column however undergoes larger oscillations than
the longer one.

In Figs. 5~a! and 5~b! we consider a 2mm radius bubble,
respectively, at a distanceL/2 andL/5 from one end. In this
case the amplitude resonance takes place at a frequency of
about 0.5v0 for the bubble at a distanceL/2 and at a fre-
quency of about 0.7v0 for the one at a distance ofL/5. This
is due to the fact the natural frequency for smaller bubbles is
comparable in value to the damping coefficientb.

The plots for the dimensionless displacements for a 1
mm radius bubble, shown in Figs. 6~a! and 6~b!, are the most
interesting ones. In Fig. 5~a! the bubble is at a distanceL/5
from one end and in Fig. 5~b! is at a distanceL/5. In both
cases the amplitude resonance takes place very close to the
energy resonance. The gas considered in plots given by Figs.

FIG. 4. ~a! Displacements of the two liquid interfaces~solid line! and of the
bubble~dotted line! as a function of the dimensionless frequencyv/v0 for
a bubble of radiusRB53 mm at the center of the vessel.~b! Displacements
of the shorter liquid column~solid line!, longer liquid column~dashed line!,
and bubble~dotted line! as a function of the dimensionless frequencyv/v0

for a bubble of radiusRB53 mm at a distanceL/5 from one end.

FIG. 5. ~a! Bubble~dotted line! and liquid interface dimensionless displace-
ments~solid line! as a function of the dimensionless frequencyv/v0 for a
bubble of radiusRB52 mm at the center of the vessel.~b! Displacements of
the shorter liquid column~solid line!, longer liquid column~dashed line!,
and bubble~dotted line! as a function of the dimensionless frequencyv/v0

for a bubble of radiusRB52 mm at a distanceL/5 from one end.
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4, 5, and 6 is C3F8 , however, similar plots are obtained for
air and C4F10.

C. Energy resonance

At energy resonance the energy transfer from the applied
force to the system is at its maximum. In Fig. 7 we have
plotted the ratio betweenPavc and (Pavc!res, given by Eq.
~16!, as a function of the normalized frequencyv/v0 for
RB53, 2, 1mm andL15L/5.

As it can seen from the plot the maximum absorption of
energy takes place at the natural frequency of oscillation.
The width of the resonance however is strongly dependent
on the bubble size and the 1mm radius bubble has the sharp-
est resonance.

Only when the damping coefficientb is much smaller
than the natural frequencyv0 there is no great differences
between the frequencies corresponding to the amplitude
resonance and to the energy resonance. In this condition the
energy absorbed from the external field produces the macro-
scopic motion of the system and very little is dissipated as
internal friction. In this study only for bubbles with radius of
the order 1mm the frequency corresponding to the amplitude
resonance amplitude is practically equal to the natural fre-
quency. Therefore only for the case of smaller bubbles, more
absorbed energy is available to sustain the motion of the
system and less is dissipated as internal friction. In general
most of the absorbed energy is dissipated as internal friction
and this dissipation is maximum at the natural frequency of
oscillation.

IV. DISCUSSION AND CONCLUSION

Before starting any discussion, it is important to keep in
mind that the present model is only a first approach to a
highly complex process and therefore it should be considered
in this context. Several approximations have been made. We
have ignored the presence of the bubble shell for U.S. con-
trast agents, by assuming that those bubbles simply act as
nucleation sites. We have neglected the blood flow speed of
in the capillaries, which is very slow, by assuming that once
the steady-state oscillations are established, they are the
dominant effect. The gas bubbles have a transient nature,
which has not been considered in this study. More precisely
the effects of gas diffusion, vapor contribution to the gas
internal pressure and phase changes processes have not been
taken into account, as it is also usually done for bubbles
pulsating in unbounded liquids. The presence of more than
one bubble in the vessel has been neglected. The assumption
of a rigid capillary may be justified in the presence situation,
because we consider mesentery capillaries and pressures of
the order of the local ambient pressure. However for bubbles
driven in the nonlinear regime the properties of the vessel
wall and surrounding tissues have to be taken into account.
Each organ has a unique capillary network and its character-
istics should be incorporated in any realistic model of mi-
crobubble behavior in the microvasculature. The non-
Newtonian nature of blood, which is important for small
blood vessels, should be taken into consideration in a more
general way than it has been done here, where we have sup-
posed an effective relative viscosity of two.

Many capillary blood vessels in a number of organs
have diameters smaller than the diameter of red cells at rest.
It is extremely difficult to makein vivo measurements of the
velocity and pressure fields in these small blood vessels, as
well as to check the bubble dynamics. To obtain some
knowledge, two alternative approaches may be undertaken:
mathematical modeling at the microscale, as it has been done
in this study, or larger-scale model testing. This last approach
has been applied by Genget al.60 to study the forced oscil-
lations of a gas bubble in liquid filled tubes, having dimen-
sion of a few mm. The results of their experiment is in ex-
cellent agreement with the theory developed by Prosperetti
and co-workers.55,61 In the context of biomedical applica-
tions of ultrasound, the method of larger scale model testing

FIG. 6. ~a! Bubble~dotted line! and liquid interface dimensionless displace-
ments~solid line! as a function of the dimensionless frequencyv/v0 for a
bubble of radiusRB51 mm at the center of the vessel.~b! Displacements of
the shorter liquid column~solid line!, longer liquid column~dashed line!,
and bubble~dotted line! as a function of the dimensionless frequencyv/v0

for a bubble of radiusRB51 mm at a distanceL/5 from one end.

FIG. 7. The ratio between the average absorbed power and the average
absorbed power at resonance for a bubble at a distanceL/5 from one end as
a function of the dimensionless frequencyv/v0 for RB53 mm ~solid line!,
2 mm ~dashed line!, and 1mm ~dotted line!.
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has been utilized by Royet al.62 in a vascularized tissue
phantom, obtaining very useful insights into the problem.

We have considered several aspects of the forced linear
oscillations of microbubbles in fine capillary blood vessels in
the parameter range of interest in medicine. We have estab-
lished their behavior which is isothermal at low frequencies
and for small bubbles and between isothermal and adiabatic
for larger bubbles and higher frequencies. We have estimated
their damping coefficient, which is dominated by viscous
losses. These losses increase the internal molecular energies
of the blood and surrounding tissues. The natural frequency
of oscillation is affected by the presence of the blood wall, as
well as bubble size and position. Moreover, the displace-
ments of the two liquid–gas interfaces and of the bubble
show a rich variety of behaviors. For smaller bubbles~1–2
mm! more energy is going into the macroscopic motion and
less is dissipated as internal friction.

This model suggests the possibility to use ultrasound in
a range of frequency and power which is in general lower
than the one is used now for therapeutic ultrasound treat-
ments. The microbubbles injected in the blood stream will be
acoustically driven at the natural frequency of oscillation of
the blood capillary plus bubble in order to get the maximum
absorption of energy. This energy can be used to increase
tissue temperature, for drug delivery or gene therapy.
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Current ultrasonic scatterer size estimation methods assume that acoustic propagation is free of
distortion due to large-scale variations in medium attenuation and sound speed. However, it has been
demonstrated that under certain conditions in medical applications, medium inhomogeneities can
cause significant field aberrations that lead to B-mode image artifacts. These same aberrations may
be responsible for errors in size estimates and parametric images of scatterer size. This work derives
theoretical expressions for the error in backscatter coefficient and size estimates as a function of
statistical parameters that quantify phase and amplitude aberration, assuming a Gaussian spatial
autocorrelation function. Results exhibit agreement with simulations for the limited region of
parameter space considered. For large values of aberration decorrelation lengths relative to
aberration standard deviations, phase aberration errors appear to be minimal, while amplitude
aberration errors remain significant. Implications of the results for accurate backscatter and size
estimation are discussed. In particular, backscatter filters are suggested as a method for error
correction. Limitations of the theory are also addressed. The approach, approximations, and
assumptions used in the derivation are most appropriate when the aberrating structures are relatively
large, and the region containing the inhomogeneities is offset from the insonifying
transducer. ©2004 Acoustical Society of America.@DOI: 10.1121/1.1738455#

PACS numbers: 43.80.Vj, 43.80.Qf@FD# Pages: 3244–3252

I. INTRODUCTION

The estimation and imaging of tissue parameters using
ultrasound has proven to be useful in the diagnosis and
monitoring of disease.1–7 Scatterer size estimation and imag-
ing, in particular, has been thoroughly investigated as a
source of additional information beyond what is currently
provided by clinical ultrasound machines.8–12 However, the
methods currently used to estimate scatterer size assume that
the interrogating acoustic field is well characterized and free
of distortion. They ignore aberration in the phase and ampli-
tude of the field due to inhomogeneities located between the
transducer and the region of interest. Although neglecting
aberration is often appropriate and results in no significant
consequences, it has been demonstrated that in certain cases,
such distortion can lead to the significant deterioration of
B-mode images.13–17 Consequently, there may be instances
where failing to account for aberration results in noticeable
scatterer size estimation errors.

A significant amount of work has been done on the
quantification of aberration, and the characterization of its
effects upon ultrasonic fields. In particular, Waaget al. de-
veloped a theoretical scattering model which incorporates the
effects of phase aberration, and relates the physical charac-
teristics of inhomogeneities to aberration quantifiers.18

O’Donnell looked at the effects of phase aberration upon
backscatter measurement,19 and Smith, Traheyet al. investi-
gated the properties of B-mode speckle in the presence of
phase aberration.13,14 Recent work has focused primarily

upon compensating for errors due to phase aberration
through the incorporation of appropriate time delays in array
transducer processing.20–23Vargheseet al., however, recently
investigated the implications of phase aberration for elasto-
graphic imaging.24

In this work we extend the basic model published by
Waaget al.18 to include amplitude aberration due to varia-
tions in inhomogeneity attenuation with respect to the back-
ground, and investigate the effects of both aberration types
~amplitude and phase! upon scatterer size estimation. In par-
ticular, aberration quantification is briefly discussed before
inclusion in the general expression for Fourier-transformed
rf-data segments. This expression is then used to calculate
the errors in both backscatter coefficient and size estimates
resulting from phase and amplitude aberration. These results
are subsequently partially verified by simulations that ad-
dress the two types of aberration separately. Only the limit-
ing case, where aberration is invariant over the space occu-
pied by an individual scatterer, is investigated. After a brief
discussion of the results, possible correction filters are pro-
posed. Finally, the limitations of the theoretical model are
discussed.

II. THEORY

The following analysis closely follows the theoretical
work done by Waag for phase aberration,18 and is therefore
subject to the same constraints. Namely, in order to properly
apply his geometric ray/perturbation theory formalism, it
must be assumed that the scale of the distorting inhomoge-
neities, or aberrators, are larger than the insonifying wave-
length. According to Waag, the amount of phase distortiona!Corresponding author. Electronic mail: algerig@wisc.edu
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associated with any given point in space can be characterized
by a path length correction which is associated with a phase
change.18

l ~r !52E
C
gc~r 8!d r 8, ~1!

wherer is a point in space,gc is the fractional variation in
sound speed at any given location from the average,c0 , and
C is the straight line path from the acoustic source to the
point r , which is an approximation to the actual ray path that
neglects refraction. For the sake of later analysis, the path
length correction~i.e., phase aberration! will be treated as a
random variable. This work will follow Waaget al. in as-
suming a zero-mean Gaussian distribution for the correction,
which should be approximately valid and become moreso,
according to the central limit theorem, as the number of ab-
errators between the source andr increases. In order to as-
sure a zero-mean distribution, it will be assumed that the
aberrating region is homogeneous, and that its thickness, if it
does not extend throughout the entire medium, remains rela-
tively constant across the acoustic beam.

Amplitude aberration due to attenuation variation is
handled in a similar fashion. The attenuation between an
acoustic source and any point in space can be expressed by

A~r ,v!5e2*Cf [a(r8)1a0]d r8, ~2!

wherea0 is the average attenuation in nepers per unit dis-
tance per unit frequency,a is the deviation from this value at
r 8, v is the acoustic angular frequency, andf is the acoustic
frequency. This quantity can be simplified to

A~r ,v!5e2 f a0ur 2r0ue2 f c(r ), ~3!

wherer0 is the location of the acoustic source, and

c~r !5E
C
a~r 8!d r 8. ~4!

The first term contained in Eq.~3! is generally measured and
compensated for in scatterer size estimation. In particular,
the estimation method described in this work will use a point
correction technique, which accounts for medium attenuation
as quantified by the point approximation described below.
The second term is the source of amplitude aberration, and
will therefore be the focus of what follows. For the reasons
mentioned previously, it will be assumed thatc is also a
zero-mean, Gaussian distributed, random variable.

In general form, the Fourier transform of a windowed
ultrasonic rf data segment is given by25

V~v!'T~v!B~v!v2e22 f a0zE
DV

d r g~r !At~r ,v!Ar~r ,v!,

~5!

where aberration effects have been excluded, and gating ef-
fects have been approximated by a restriction, represented by
DV, on the limits of integration over the scatterer field. The
restriction includes positions in space for which 2u r u/c0 falls
within the time interval of the gate, and is most accurate
when the system response for a single scatterer is short in
comparison to the gate duration.T(v) is the complex trans-

fer function for the system transducer,B(v) is the complex
superposition coefficient corresponding to the insonifying
pulse, andAt and Ar are the field integrals for transmit
and receive, respectively.g(r )5@k(r )2k0#/k02@r(r )
2r0#/r(r ) is the spatially dependent reflectivity of the scat-
tering medium, wherek andr are compressibility and den-
sity, and k0 and r0 are their corresponding mean values.
e22 f a0z is a point approximation of the medium attenuation,
wherez is the distance from the transducer aperture to the
point in space perpendicular to the aperture which corre-
sponds to the middle of the time gate, and is most accurate
when z is greater than the width of the active transducer
aperture.25

To generate a size estimate for a gated segment, the
Fourier transform of the segment, given by Eq.~5!, is used to
produce a corresponding spectral estimate. The result is di-
vided by the magnitude squared of the appropriate point at-
tenuation correction term and a type of system transfer func-
tion, which is, in most cases, measured using a planar
reflector or reference phantom.26,27 What remains, assuming
that z is much larger than the characteristic length of the
spatial autocorrelation function for the scatterers, is a back-
scatter estimate for the medium. This function is subse-
quently fit to a theoretical curve, whose frequency depen-
dence is defined solely by scatterer size, to produce a size
estimate. Several different theoretical models have been used
to estimate scatterer size in tissue,4 however, the Gaussian
model for spatial autocorrelation functions will be consid-
ered exclusively here. For this case, the size estimate corre-
sponding to an individual backscatter estimate is given by28

â25
2d1

2c0
2(vmin

vmax~y~v!v22 ȳv2!

80(vmin

vmax~v22v2!2
, ~6!

wherey(v)510 ln(BŜC(v)/v4), d1'3.1 is a constant, and
the summation is over discrete frequency values, correlated
or uncorrelated, within the bandwidth of the transducer.

In order to discern how phase and amplitude aberration
effect scatterer size estimates, aberration terms must be in-
cluded in the signal equation, Eq.~5!, and propagated
through the mathematical machinery of size estimation de-
scribed above. The resulting changes to the signal equation
appear in the field integrals, and are outlined below:

At8~r ,v!5E
S
d r 8Kt~r 8!

eikur 2r8u

ur 2r 8u
eikl (r 2r8)2 f c(r 2r8),

Ar8~r ,v!5E
S
d r 8Kr~r 8,ur 2r 8u!

eikur 2r8u

ur 2r 8u

3eikl (r 2r8)2 f c(r 2r8), ~7!

where the final exponential terms are the additions,S is the
face of the transducer,Kt contains transmit phase and ampli-
tude modifying terms, such as those for apodization and
transmit focusing, andKr contains analogous receive terms,
including those for dynamic receive focusing, dynamic aper-
ture, and apodization. Given these changes, the periodogram
spectral estimate for a gated segment is expressed by
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S~v,z!5^V~v!V* ~v!&

5uT~v!B~v!u2v4e24 f a0zE E
DV

dr1 dr2^g~r1!

3g* ~r2!&^At8~r1 ,v!Ar 8~r1 ,v!At8
* ~r2 ,v!

3Ar 8
* ~r2 ,v!&, ~8!

where it has been assumed that the aberrators and scatterers
are independent, i.e. that they are not the same objects. Mak-
ing the change of variabler25r11D r yields

S~v,z!5uT~v!B~v!u2v4e24 f a0zE E
DV

dr1 dDrR~Dr !

3^At8~r1 ,v!Ar 8~r1 ,v!At8
*

3~r11D r ,v!Ar 8
* ~r11D r ,v!&, ~9!

whereR(D r )5^g(r1)g* (r11D r )& is the spatial autocorre-
lation function~SAF! for the scatterer field,29 and is assumed
to be statistically stationary.

Assuming that the characteristic length of the spatial au-
tocorrelation function is small, the far-field approximation
can be introduced,ku r 2r 81D r u'kur 2r 8u1k •D r and
u r 2r 81D r u'ur 2r 8u, giving

S~v,z!5uT~v!B~v!u2v4e24 f a0zE
DV

dr1 At~r1 ,v!

3Ar~r1 ,v!At* ~r1 ,v!Ar* ~r1 ,v!

3E
DV

dD r R~D r !D~r1 ,D r ,v!e22i k •D r,

~10!

where

D~r1 ,D r ,v!5^e2ikl (r1)22 f c(r1)e22ikl (r11D r )22 fc(r11D r )&,
~11!

and two additional assumptions have been made. First, the
direction of the vectork has been approximated by the di-
rection ofr1 rather than the true direction ofr12r 8, which is
accurate given that that the distance to the gated region is
larger than the size of the active area of the transducer. Sec-
ond, and most importantly, it has been assumed that both
forms of aberration are effectively independent ofr 8, the
variable of integration over the transducer surface, in order to
achieve results that are both simple and field, and thus sys-
tem, independent. This approximation may not always hold
true, but should be acceptable when aberrator size is on the
order of the transducer’s active area, or the aberrating region
is far from the transducer face.

If the further assumption is made that the aberration is
either negligible or not present in the gated region, which is
consistent with small gates or aberration due to intervening
layers such as a bodywall, it follows that aberration values
are invariant along the direction of the beam~approximately
r1 /ur1u) within the gated region~Fig. 1 displays the geom-
etry for an aberrating layer!. This assumption, together with
the earlier homogeneity assumption, implies both that aber-
ration variances,s l

2(z) and sc
2(z), are dependent solely

upon gate position, and that correlations between aberration
quantities are functions of the angular separation between
their associated spatial vectors and gate position alone. For
example,^c(r1)c(r11D r )&/sc

2(z) is a function ofz and
Du, the angular separation betweenr1 andr11D r . It there-
fore becomes possible to demonstrate, given the previous
Gaussian distribution assumption for aberration values, that

D~r1 ,D r ,v!

⇒D~z,Du,v!

5e4[ f 2sc
2(z)1 f 2sc

2(z)rc(Du/uc ,z)2k2s l
2(z)1k2s l

2(z)r l (Du/u l ,z)] ,

~12!

regardless of the correlation between values ofl and c,
where

rcS Du

uc
,zD5

^c~r1!c~r11D r !&
sc

2~z!
,

r l S Du

u l
,zD5

^ l r1!l ~r11D r !&
s l

2~z!
,

anduc andu l are characteristic decorrelation values similar
to the decorrelation lengths of scatterer spatial autocorrela-
tion functions. These values may be related to one another if
the sources of the two types of aberration are identical, i.e.,
the same inhomogeneities are both phase and amplitude ab-
errators. If amplitude aberration is excluded, Eq.~12! is iden-
tical to the result presented by Waaget al. for Gaussian dis-
tributed phase aberration.18

Arbitrarily setting theDz axis direction to match that of
r1 , the approximation

Du

uc,l
'

tanDu

uc,l
5

ADx21Dy2

uc,l~ ur1u1Dz!
'

ADx21Dy2

uc,l ur1u
~13!

can be used given that the integrand of Eq.~10! is suppressed
by the scatterer spatial autocorrelation function for all but the
smallest values ofD r . Assuming a short gate and relatively
narrow acoustic field such thatu r1u'z, Eq. ~12! can be re-
cast:

D~z,Du,v!⇒D~z,v,ADx21Dy2!5e4[ f 2sc
2(z)1 f 2sc

2(z)rc(ADx21Dy2/wc)2k2s l
2(z)1k2s l

2(z)r l (ADx21Dy2/wl )] , ~14!
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wherewc5ucz andwl5u lz are amplitude and phase deco-
rrelation lengths, respectively. Assuming a Gaussian form for
the aberration correlation functions yields

D~z,v,ADx21Dy2!

5e4[ f 2sc
2(z)1 f 2sc

2(z)exp$ 2(Dx21Dy2)/wc
2 %]

3e4[2k2s l
2(z)1k2s l

2(z)exp$ 2(Dx21Dy2)/wl
2%] . ~15!

Because aberrator size must be much larger than scat-
terer size for the theoretical approach to be valid, the aber-
ration decorrelation lengths must also be much larger than
the characteristic length of the spatial autocorrelation
function.30 As a result, the exponential terms within the ex-
ponents of Eq.~15! will be small for nonzero values of the
spatial autocorrelation function. These terms can therefore be
legitimately approximated by their first-order expansions to
yield

D~z,v,ADx21Dy2!

5e8 f 2sc
2

24 f 2sc
2

@(Dx21Dy2)/wc
2

#e24k2s l
2

@(Dx21Dy2)/wl
2
#. ~16!

Using this result in Eq.~10! for a Gaussian spatial autocor-
relation function, and correcting for the system response and
attenuation gives

^BŜC~v!&5BSC~v!
e8 f 2sc

2

112d2/w2 , ~17!

where d is the characteristic length of the scatterer spatial
autocorrelation function, and

w25
wc

2wl
2

4 f 2sc
2wl

214k2s l
2wc

2 . ~18!

By inserting Eq.~17! into Eq. ~6!, size estimation errors
can be calculated. Results are plotted in Figs. 2 and 3, where
the effects of the two types of aberration have been isolated
by setting the variance of the excluded type in Eq.~17! to
zero. In both cases, the scatterer diameter is 80 microns,
which is representative for scatterer size estimation at diag-
nostic frequencies, the bandwidth is 50 percent, the center
frequency is set such that9 kcenta50.8, and the interval be-
tween summed frequencies corresponds to the decorrelation
distance for a 5 mmHanning window. For Fig. 2, the frac-
tional error in scatterer size is displayed as a function of
wl /s l , while for Fig. 3, it is plotted versussc for several
values ofwc , the amplitude decorrelation length. Results for
lower values of the aberration decorrelation lengths should
be regarded with caution given the earlier restriction that
wl ,c@l@a. As the aberration decorrelation lengths both in-
crease and decrease, errors approach limiting values that be-
come relatively insensitive to changes in the lengths. For
example, for decreasing values of these parameters, the
frequency dependence of ^BŜC(v)& approaches

BSC(v) f 22e8 f 2sc
2
, which dominates the behavior of Figs. 2

and 3 for small aberration decorrelation lengths, yet is inde-
pendent of these values.

FIG. 1. Geometry for an aberrating layer. Aberration variances are indepen-
dent ofz for such cases as long as the gated region lies beyond the aberrat-
ing layer.

FIG. 2. Theoretical fractional error in size estimates
due to phase aberration. Fractional error is plotted as a
function of the ratio of phase decorrelation length to
phase aberration standard deviation,wl /s l .
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III. METHOD

Verification focused upon the opposing region of param-
eter space wherew @see Eq.~18!# is large, since, as will
become evident, it can be explored without simulations that
employ a high degree of complexity. Within this region, Eq.
~17! can be approximated by

^BŜC~v!&'BSC~v!e8 f 2sc
2
, ~19!

which indicates that while amplitude aberration remains a
source of error, phase aberration does not. This result is
equivalent to what is obtained when it is assumed that aber-
ration values are effectively invariant over the characteristic
length of the spatial autocorrelation function. Under this as-
sumption, the correlation functions of Eq.~12! can be re-
placed by unity, leaving a quantity that can be extracted from
the integrals of Eq.~10! to yield an expression that reduces
to Eq. ~19!.

Simulated rf data were generated using code31 that arti-
ficially implements a Gaussian spatial autocorrelation func-
tion by multiplying the frequency-dependent scattered ampli-
tude from randomly distributed point-like scatterers by the
square root of the form factor for a Gaussian spatial autocor-
relation function,e2k2d2

. Typically, such an implementation
would be inadequate for studying aberration effects since it
cannot incorporate effects due to changing aberration values
over the dimension of a spatially extended scatterer. How-
ever, because size estimate errors in the region of parameter
space under consideration are equivalent to those obtained
under the assumption of aberration invariance on the scale of
scatterer size as described above, it can be appropriately
used. Aberration effects were included by multiplying the
frequency dependent scattered amplitude for each scatterer
by either

e22 f sc(z)n or e2iks l (z)n, ~20!

for amplitude and phase aberration respectively, wheren is a
random number drawn from a zero-mean, unity-standard de-
viation Gaussian probability distribution.

Several independent planes of rf data~300 acoustic lines
per plane! were generated for a simulated linear array trans-
ducer~0.15 mm by 10 mm elements with 0.2 mm spacing; 5
cm transmit and elevational foci; 10 elements active during
transmit; dynamic receive focus, dynamic aperture, and
apodization active!. In all cases, the average speed of sound
was set to 1540 m/s, the average attenuation to 0, the scat-
terer density to 4000 per cubic cm, the transducer center
frequency to 7 MHz, and the bandwidth to 5.5 MHz. The
sampling frequency was set by the code to be approximately
38 MHz. 17 aberration-free reference planes were generated
for backscatter estimation, where the scatterer diameter was
50 microns. Planes that included aberration were generated
in sets of two across multiple values of aberration variance.
Each set incorporated only one type of aberration, and all
scatterer diameters were 75 microns. Backscatter estimates
were produced for each of the 300 acoustic lines using the
reference phantom method,27 where the necessary power
spectral estimates were drawn from 1 cm data segments cen-
tered about a depth of 4 cm. Sample power spectral estimates
were averaged across each 2-plane set, and reference power
spectral estimates across all 17 planes. The results were used
to generate size estimates using the method described previ-
ously. The fractional error was calculated for each size esti-
mate, and mean and standard deviation point estimates of the
fractional error were produced for each value of aberration
variance.

IV. RESULTS

Figures 4 and 5 display the results for phase and ampli-
tude aberration, respectively. In both cases, the mean frac-
tional error is plotted as a function of the aberration standard
deviation. Error bars correspond to the approximate standard
error of the mean, and theoretical values were generated nu-

FIG. 3. Theoretical fractional error in size estimates
due to amplitude aberration. Different values of ampli-
tude decorrelation length,wc ~i.e., w in the legend!,
correspond to the different line types and are given as a
fraction of scatterer radius. The fractional error is plot-
ted as a function of amplitude aberration standard de-
viation, sc , which is shown in units of nepers/MHz.
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merically according to Eqs.~19! and ~6!. All values, includ-
ing the phase aberration control, are biased low. This error
appears to be the result of an inherent bias in the backscatter
coefficient estimation technique, although bias in the size
estimator could also be a contributing factor. The more noise
contained in the reference spectral estimate, the worse the
bias of the reference phantom method. Otherwise, the agree-
ment between simulation and theoretical values appears to be
good.

V. DISCUSSION

According to the results contained in Fig. 4, phase aber-
ration should have a minimal effect upon size estimates for
typical values of the phase decorrelation length unless the
aberration standard deviation is high. As a result, corrections
should only be necessary under this condition, given that the

stated assumptions of the theoretical section hold. Figure 5,
on the other hand, indicates that amplitude aberration can
cause significant errors for modest values of aberration stan-
dard deviation, regardless of the value of the amplitude deco-
rrelation length. Errors, in fact, appear to be maximal for
larger values of the decorrelation length. However, the form
of Eqs.~17! and~19! suggests a relatively simple method to
correct for amplitude aberration. Assuming thatsc is known
and thatwc , the amplitude decorrelation length, is compara-
tively large, the filter

H~v!5e28 f 2sc
2
, ~21!

can be applied to backscatter estimates before size estimation
to effectively eradicate any detrimental aberration effects.
Notice that according to Eqs.~17! and~18!, the filter can be

FIG. 4. A comparison of theoretical and simulation size
estimate fractional errors as a function of path deviation
~i.e., phase aberration! standard deviation when the
phase decorrelation length is much larger than the phase
aberration standard deviation.

FIG. 5. A comparison of theoretical and simulation size
estimate fractional errors caused by amplitude aberra-
tion when the amplitude decorrelation length is much
greater than the amplitude aberration standard devia-
tion. Fractional error is plotted as a function of ampli-
tude aberration standard deviation in units of nepers/
MHz.
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adapted to account for both amplitude and phase aberration
when aberration standard deviations are higher. However, an
approximatea priori knowledge of scatterer size and aberra-
tion decorrelation lengths is necessary in order to make the
appropriate adjustments.

Although the effects of phase and amplitude aberration
upon size estimation have been adequately characterized un-

der the stated restrictions, the assumption that both forms of
aberration are independent ofr 8, which was made in order to
arrive at Eqs.~10! and~11!, excludes aberration due to mod-
erately sized inhomogeneities close to the active face of the
transducer. If this assumption is withdrawn, the expected
value of Eq.~9!, rather than simplifying to the form found in
Eq. ~10!, becomes

E
S(1)

E
S(2)

E
S(3)

E
S(4)

Kt~r (1)!K r~r (2),ur12r (2)u!Kt* ~r (3)!Kr* ~r (4),ur11D r 2r (4)u!

3
eikur12r (1)ueikur12r (2)ue2 ikur11D r 2r (3)ue2 ikur11D r 2r (4)u

ur12r (1)uur12r (2)uur11D r 2r (3)uur11D r 2r (4)u ^eikl (r12r (1))2 f c(r12r (1))eikl (r12r (2))2 f c(r12r (2))

3e2 ikl (r11D r 2r (3))2 f c(r11D r 2r (3))e2 ikl (r11D r 2r (4))2 f c(r11D r 2r (4))&. ~22!

Not only is this expression extremely complex, but it also implies that backscatter and size estimation errors will be field
dependent, given that the aberration term is a function of the field integration variables. As a result, characterization of the
error will be both difficult and system specific. The one case that is easily calculable is the limit where the correlation between
aberration values approaches zero, such that

^eikl (r12r (1))2 f c(r12r (1))eikl (r12r (2))2 f c(r12r (2))e2 ikl (r11D r 2r (3))2 f c(r11D r 2r (3))e2 ikl (r11D r 2r (4))2 f c(r11D r 2r (4))&

'^eikl (r12r (1))2 f c(r12r (1))&^eikl (r12r (2))2 f c(r12r (2))&^e2 ikl (r11D r 2r (3))2 f c(r11D r 2r (3))&^e2 ikl (r11D r 2r (4))2 f c(r11D r 2r (4))&

5e2 f 2sc
2

22k2s l
2
. ~23!

Because this result is independent of all integration variables,
given the previous assumptions of the theoretical section, its
associated backscatter error can be obtained immediately:

^BŜC~v!&5BSC~v!e2 f 2sc
2

22k2s l
2
. ~24!

However, for this limit to be remotely applicable to physical
cases, aberrating inhomogeneities must be small in compari-
son to the active area of the transducer, a condition which
may rarely be met by objects which must also meet a mini-
mum size requirement for the theory to be accurate.

VI. CONCLUSION

Expressions for the errors in ultrasonic backscatter coef-
ficient and size estimates due to phase and amplitude aberra-
tion were derived based upon the theoretical framework de-
scribed by Waaget al.18 For large values of aberration
decorrelation lengths relative to aberration standard devia-
tions, theoretical results compared favorably with simula-
tions. Under these conditions, phase aberration errors appear
to be minimal, while amplitude aberration errors remain sig-
nificant. However, a simple filter can be applied to backscat-
ter estimates, assuming that the amplitude aberration vari-
ance is known to correct for the error. When aberration
standard deviations are comparatively large, the filter can be
modified to correct for higher order phase and amplitude
aberration given that prior knowledge of the approximate
scatterer size and aberration decorrelation lengths is avail-
able.

Although the results of the aberration error characteriza-
tion are relatively simple, their applicability is somewhat
limited by the assumptions that were made in their deriva-
tion. Namely, they are accurate only in cases where the ab-
errating inhomogeneities are large in comparison to and/or
distant from the insonifying transducer.

ACKNOWLEDGMENTS

This work was supported in part by NIH Grants No.
R01CA39224, No. R21EB002722, and No. T32CA09206.

TABLE OF SYMBOLS

A attenuation between an acoustic source and a point
in space

Ar receive acoustic field integral
Ar 8 receive acoustic field integral including aberration

effects
At transmit acoustic field integral
At8 transmit acoustic field integral including aberration

effects
a scatterer size~radius!
â scatterer size estimate~radius!
a0 average attenuation for a medium
a deviation from the average attenuation at a point in

space
B complex superposition coefficient corresponding to

an insonifying pulse
BSC backscatter coefficient
BŜC backscatter coefficient estimate
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C straight line path from an acoustic source to a spa-
tial point

c0 average speed of sound for a medium
d characteristic length of a scatterer spatial autocorre-

lation function
d1 a constant
DV spatial approximation of a temporal gate
Du angular separation between spatial vectors
f acoustic frequency
gc fractional variation in sound speed from the average
g reflectivity
H aberration correction filter
k,k acoustic wave number
kcent wave number corresponding to a transducer center

frequency
k compressibility
k0 average compressibility for a medium
Kr signal processing term included in the receive

acoustic field integral
Kt signal processing term included in the transmit

acoustic field integral
l path length correction associated with phase aberra-

tion
l acoustic wavelength
n random variable
r mass density
r0 average mass density for a medium
r l phase aberration correlation
rc amplitude aberration correlation
c integrated~along the path from transducer to scat-

terers! deviation from the average attenuation
r ,r 8,r0 spatial variables/vectors
r1 ,r2 ,D r ,r (n)

R spatial autocorrelation function~SAF! for a scatterer
field

S transducer surface periodogram spectral estimate
s l

2 phase aberration variance
sc

2 amplitude aberration variance
T the complex transfer function for a system trans-

ducer
u l phase aberration decorrelation angle
uc amplitude aberration decorrelation angle
V Fourier transform of a windowed ultrasonic rf data

segment
w a combination of aberration decorrelation lengths

and variances
wl phase aberration decorrelation length
wc amplitude aberration decorrelation length
v acoustic angular frequency
vmin lower limit of transducer bandwidth
vmax upper limit of transducer bandwidth
y transformed backscatter coefficient estimate
z perpendicular distance from a transducer aperture to

the middle of a gated region

1S. L. Bridal, P. Fornes, P. Bruneval, and G. Berger, ‘‘Parametric~inte-
grated backscatter and attenuation! images constructed using backscat-
tered radio frequency signals~25–56 MHz! from human aortae in vitro,’’
Ultrasound Med. Biol.23, 215–229~1997!.

2E. J. Feleppa, F. L. Lizzi, D. J. Coleman, and M. M. Yaremko, ‘‘Diagnos-
tic spectrum analysis in ophthalmology: A physical perspective,’’ Ultra-
sound Med. Biol.12, 623–631~1986!.

3M. Insana and T. Hall, ‘‘Parametric ultrasound imaging from backscatter
coefficient measurements: Image formation and interpretation,’’ Ultrason.
Imaging12, 245–267~1990!.

4M. Insana, R. Wagner, D. Brown, and T. Hall, ‘‘Describing small-scale
structure in random media using pulse-echo ultrasound,’’ J. Acoust. Soc.
Am. 87, 179–192~1990!.

5R. Kuc and M. Schwartz, ‘‘Estimating the acoustic attenuation coefficient
slope for liver from reflected ultrasound signals,’’ IEEE Trans. Sonics
Ultrason.26, 353–362~1979!.

6F. Lizzi, M. Ostromogilsky, E. Feleppa, M. Rorke, and M. Yaremko, ‘‘Re-
lationship of ultrasonic spectral parameters to features of tissue micro-
structure,’’ IEEE Trans. Ultrason. Ferroelectr. Freq. Control34, 319–328
~1987!.

7P. Stetson and G. Sommer, ‘‘Ultrasonic characterization of tissues via
backscatter frequency dependence,’’ Ultrasound Med. Biol.23, 989–996
~1997!.

8T. Hall, M. Insana, L. Harrison, and G. Cox, ‘‘Ultrasonic measurement of
glomerular diameters in normal adult humans,’’ Ultrasound Med. Biol.22,
987–997~1996!.

9M. Insana and T. Hall, ‘‘Characterising the microstructure of random me-
dia using ultrasound,’’ Phys. Med. Biol.35, 1373–1386~1990!.

10M. Insana, T. Hall, J. Wood, and Z.-y. Yan, ‘‘Renal ultrasound using para-
metric imaging techniques to detect changes in microstructure and func-
tion,’’ Invest. Radiol.28, 720–725~1993!.

11M. L. Oelze, J. F. Zachary, and J. William D. O’Brien, ‘‘Parametric im-
aging of rat mammary tumorsin vivo for the purposes of tissue character-
ization,’’ J. Ultrasound Med.21, 1201–1210~2002!.

12R. L. Romijn, J. M. Thijssen, and G. W. J. V. Beuningen, ‘‘Estimation of
scatterer size from backscattered ultrasound: A simulation study,’’ IEEE
Trans. Ultrason. Ferroelectr. Freq. Control36, 593–606~1989!.

13S. W. Smith, G. E. Trahey, and S. M. Hubbard, ‘‘Properties of acoustical
speckle in the presence of phase aberration Part II: Correlation lengths,’’
Ultrason. Imaging10, 29–51~1988!.

14G. E. Trahey and S. W. Smith, ‘‘Properties of acoustical speckle in the
presence of phase aberration Part 1: First order statistics,’’ Ultrason. Im-
aging10, 12–28~1988!.

15W. A. Smith, R. C. Waag, and D. Dalecki, Assessing the limits of ultra-
sonic focusing through tissue from scattering measurements,Ultrasonics
Symposium~IEEE, Chicago, 1988!, pp. 809–814.

16L. M. Hinkelman, T. D. Mast, L. A. Metlay, and R. C. Waag, ‘‘The effect
of abdominal wall morphology on ultrasonic pulse distortion. Part 1. Mea-
surements,’’ J. Acoust. Soc. Am.104, 3635–3650~1998!.

17T. D. Mast, L. M. Hinkelman, M. J. Orr, and R. C. Waag, ‘‘The effect of
abdominal wall morphology on ultrasonic pulse distortion. Part II. Simu-
lations,’’ J. Acoust. Soc. Am.104, 3651–3664~1998!.

18R. C. Waag, J. P. Astheimer, and G. W. Swarthout, ‘‘A characterization of
wavefront distortion for analysis of ultrasound diffraction measurements
made through an inhomogeneous medium,’’ IEEE Trans. Sonics Ultrason.
32, 36–48~1985!.

19M. O’Donnell, ‘‘Quantitative ultrasonic backscatter measurements in the
presence of phase distortion,’’ J. Acoust. Soc. Am.72, 1719–1725~1982!.

20S. W. Flax and M. O’Donnell, ‘‘Phase-aberration correction using signals
from point reflectors and diffuse scatterers: Basic principles,’’ IEEE Trans.
Ultrason. Ferroelectr. Freq. Control35, 758–767~1988!.

21M. O’Donnell and S. W. Flax, ‘‘Phase-aberration correction using signals
from point reflectors and diffuse scatterers: Measurements,’’ IEEE Trans.
Ultrason. Ferroelectr. Freq. Control35, 768–774~1988!.

22S. Krishnan, P.-C. Li, and M. O’Donnell, ‘‘Adaptive compensation of
phase and magnitude aberrations,’’ IEEE Trans. Ultrason. Ferroelectr.
Freq. Control43, 44–55~1996!.

23D.-L. Liu and R. C. Waag, ‘‘Estimation and correction of ultrasonic wave-
front distortion using pulse-echo data received in a two-dimensional aper-
ture,’’ IEEE Trans. Ultrason. Ferroelectr. Freq. Control45, 473–489
~1998!.

24T. Varghese, M. Bilgen, and J. Ophir, ‘‘Phase aberration effects in elas-
tography,’’ Ultrasound Med. Biol.27, 819–827~2001!.

25J.-F. Chen, J. Zagzebski, F. Dong, and E. Madsen, ‘‘Estimating the spatial
autocorrelation function for ultrasound scatterers in isotropic media,’’
Med. Phys.25, 648–655~1998!.

3251J. Acoust. Soc. Am., Vol. 115, No. 6, June 2004 A. Gerig and J. Zagzebski: Phase and amplitude aberration size errors



26E. L. Madsen, M. F. Insana, and J. A. Zagzebski, ‘‘Method of data reduc-
tion for accurate determination of acoustic backscatter coefficients,’’ J.
Acoust. Soc. Am.76, 913–923~1984!.

27L. X. Yao, J. A. Zagzebski, and E. L. Madsen, ‘‘Backscatter coefficient
measurements using a reference phantom to extract depth-dependent in-
strumentation factors,’’ Ultrason. Imaging12, 58–70~1990!.

28A. Gerig, J. Zagzebski, and T. Varghese, ‘‘Statistics of ultrasonic scatterer
size estimation with a reference phantom,’’ J. Acoust. Soc. Am.113,
3430–3437~2003!.

29M. Insana and D. Brown, ‘‘Acoustic scattering theory applied to soft bio-
logical tissues,’’ inUltrasonic Scattering in Biological Tissues, edited by
K. Shung~CRC Press, Boca Raton, FL, 1993!, pp. 75–124.

30R. C. Waag and D. Dalecki, ‘‘Estimates of wavefront distortion from
measurements of scattering by model random media and calf liver,’’ J.
Acoust. Soc. Am.85, 406–415~1988!.

31Y. Li and J. A. Zagzebski, ‘‘A frequency domain model for generating
B-mode images with array transducers,’’ IEEE Trans. Ultrason. Ferro-
electr. Freq. Control46, 690–699~1999!.

3252 J. Acoust. Soc. Am., Vol. 115, No. 6, June 2004 A. Gerig and J. Zagzebski: Phase and amplitude aberration size errors



ERRATA

Erratum: Propagation of quasiplane nonlinear waves
in tubes and the approximate solutions of the generalized
Burgers equation [J. Acoust. Soc. Am. 112, 91–98 (2002)]

M. Bednarik and P. Konicek
Czech Technical University in Prague, FEE, Technicka 2, 166 27 Prague, Czech Republic

~Received 19 October 2001; revised 11 April 2002; accepted 4 May 2002!

@DOI: 10.1121/1.1747990#

PACS numbers: 43.25.Cb, 43.25.Jh, 43.10.Vx@MFH#

In our paper, Eq.~30! should read

V~s,u!5ImH (
n51

`

an exp@ j ~nu2D0Ans!#J .

The inner pair of brackets is missing in the equation given in our paper.
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